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ABSTRACT

We present the results of surveys of diversity in sets of .40 X-linked and autosomal loci in samples from
natural populations of Drosophila miranda and D. pseudoobscura, together with their sequence divergence
from D. affinis. Mean silent site diversity in D. miranda is approximately one-quarter of that in D. pseudo-
obscura; mean X-linked silent diversity is about three-quarters of that for the autosomes in both species.
Estimates of the distribution of selection coefficients against heterozygous, deleterious nonsynonymous
mutations from two different methods suggest a wide distribution, with coefficients of variation greater
than one, and with the average segregating amino acid mutation being subject to only very weak selection.
Only a small fraction of new amino acid mutations behave as effectively neutral, however. A large fraction
of amino acid differences between D. pseudoobscura and D. affinis appear to have been fixed by positive
natural selection, using three different methods of estimation; estimates between D. miranda and D. affinis
are more equivocal. Sources of bias in the estimates, especially those arising from selection on
synonymous mutations and from the choice of genes, are discussed and corrections for these applied.
Overall, the results show that both purifying selection and positive selection on nonsynonymous
mutations are pervasive.

SURVEYS of DNA sequence diversity and divergence
are shedding light on a number of questions in

evolutionary genetics (for recent reviews, see Akey

2009; Sella et al. 2009). Two of the most important
questions of this kind concern the distribution of
selection coefficients against deleterious mutations
affecting protein sequences and the proportion of
amino acid sequence differences between related
species that have been fixed by positive selection.
Several different methods have been proposed for
studying each of these questions, using different fea-
tures of data on polymorphism and divergence at
nonsynonymous and silent sites.

For example, the parameters of the distribution of
selection coefficients against deleterious amino acid
mutations have been estimated by contrasting the num-
bers of nonsynonymous and silent within-species poly-
morphisms and fixed differences between species
(Sawyer and Hartl 1992; Bustamante et al. 2002;
Piganeau and Eyre-Walker 2003; Sawyer et al. 2007);
by fitting the frequency spectra of nonsynonymous and

silent variants to models of selection, mutation, and drift
(Akashi 1999; Eyre-Walker et al. 2006; Keightley and
Eyre-Walker 2007; Kryukov et al. 2007; Boyko et al.
2008; Eyre-Walker and Keightley 2009); or by com-
paring levels of nonsynonymous and silent diversities
between species with different population sizes (Loewe

and Charlesworth 2006; Loewe et al. 2006). The
results of these different approaches generally agree
in suggesting that there is a wide distribution of selec-
tion coefficients against nonsynonymous mutations
and that the mean selection coefficient against hetero-
zygous carriers of such mutations is very small. The results
imply that a typical individual from a human population
carries several hundred weakly deleterious mutations
(Eyre-Walker et al. 2006; Kryukov et al. 2007; Boyko

et al. 2008); for a typical Drosophila population, with its
much higher level of variability, the number is probably
an order of magnitude greater (Loewe et al. 2006;
Keightley and Eyre-Walker 2007).

The presence of this large load of slightly deleterious
mutations in human and natural populations, most of
which are held at low frequencies by natural selection,
has many implications. From the point of view of under-
standing human genetic disease, it means that we have
to face the likelihood that susceptibility to a disease
can be influenced by variants at many loci, each with
small effects (Kryukov et al. 2007). The pervasive pres-
ence of deleterious mutations throughout the genome
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contributes to inbreeding depression (Charlesworth

and Willis 2009) and may mean that the effective
population size is reduced by background selection
effects, even in regions of the genome with normal levels
of genetic recombination (Loewe and Charlesworth

2007). Their presence may contribute so strongly to
Hill–Robertson effects (Hill and Robertson 1966;
Felsenstein 1974) that they cause severely reduced
levels of diversity and adaptation in low-recombination
regions of the genome (Charlesworth et al. 2010) and
create a selective advantage to maintaining nonzero
levels of recombination (Keightley and Otto 2006;
Charlesworth et al. 2010). In addition, having an esti-
mate of the distribution of selection coefficients against
deleterious nonsynonymous mutations allows their con-
tribution to between-species divergence to be predicted,
providing a way of estimating the fraction of fixed
nonsynonymous differences caused by positive selection
(Loewe et al. 2006; Boyko et al. 2008; Eyre-Walker and
Keightley 2009).

It is thus important to collect data that shed light on
the properties of selection against nonsynonymous
mutations in a wide range of systems and also to compare
the results from different methods of estimation, since
they are subject to different sources of difficulty and
biases. In a previous study, we proposed the use of a
comparison between two related species with different
effective population sizes for this purpose (Loewe and
Charlesworth 2006; Loewe et al. 2006), using Drosoph-
ila miranda and D. pseudoobscura as material. These are
well suited for this type of study, as they are closely related,
live together in similar habitats, and yet have very
different levels of silent nucleotide diversity, indicating
different effective population sizes (Ne). This study was
hampered by our inability to compare the same set of loci
across the two species and by the small number of loci
that could be used. We here present the results of a much
larger study of DNA variation at X-linked and autosomal
loci for these two species, using D. affinis as a basis for
estimating divergence. We compare the results, applying
the method of Loewe et al. (2006) with that of Eyre-
Walker and Keightley (2009) for estimating the
distribution of deleterious selection coefficients and with
McDonald–Kreitman test-based methods for estimating
the proportion of nonsynonymous differences fixed
by positive selection. While broadly confirming the
conclusions from earlier studies, we note some possible
sources of bias and describe methods for minimizing
their effects.

MATERIALS AND METHODS

Fly stocks: The following 16 lines each of D. miranda and D.
pseudoobscura (with collection locations) were used (Bartolomé

and Charlesworth 2006): D. miranda 0101.3, 0101.4, 0101.5,
0101.7 (Port Coquitlam, BC, Canada), 0101.9, MA28, MA32,
MA03.1, MA03.3, MA03.4, MA03.5, MA03.6 (Mather, CA),

SP138, SP235, SP295 (Spray, OR), and MSH22 (Mt. St. Helena,
CA); and D. pseudoobscura MV1, MV2, MV5, MV6, MV7, MV8,
MV10, MV11, MV15, MV18, MV19, MV21, MV23, MV25, MV28,
and MV32 (collected from Mesa Verde National Park, Mesa
Verde, CO, in July 2005 and kindly provided by Stephen
Schaeffer). A single D. affinis line was also used as an outgroup
(no. 0141.2, Drosophila Species Resource Center).

Gene selection and primer design: Polymorphism data
were collected from both D. miranda and D. pseudoobscura for a
total of 82 coding regions, including 41 loci on chromosome
XL (homologous to the X chromosome in D. melanogaster) and
41 loci on chromosome 4 (homologous to chromosome 2L
in D. melanogaster). Of these, 37 X-linked and 39 autosomal
loci were also sequenced from the single D. affinis line. The
D. melanogaster genome (http://flybase.org, Release 5.1) was
used to identify coding regions containing an exon of at least 1
kb in length, for which the homologous D. pseudoobscura was
identified using BLAST (http://flybase.org/blast/). Following
the procedure of Vicoso et al. (2008), primers were designed
in regions conserved between D. melanogaster and D. pseudoobs-
cura using the Primer3 program (Rozen and Skaletsky

2000), to amplify between 400 and 650 bp. Details of all 82
loci can be found in supporting information, File S1.

DNA extraction, PCR, and sequencing: Genomic DNA was
extracted from a single male fly from each line using the
Puregene DNA extraction kit (Qiagen, Crawley, West Sussex,
UK). The polymerase chain reaction was used to amplify each
region, and primers and unincorporated nucleotides were
then removed using exonuclease I and shrimp alkaline
phosphatase. Fragments were directly sequenced on both
strands, using the Big Dye cycle sequencing kit (Version 3.0;
Applied Biosystems, Foster City, CA), and run on an ABI 3730
capillary sequencer. Sequence trace files were edited using
Sequencher (Gene Codes Corporation, Ann Arbor, MI). For
the autosomal data, heterozygotes were identified from
double peaks in the sequencing traces, and one allele was
randomly discarded. For the polymorphism data on each
locus, sequences from each ingroup species were aligned
by eye, along with one randomly selected sequence from
the other ingroup species and the single D. affinis sequence,
where available. These alignments were then realigned using
MUSCLE (http://www.drive5.com/muscle), with adjustments
to preserve reading frames.

Population subdivision in D. miranda: Given that the
D. miranda lines sampled come from three geographic
locations, tests for subdivision between different populations
were carried out. For each locus, two different population
differentiation statistics were calculated: Hudson’s (2000)
nearest neighbor statistic (Snn) and K*ST (Hudson et al. 1992),
both calculated using DnaSP version 5 (Librado and Rozas

2009). Significance values for each statistic were obtained by
permutation tests with 1000 replicates. This analysis was
carried out with the lines divided into two groups [British
Columbia (BC) and Oregon (OR) lines in one group and
California (CA) lines in one group] and three groups (BC,
OR, and CA lines separately) for comparison.

Polymorphism and divergence analysis: The estimated
number of synonymous and nonsynonymous sites, average
pairwise diversity (Nei 1987, p. 256), average divergence from
D. affinis, counts of the number of segregating polymor-
phisms, and the statistic Tajima’s D (Tajima 1989) were cal-
culated using a library of Perl scripts (‘‘polyMORPHOrama’’)
written by Doris Bachtrog and Peter Andolfatto (Haddrill

et al. 2008). An alternative measure of nucleotide diversity, uW,
based on the number of segregating polymorphisms in a
sample (Watterson 1975), was also calculated. The numbers
of synonymous and nonsynonymous sites were estimated using
the method of Nei and Gojobori (1986), and divergence
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estimates were corrected for multiple hits using a Jukes–
Cantor correction ( Jukes and Cantor 1969) and Kimura’s
two-parameter method (Kimura 1980). There was little dif-
ference between the results from these two different methods.
To test for heterogeneity in levels of polymorphism relative to
divergence at synonymous sites among loci, we carried out
multilocus HKA tests (Hudson et al. 1987), using Jody Hey’s
program (http://genfaculty.rutgers.edu/hey/software#HKA).
This program was also used to test the significance of Tajima’s
D values at synonymous sites via coalescent simulations,
although it should be noted that this is conservative, since the
simulations do not incorporate recombination.

Estimating the distribution of mutational effects and
proportion of adaptive substitutions using the Loewe et al.
method: We estimated the strength of purifying selection
and the fraction of positively selected amino acid substitu-
tions using the method of Loewe et al. (2006). The method
estimates the parameters of the probability distribution, f(s),
of heterozygous selection coefficients against deleterious
nonsynonymous mutations using DNA sequence diversity data
from two species with different Ne values. Full details are given
in the original article. Combining the estimates of f(s) with
the observed long-term average KA/KS between D. miranda and
D. affinis, together with an assumed ancestral Ne, allows us to
estimate the fraction (a) of nonsynonymous substitutions that
are not explained by the flux of mutations at sites subject to
purifying selection; these are probably caused by the fixation
of advantageous mutations. As previously, the statistical error
of our estimates was assessed by the conservative procedure of
bootstrapping across genes.

We assumed two different forms for f(s), both of which
allow for the possibility of a highly leptokurtic distribution of
selection coefficients. The first is the lognormal distribution

fðsÞ ¼ 1

ss
ffiffiffiffiffiffi
2p
p exp� flnðsÞ � mg2

2s2 ; ð1Þ

where m and s are the arithmetic mean and standard deviation
of the natural logarithm of s. We report the location parameter
mg (the geometric mean of s¼median¼ exp m) and the shape
parameter sg (exp s), which give the limits of 68% of the
probability mass by multiplying or dividing mg by sg. The
arithmetic mean and standard deviation of s can be found
from m and s by standard formulas, but are not shown here,
because the truncation procedure described below implies
that they are not very meaningful.

We also used the gamma distribution

fðsÞ ¼ sa�1exp� s=b

baGðaÞ ; ð2Þ

where a and b are the shape and location parameters of the
gamma distribution and G(a) is the gamma integral. The
arithmetic mean of s is given by ab and the variance by ab2.

For both types of distribution, we changed values of s that
exceed 1 down to 1, so that they are classed as dominant
lethals, since selection coefficients .1 are not biologically
meaningful. All the distributional parameters are reported for
the truncated distributions.

This method critically depends on the existence of signif-
icant differences in Ne between species, as estimated from
synonymous site diversity, to estimate f(s). Approximate
mutation–selection–drift equilibrium in the contemporary
populations and independence among polymorphisms at
different sites are assumed. For this reason, for all three
methods for estimating selection parameters that we used, we
removed genes that showed unusually high or low synonymous
diversities in either of the two species on the basis of the HKA

test; using the D. pseudoobscura gene designations, these were
GA15909, GA17538, GA21767, GA13913, GA12872, and
GA14306 on the X chromosome and GA21851, GA10957,
and GA13976 on the autosome. For the results shown in Table
3, we also removed genes where there was synonymous site
diversity in D. miranda but not in D. pseudoobscura, since this
also suggests the occurrence of a gross violation of equilibrium
in the latter species. These genes are GA14705 on the X
chromosome and GA17553, GA19427, GA19649, GA12147,
GA12722, and GA20117 on the autosome. Following Loewe

and Charlesworth (2006), we also eliminated all bootstraps
where the ratio of mean nonsynonymous to mean synonymous
diversity was lower for D. miranda than D. pseudoobscura, since
meaningful parameter estimates cannot be generated in these
cases.

There is a technical point about the estimation of Nes values
for X-linked loci that should be noted. For the semidominant
selection model assumed here, the rate of change of the
frequency of a deleterious X-linked allele (with equal homo-
zygous and hemizygous selection coefficients in females and
males, respectively) is given by DxX ¼ �4sx(1 � x)/3, whereas
the autosomal equation is DxA ¼ �sx(1 � x) (Vicoso and
Charlesworth 2009). The program for estimating s assumes
the latter expression for both X-linked and autosomal loci.
The estimates of Ne for the X and the autosome are based on
the infinite-sites equation for expected nucleotide site di-
versity, p ¼ 4Nem (Kimura 1971), assuming the same
mutation rate (m) for males and females. Since the effective
sizes for the X in both species on this basis are found to be
nonsignificantly different from three-quarters of the autoso-
mal values (see results), the Nes values for the X chromo-
some can be regarded as being measured on the same scale as
for the autosomes. The same applies to the method of Eyre-
Walker and Keightley (2009), which we now describe
briefly.

Estimating the distribution of fitness effects and pro-
portion of adaptive substitutions using the Eyre–Walker/
Keightley method: We also used the method of Eyre-Walker

and Keightley (2009), an extension of the method of
Keightley and Eyre-Walker (2007), to estimate the distri-
bution of fitness effects of new amino acid mutations. The
method uses a maximum-likelihood approach based on
transition matrix calculations of population trajectories. It
estimates the parameters of the distribution of selection
coefficients, while simultaneously estimating the parameters
of a demographic model that allows a population size change
at some time in the past. This is done using the allele
frequency distributions for selected (zerofold) and putatively
neutrally evolving sites (fourfold degenerate synonymous sites
in this case), taken across loci. It should be noted that
Keightley and Eyre-Walker (2007) define s as the selection
coefficient against homozygotes for the deleterious allele; this
value is therefore one-half the value for the Loewe et al. (2006)
method, since both methods assume semidominance. We use
the latter definition here.

With this method, nonsynonymous mutations are assumed
to have unconditionally deleterious effects and are drawn
from a gamma distribution, the parameters of which are
estimated along with the demographic parameters reflecting
the relative difference between ancestral and current popula-
tion sizes and the number of generations since the estimated
change. These parameters are then used to estimate the
average fixation probability of a selected mutation. This can
be combined with an estimate of the mutation rate per
site (proportional to the divergence at neutrally evolving sites)
to estimate the expected divergence at selected sites due to
the fixation of deleterious mutations, in the absence of
the fixation of advantageous mutations. The proportion of
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adaptive substitutions (a) can then be estimated from the
difference between the observed and expected between-
species divergence at selected sites. We estimated 95%
confidence intervals on all parameters by bootstrapping by
locus 1000 times.

Estimating the proportion of adaptive substitutions using
the Fay, Wyckoff, and Wu method: For comparison, we also
estimated a using the method of Fay et al. (2002), an extension
of the McDonald–Kreitman approach (Mcdonald and
Kreitman 1991) that uses the ratio of the number of poly-
morphic and divergent sites summed across loci, for putatively
neutral (synonymous) and putatively selected (nonsynony-
mous) sites. The number of divergent sites at a locus was
corrected for multiple hits using the Jukes–Cantor correction
( Jukes and Cantor 1969), and 90% confidence intervals for a
were estimated using a nonparametric bootstrapping method,
with resampling by site (Haddrill et al. 2008). We calculated a
after excluding singleton polymorphisms, since these are
likely to reflect weakly deleterious mutations segregating in
the population, which cause a downward bias in estimates of a
(Fay et al. 2002; Charlesworth and Eyre-Walker 2008). We
also calculated a using a subset of synonymous changes: those
involving changes from preferred to preferred or unpreferred
to unpreferred codons, using codon preferences for D.
pseudoobscura, as classified in polyMORPHOrama.

RESULTS

Population subdivision in D. miranda: The results of
the population subdivision analyses are shown in File S2
and Figure S1. Although a small number of loci show
some evidence for low-level population subdivision,
only one locus (GA10135) exhibits significant levels of
differentiation when the number of comparisons is
taken into account. We can therefore conclude that
the departures from neutral expectations detailed
below cannot be explained by population subdivision
within the D. miranda sample, in line with previous
results for this species (Yi et al. 2003).

Polymorphism and divergence data: Table 1 shows
the unweighted means and standard errors for the
polymorphism and divergence statistics for all the loci
for which we obtained data on polymorphism in D.
pseudoobscura and D. miranda, together with a single

sequence from D. affinis. We found several loci that
yielded ostensibly significant departures from neutrality
in one or the other of the two species on the basis of the
HKA test (see materials and methods). Table 2 shows
detailed polymorphism and divergence statistics for
these loci individually. Since these loci are candidates
for departure from equilibrium, our subsequent analy-
ses are based on data sets from which they were
removed, reducing the data set to 33 X-linked loci and
34 autosomal loci. These outlier genes will form the
subject of a separate study.

There are several patterns in the polymorphism and
divergence data that are worth noting before we de-
scribe the main results. First, the synonymous diversity
on the X chromosome for the full data set is substantially
lower than on the autosome in D. pseudoobscura and is
slightly less than the autosomal value in D. miranda. The
significance of this difference between X and autosomal
diversities was tested on the reduced data set used in the
further analyses (after removing loci with significantly
high or low diversities; see materials and methods) by
the method of Bartolomé et al. (2005), using inverse
variance-weighted estimates of pS. For D. pseudoobscura,
the means (with standard errors) of the weighted pS

values in percentages were 1.49 6 0.18 and 2.30 6 0.21
for the X and autosome, respectively, with an X/
autosome ratio of 0.634 6 0.098. Using bootstrapping
across genes for the data set after removal of significant
outliers on the basis of the HKA test (see materials and

methods), the mean difference in weighted values
between the X and the autosome was significant at the
1% level. Very similar results were obtained using
unweighted diversity estimates. If the X chromosome
diversities are multiplied by 4

3, to adjust for the fact that
the effective population size for the X chromosome is
three-quarters of that for the autosomes with random
variation in offspring number in both sexes (Wright

1931), the mean for the X becomes 1.99% and there is
no significant difference from the autosomal value. For
D. miranda, the weighted pS values in percentages were

TABLE 1

Polymorphism and divergence statistics for X chromosomal and autosomal loci in D. pseudoobscura and D. miranda

pA (%) pS (%) pA/pS KA (%) KS (%) KA/KS

Tajima’s D
(Nonsyn)

Tajima’s D
(Syn)

X (n ¼ 39)
mir 0.034 (0.011) 0.662 (0.161) 0.051 (0.021) 1.519 (0.233) 24.827 (1.231) 0.061 (0.010) �0.503 (0.286) �0.608 (0.163)
pse 0.066 (0.015) 1.779 (0.256) 0.037 (0.100) 1.486 (0.222) 25.458 (1.264) 0.058 (0.010) �0.824 (0.129) �0.775 (0.113)

A (n ¼ 37)
mir 0.072 (0.017) 0.664 (0.125) 0.108 (0.034) 1.464 (0.260) 28.297 (1.356) 0.052 (0.010) �0.598 (0.203) �0.470 (0.155)
pse 0.066 (0.013) 2.265 (0.214) 0.029 (0.006) 1.510 (0.275) 29.288 (1.449) 0.052 (0.010) �0.881 (0.158) �0.862 (0.101)

Means with standard errors in parentheses were calculated directly in all cases except for the standard errors of the ratios pA/pS

and KA/KS, which were calculated using the delta method (Bulmer 1980, p. 83). mir and pse refer to data for D. miranda and D.
pseudoobscura, respectively. Nonsyn and Syn refer to statistics calculated for nonsynonymous and synonymous sites, respectively. p is
pairwise nucleotide diversity (Nei 1987, p. 256). Nonsynonymous (KA) and synonymous (KS) divergence was estimated using the
Jukes–Cantor correction for multiple hits ( Jukes and Cantor 1969). The data are not corrected for within-species diversity.
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0.387 6 0.096 and 0.540 6 0.085 for the X and the
autosome, respectively. While these are not significantly
different from each other, weighting the X chromosome
diversities by 4

3 yields a mean of 0.529, which is extremely
close to the autosomal value.

However, there is also an apparent difference in
synonymous site divergence between the X and the
autosome for D. pseudoobscura vs. D. affinis, with means in
percentages for the reduced data set (weighting each
gene by its number of synonymous sites) of 25.3 6 1.08
and 28.9 6 1.39, respectively. KS for the X is thus �88%
of the value for the autosome. This difference is
borderline significant at the P , 0.05 level on a two-
tailed t-test or by bootstrap resampling. If the effect
were real, and caused by a lower mutation rate on the X
(Vicoso and Charlesworth 2006), we should use a
weight of 4/(3 3 0.88) ¼ 1.52 as an adjustment for
X-linked diversity instead of 4

3 . This brings the adjusted
X mean weighted synonymous diversities up to 2.26
and 0.603% for D. pseudoobscura and D. miranda,
respectively.

There is thus no evidence in either species for an
elevation of the effective population size of the X

chromosome above three-quarters of the autosomal
value, in contrast to what was proposed previously on
the basis of smaller data sets (Yi et al. 2003; Bartolomé

et al. 2005) and that has been found in the Zimbabwe
population of D. melanogaster (Andolfatto 2001; Hutter

et al. 2007), but is in agreement with the results of
Bachtrog and Andolfatto (2006) for D. miranda. Mean
synonymous diversity is much higher for D. pseudoobscura
than for D. miranda, with a D. pseudoobscura/D. miranda
ratio of 3.75 for the X chromosome and 4.26 for the
autosome, in agreement with previous results (Yi et al.
2003; Loewe et al. 2006).

In contrast, weighted mean nonsynonymous diversities
for the reduced data set are similar for the X chromo-
some and the autosome in D. pseudoobscura (percentage
values of 0.064 6 0.015 and 0.064 6 0.013, respectively).
They are smaller, but not significantly so, for the X
chromosome vs. the autosome in D. miranda (values of
0.033 6 0.012 and 0.074 6 0.018, respectively). The
differences in pA values between the two species are not
significant in either case.

There is no difference in KA between the X and the
autosome for nonsynonymous divergence between D.

TABLE 2

Polymorphism and divergence statistics for X chromosomal and autosomal outlier loci excluded from the main analyses

pA (%) pS (%) pA/pS KA (%) KS (%) KA/KS

Tajima’s D
(Nonsyn/Syn)

Fay and Wu’s H
(Nonsyn/Syn)

X
GA15909

mir 0.000 1.878 0.000 1.883 24.981 0.075 NA/�1.223 0.000/�7.483
pse 0.058 5.670 0.010 1.414 24.534 0.058 �1.498/�0.531 �1.633/�11.167

GA17538
mir 0.084 3.726 0.022 1.219 31.579 0.039 �1.038/0.850 0.317/�5.850
pse 0.000 1.561 0.000 1.177 31.311 0.038 NA/�1.213 0.000/�3.209

GA21767
mir 0.138 3.700 0.037 0.955 35.472 0.027 1.066/0.321 0.242/�3.303
pse 0.337 7.605 0.044 1.525 39.134 0.039 �0.178/-0.681 �0.248/�6.419

GA13913
mir 0.000 0.000 NA 0.274 46.657 0.006 NA/NA 0.000/0.000
pse 0.000 0.000 NA 0.274 48.108 0.006 NA/NA 0.000/0.000

GA12872
mir 0.000 0.621 0.000 2.199 16.457 0.134 NA/�0.414 0.000/0.617
pse 0.069 4.390 0.016 2.233 16.717 0.134 �1.481/�0.726 0.264/3.077

GA14306
mir 0.000 3.106 0.000 1.596 20.236 0.079 NA/�0.099 0.000/�6.400
pse 0.000 1.121 0.000 1.914 17.068 0.112 NA/�1.849 0.000/�2.762

A
GA21851

mir 0.094 2.744 0.034 1.102 34.104 0.032 �1.038/�0.120 0.317/�0.833
pse 0.000 0.851 0.000 1.325 35.784 0.037 NA/�1.409 0.000/�4.495

GA10957
mir 0.000 0.000 NA 1.492 47.224 0.032 NA/NA 0.000/0.000
pse 0.000 0.353 0.000 1.194 48.728 0.024 NA/�1.697 0.000/�1.517

GA13976
mir 0.040 3.303 0.012 2.171 19.360 0.112 �1.159/1.076 0.124/�0.162
pse 0.184 3.771 0.049 2.250 17.002 0.132 �1.550/�0.992 0.550/2.950

Abbreviations and definitions are defined in Table 1. NA, statistic cannot be calculated due to lack of polymorphic sites.
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pseudoobscura and D. affinis (the means of the percentage
values for the reduced data set, weighted by numbers of
nonsynonymous sites, are 1.51 6 0.26 and 1.47 6 2.95,
respectively). The ratios of weighted mean KA to mean
KS for the X and autosomes are also very similar (5.97
and 5.12%, respectively), so that there is no evidence for
a faster-X effect of the type that has been much discussed
in the literature (Mank et al. 2010). Other aspects of the
polymorphism and divergence data will be discussed
elsewhere.

Estimates of f(s) and a from the Loewe et al.
method: The results of applying the method of Loewe

and Charlesworth (2006) and Loewe et al. (2006)
(referred to as the LCBN method from now on) for
estimating a and the parameters of f(s), described in
materials and methods, are shown in Table 3. We also
estimated the fraction of mutations that are effectively
lethal (s $ 1); the point estimates of this are generally
close to zero. A significant proportion of the boot-
strapped values of the proportion of lethals were
implausibly high, when compared with the estimates
for the fraction of effectively lethal dominant mutations
given by Loewe and Charlesworth (2006), but we did
not exclude these cases from our bootstraps.

As in our previous work, some of the parameters are
estimated quite precisely, and others have high statisti-
cal error. Among the former is the fraction of nonlethal
mutations that are effectively neutral with respect to
their behavior as polymorphic variants (cne), i.e., for
which Nes # 0.5, whose upper 5th percentiles are mostly
,5%. The rationale for choosing this cutoff is that this
intensity of selection yields equilibrium levels of nucle-
otide site diversity and rates of evolution that are at least
90 and 75% of the neutral value, given plausible
mutational parameters (McVean and Charlesworth

1999). As expected from its larger Ne, the point
estimates and upper percentiles of cne for D. pseudoobs-
cura are lower than for D. miranda. This is in general
agreement with the previous results for these species,
but we now have more precise and lower overall point
estimates for cne compared with Loewe and Charles-

worth (2006). Most new amino acid mutations fall into
the range in which selection significantly affects their
behavior while they are segregating in the population.

Another parameter that is reasonably precisely esti-
mated is the harmonic mean of Nes, equivalent to the
product of Ne and the harmonic mean of s, sh. Since f(s)
is assumed to be the same for both species, the differ-
ences between species in Nesh mainly reflect the differ-
ences in the estimates of Ne. The point estimates and
upper and lower percentile values for D. pseudoobscura
are thus larger than for D. miranda. The bootstraps
indicate that values ,3 for D. miranda and 14 for D.
pseudoobscura are unlikely to be valid, and values as high
as 30 cannot be ruled out for D. pseudoobscura. The
gamma and lognormal estimates are quite similar, and
there are no obvious differences between the X and the

autosome. These results also imply that the typical
polymorphic, nonsynonymous mutation is under sig-
nificant, although weak, selection.

Similarly, the results support the conclusion that
there is a wide spread of selection coefficients among
new amino acid mutations, although the confidence
intervals on measures of this spread, such as the shape
parameters of the two types of distribution and the
coefficients of variation of s for nonlethal and non-
neutral mutations, are fairly wide. For the autosomal
loci, the distribution is apparently somewhat tighter
than for the X-linked loci, although their bootstrap
distributions overlap. The very noisy estimates of the
arithmetic mean values of Nes for new mutations are also
ostensibly lower for the autosome than for the X
chromosome and for the gamma distribution than for
the lognormal, but it is unclear whether these differ-
ences are meaningful.

We also used our data to estimate the proportion, a,
of amino acid substitutions distinguishing the two focal
species from D. affinis that were fixed by positive
selection. This method uses the difference between
the observed KA/KS and that predicted from the fraction
of mutations subject to the distribution f(s) that
become fixed as a result of selection and/or genetic
drift, so that the results are therefore very sensitive to
assumptions about past effective population sizes
(Loewe et al. 2006). For this reason, we used four
different assumptions about ancestral Ne: they are equal
to the point estimate for D. miranda, the point estimate
for D. pseudoobscura (with different values for the X and
the autosome), 2 3 105, or 106. As would be expected
from the fact that more slightly deleterious mutations
become fixed when Ne is low, the a-estimates are lower
for the lower Ne values than for the higher ones. The
diversity data show that D. miranda has a low Ne

compared with most Drosophila species. In addition,
the large negative Tajima’s D values for synonymous
sites in D. pseudoobscura (Table 1) strongly suggest a
recent population expansion (see also the next section).
An Ne of 106 may represent a reasonable compromise
among the various possibilities for the ancestor of both
species. If this is correct, there is quite strong support for
a high proportion of amino acid mutations having been
fixed by positive selection, with point estimates of a for
both the X and the autosomal data of between 70 and
90%, depending on the model for f(s). The confidence
intervals on these estimates are, however, large.

These results can be compared with those obtained
from the less realistic but much simpler model pro-
posed by Loewe et al. (2006), in which a fraction cn of
nonsynonymous mutations is assumed to be neutral in
both species, and the rest are sufficiently strongly
selected that they obey deterministic equations for their
frequencies within populations (their Equations 1–4).
For the X chromosome, this method yields estimates of
Nesh (where Ne is the value for D. miranda) of 19.9 (with

1386 P. R. Haddrill, L. Loewe and B. Charlesworth
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lower and upper 5th percentiles of 9.62 and infinity)
and of a of 0.656 (lower and upper 5th percentiles of
0.311 and 0.921); for the autosome, Nesh ¼ 8.80 (lower
and upper 5th percentiles of 5.60 and 16.70) and a ¼ 1
(lower and upper 5th percentiles of 0.786 and 1.34). In
both cases, the estimates of cn for D. miranda do not
differ significantly from zero and have upper 5th
percentiles of 0.045 and 0.011, for the X and the
autosome, respectively. The results are thus in fairly
good agreement with those obtained with the more
complex method, consistent with the low values of the
fraction of effectively neutral mutations, cne, estimated
by this method.

Estimates of the distribution of fitness effects and a
using the Eyre–Walker and Keightley method: The
results from the method of Eyre-Walker and Keightley

(2009) (referred to from now on as EWK) are shown in
Table 4, including the estimated demographic model,
the proportion of mutations with effects in different Nes
categories, and the estimates of a, the fraction of
adaptive substitutions.

As above, while some parameters are precisely esti-
mated, some have large statistical error, particularly in
the case of the D. miranda data. For both types of
chromosome in both species, a population size expan-
sion is inferred. The demographic model was estimated
on the basis of the frequency distribution of fourfold
synonymous site polymorphisms; a population size ex-
pansion would result in an excess of low-frequency vari-
ants, assuming that such variants are selectively neutral.
We report the shape parameter estimated for the gamma
distribution, for comparison with the LCBN method
above. In all cases the shape parameter is ,1, indicating
that the distribution is strongly leptokurtic, although this
is poorly estimated for the D. miranda X chromosome
data. This is broadly in agreement with the results for the
gamma distribution using the LCBN method, and the
differences between the estimates using the two methods
are not large enough to be statistically meaningful.

Table 4 also shows the estimated proportions of
nonsynonymous mutations with fitness effects in differ-
ent Nes categories (note that these are not truncated, as
was done for the LCBN method); s here is the
heterozygous selection coefficient, as described in
materials and methods. For the X chromosome data
in both species, and the D. pseudoobscura autosomal data
set, 92–98% of mutations are estimated to be strongly
deleterious (defined as having Nes $ 5, implying a near-
zero chance of fixation by drift). For the D. miranda
autosomal data, �85% of mutations are strongly dele-
terious, consistent with the estimates for the Zimbabwe
population of D. melanogaster (Eyre-Walker and
Keightley 2009).

Finally, we used this method to estimate a for amino
acid substitutions between each species and D. affinis.
For both data sets from D. miranda, estimates of a were
low or negative and nonsignificantly different from
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zero, with very large confidence intervals (see Table 4).
This differs somewhat from the results from the LCBN
method (see above) and may reflect a lack of statistical
power due to low polymorphism levels. With D. pseu-
doobscura, however, there is evidence that a very large
fraction of the divergence from D. affinis has been
driven to fixation by positive selection, with a-estimates
of 70% for the X chromosome data and 87% for the
autosomal data, both with reasonably tight confidence
intervals. These values are broadly consistent with
results using the LCBN method (see above) and are
considerably higher than previous estimates for D.
melanogaster (52%: Eyre-Walker and Keightley 2009),
wild mice (57%: Halligan et al. 2010), and humans
(0–6%: Eyre-Walker and Keightley 2009) from this
method.

Estimates of a from the Fay, Wyckoff, and Wu
method: Estimates of a calculated using the method of
Fay et al. (2002) are shown in Table 5. We present only
estimates calculated with singleton polymorphisms re-
moved, since these are not significantly different from
estimates with singletons included. We calculated a for
the full data set, including those genes that showed
departures from neutrality on the basis of the HKA test,
since there is no biologically meaningful reason for
excluding these genes from this analysis. However, for
comparison to our other estimates, we also calculated a

for the reduced data set. Exclusion of these genes has
little effect on results, although estimates of a are
somewhat lower for the X chromosome data in both
species; the difference between the two estimates is not
significant in either case, however.

In agreement with the above results, estimates of the
fraction of adaptive substitutions between D. miranda
and D. affinis are low or negative with large confidence
intervals and not significantly greater than zero [al-
though the estimates for the autosomal data are
significantly less than zero, indicating an excess of
nonsynonymous polymorphisms; this is consistent with
the neutrality index (Rand and Kann 1996) of 2.08 in
this case]. However, in D. pseudoobscura there is evidence

that a statistically significant fraction of the nonsynon-
ymous divergence from D. affinis is caused by positive
selection, with a-estimates of �40% for the X chromo-
some data and �60% for the autosomal data. Although
these estimates are �20% lower than those reported
with the more complex methods (above), the confi-
dence intervals for all estimates overlap, and the general
patterns are qualitatively very similar.

DISCUSSION

Purifying selection on nonsynonymous mutations: In
agreement with other recent studies of Drosophila
populations (Fay et al. 2002; Loewe and Charlesworth

2006; Loewe et al. 2006; Keightley and Eyre-Walker

2007; Shapiro et al. 2007; Eyre-Walker and Keightley

2009), our data provide firm evidence that only a small
proportion (cne) of new amino acid mutations are
sufficiently weakly selected that they can be treated as
nearly neutral (i.e., they have Nes # 0.5, where s is the
selection coefficient against a heterozygous mutation).

The point estimates and confidence intervals for the
proportion of nonsynonymous mutations that fall below
this threshold depend on both the model for the
distribution of mutational effects (lognormal vs. gamma)
and the method of estimation (comparison of D. miranda
and D. pseudoobscura diversity statistics, LCBN method, vs.
the frequency spectra of segregating nonsynonymous
mutations for each species, EWK method). The estimates
from the EWK method are much less precise for D.
miranda than for D. pseudoobscura, reflecting the smaller
number of polymorphisms in this species. The estimated
autosomal Ne for D. pseudoobscura of 1.8 million (Table 3)
is much closer to the published values for most other
Drosophila species than the value of 380,000 for D.
miranda, so that the D. pseudoobscura value is more
comparable with the estimates from D. melanogaster. We
therefore place more confidence in the estimates for
D. pseudoobscura than for D. miranda.

The upper confidence limit for cne for the D. pseu-
doobscura autosome is of the order of 2% at the most, with

TABLE 5

Estimates of the fraction of adaptive substitutions using the Fay, Wyckoff, and Wu method

D. miranda D. pseudoobscura

X chromosome Autosome X chromosome Autosome

All synonymous changes
Full data set 0.326 (�0.088/0.639) �0.788 (�1.775/�0.119) 0.438 (0.207/0.628) 0.588 (0.365/0.764)
Reduced data set �0.168 (�0.961/0.423) �1.317 (�2.771/�0.380) 0.325 (0.007/0.584) 0.592 (0.372/0.764)

Neutral synonymous changes
Full dataset 0.123 (�1.018/0.584) �2.263 (�8.120/�0.508) 0.526 (0.232/0.714) 0.680 (0.460/0.828)
Reduced dataset �0.701 (�4.589/0.442) �2.853 (�12.538/�0.578) 0.470 (0.129/0.694) 0.654 (0.412/0.818)

Ninety percent confidence intervals are in parentheses. Neutral synonymous changes estimates include only preferred to pre-
ferred and unpreferred to unpreferred synonymous changes as the neutral standard.

Fitness Effects of Nonsynonymous Variants 1389



a slightly higher value of �3% for the X chromosome.
The point estimates of cne for both X and autosome from
the EWK method are much larger for D. miranda than for
D. pseudoobscura. Taking these results together with those
for thesamemethodfor D.melanogaster(6%:Eyre-Walker

and Keightley 2009), wild mice (10%: Halligan

et al. 2010), and humans (29–38%: Eyre-Walker and
Keightley 2009), this suggests that the differences
between species in the relative proportions of very weakly
selected mutations reflect differences in their effective
population sizes, although larger data sets will probably be
needed to establish this with certainty.

The conclusion that most amino acid variants are
under significant purifying selection is also supported
by the estimates of other parameters of the probability
distribution of Nes values. Table 3 shows that the
product of Ne and the harmonic mean (sh) of s is likely
to be at least 3 for D. miranda and 15 for D. pseudoobscura
for mutations with 2Nes . 1; sh is close to the mean
selection coefficient against segregating amino acid
variants with deleterious fitness effects (Sunyaev et al.
2001). These are somewhat higher than the lower
bounds previously estimated by Loewe et al. (2006).
The results imply an sh that lies between �8 3 10�6 and
2 3 10�5 for autosomal mutations, which have the
tighter confidence interval.

The estimates of the numbers of mutations in
different Nes categories from the EWK method suggest
that .90% of new amino acid mutations in D.
pseudoobscura have negligible probabilities of fixation;
i.e., they have Nes $ 5 [note that Ne here is an estimate
of the effective size that is relevant to currently
segregating variants and is intermediate between the
final and initial population sizes inferred from the
maximum-likelihood procedure (Eyre-Walker and
Keightley 2009)]. The majority of these have Nes .

50, implying that their frequencies in the population
are deterministically controlled. These proportions
are somewhat higher than estimates obtained by
this procedure for D. melanogaster (87%: Eyre-Walker

and Keightley 2009) and wild mice (79%: Halligan

et al. 2010) and much higher than in humans [44–
66%, depending on the data set (Eyre-Walker and
Keightley 2009)].

Both methods imply a wide, leptokurtic distribution
of s values. The shape parameter of the gamma
distribution is poorly estimated for D. miranda by the
EWK method (Table 4), but has a reasonably tight
confidence interval for X-linked mutations in D. pseu-
doobscura, with an upper confidence limit of 0.85. This
implies a much wider spread of selection coefficients
than under an exponential distribution. The interval
estimates from the LCBN method are much wider, but
overlap those from the EWK method (Table 3); they are
also somewhat wider than those estimated by Loewe

et al. (2006). The inference of a wide distribution of
selection coefficients is reinforced by the estimates of

the order of 2 for the coefficients of variation of the
distribution of s for nonlethal mutations, given by the
LCBN method (Table 3).

Neither method returns very precise estimates of the
arithmetic mean of Nes for newly arising amino acid
mutations, in common with other methods that use
polymorphism data. As discussed by Eyre-Walker et al.
(2006), the mutations found segregating in populations
are those that have survived elimination by selection, so
the properties of the upper tail of strongly selected
mutations are an extrapolation from those for much
more weakly selected mutations. If a gamma distribu-
tion is assumed (which gives the tightest confidence
intervals), the LCBN method for D. pseudoobscura
autosomal loci returns a lower 5th percentile value of
29, corresponding to a mean selection coefficient of
1.6 3 10�5, and an upper 5th percentile value of 2130,
corresponding to a mean s of 1.2 3 10�3. The point
estimates for the LCBN and EWK methods are 47 and
4500, respectively, corresponding to s ¼ 1.6 3 10�5 and
2.5 3 10�3.

These results allow us to estimate the mean load of
deleterious nonsynonymous mutations carried by a
typical individual. The mean pA averaged over the X
and the autosome, and over D. miranda and D. pseu-
doobscura, is �5.9 3 10�4. The mean number of non-
synonymous sites per gene is �1.3 3 103 (Loewe and
Charlesworth 2007), yielding a mean number of
heterozygous amino acid mutations per individual of
0.77 per gene. With�14,000 genes, this implies that the
typical fly is heterozygous for �10,800 nonsynonymous
mutations. Table 3 gives an estimate of 1.1% for cne in D.
pseudoobscura. With a mutation rate of 4 3 10�9 per
nucleotide site, as assumed here, and with Ne ¼ 1.8 3

106, the contribution of effectively neutral mutations
to nonsynonymous diversity is 3.2 3 10�4, 54% of the
estimate of pA of 5.9 3 10�4. This yields a value of
0.46 3 10,800 � 5000 deleterious amino acid muta-
tions per individual, with an estimated mean selection
coefficient (sh) of �1.1 3 10�5. This estimate of the
mean number of heterozygous deleterious mutations
per fly is much larger than comparable estimates for
humans, but the mean selection coefficient against
segregating amino acid mutations is also apparently
much larger in humans, of the order of 2 3 10�4 (Eyre-
Walker et al. 2006). This difference may in part reflect
the much smaller effective population size of humans,
so that many fewer nonsynonymous mutations remain
polymorphic, and their persistence time relative to
neutrality is larger. Consistent with this difference in
Ne, the ratio pA/pS for humans is�40% (Cargill et al.
1999), compared with a value of �10% for the D.
miranda autosome and 3% for the D. pseudoobscura
autosome.

The effect of nonneutrality of synonymous mutations
on estimates of the intensity of purifying selection on
nonsynonymous mutations: A bias is created by selection
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on the synonymous sites that are assumed to be neu-
tral, reflecting selection on codon usage (Hershberg

and Petrov 2008). Approximately 65% of synonymous
polymorphisms in our data set involve changes from
preferred to unpreferred codons; if we assume that the
remainder is neutral, then the predicted equilibrium
p-values for synonymous mutations can be approxi-
mated by regarding 35% of the synonymous diversity
as coming from neutral mutations and 65% from
preferred vs. unpreferred codons. We have estimated
g ¼ 4Nes for the latter for our reduced D. miranda and
D. pseudoobscura data sets (P. R. Haddrill, K. Zeng and
B. Charlesworth, unpublished results), using the
method of Zeng and Charlesworth (2009), which
also fits a model of population growth and estimates
the mutational bias, k, in favor of unpreferred codons
vs. preferred codons. The estimate of k was between 2
and 3; D. miranda showed no evidence for population
expansion for autosomal loci and only relatively weak
evidence for X-linked loci, whereas D. pseudoobscura
gave a very strong signal of a recent expansion for both
the autosome and the X chromosome, consistent with
its larger negative Tajima’s D estimates (Table 1). g for
selection on codon usage was poorly estimated for D.
miranda, but had a value of 1.9 for D. pseudoobscura for
both the X and the autosome, yielding a net value for
all synonymous mutations of �1.5.

If we assume that the D. miranda value of g is about
one-third of the value for D. pseudoobscura, in line with
the observed difference in their level of synonymous
diversities, and substitute these parameter estimates into
Equation 15 of McVean and Charlesworth (1999) for
the equilibrium diversity at sites under selection, the
ratios of expected synonymous diversities to the neutral
values for D. miranda and D. pseudoobscura are 1.058 and
1.089, respectively, assuming that k ¼ 2, which is the
value commonly found for Drosophila (Zeng and
Charlesworth 2009); this reflects the effect of muta-
tional bias in causing weakly selected variants to have
slightly higher levels of diversity than neutral ones
(McVean and Charlesworth 1999). These differ-
ences imply that the ratio of effective population size
for D. miranda relative to D. pseudoobscura is likely to be
underestimated by a factor of 1.058/1.089 ¼ 0.971,
leading to a very slight overestimation of the strength of
purifying selection from the LCBN method.

In the presence of selection on synonymous sites, the
EWK method will overestimate the change in popula-
tion size and underestimate the strength of purifying
selection on nonsynonymous mutations, because of the
similar effects of population expansion and selection on
variant frequencies. It is, indeed, hard to believe that
D. miranda has undergone a population expansion,
given its rarity in nature, low silent diversity, and
evidence for a relaxation of selection on codon usage
(Bartolomé and Charlesworth 2006; Bachtrog

2007), so that it is more plausible that the evidence for

expansion in D. miranda comes mainly from selection on
synonymous sites.

Positive selection on nonsynonymous mutations: In
line with other studies of polymorphism and divergence
in several Drosophila species (Fay et al. 2002; Smith and
Eyre-Walker 2002; Bierne and Eyre-Walker 2004;
Pröschel et al. 2006; Welch 2006; Shapiro et al. 2007;
Bachtrog 2008; Baines et al. 2008; Eyre-Walker and
Keightley 2009), all three methods that we used show
a substantial fraction of amino acid differences be-
tween D. pseudoobscura and D. affinis (Tables 3–5) have
been fixed by positive selection. The evidence from
D. miranda is more equivocal, with only the LCBN
method showing significant evidence for nonzero
a-values; it is likely that this difference may in part
reflect the noise introduced by the low polymorphism
levels in D. miranda. The results of Bachtrog (2008) for
�90 X-linked loci in D. miranda gave evidence for values
of a that are reasonably close to our D. pseudoobscura
values and the X-linked D. miranda estimates from the
LCBN method, but with wide confidence intervals.
Given that we are using D. affinis as the outgroup, there
is no reason to suspect a real difference between the
results for D. miranda and D. pseudoobscura, since most of
the evolution takes place along the branch between
their common ancestor and D. affinis.

There are two main potential sources of bias in these
estimates, which may lead to an overestimation of a. The
first, which has been previously discussed in the litera-
ture (Akashi 1996; Eyre-Walker 2002), is the effect of
population expansion; a rapid expansion in population
size will have little effect on divergence due to the
fixation by drift of weakly selected mutations, but may
well cause a greater increase in the numbers of seg-
regating neutral mutations compared with deleterious
mutations. The results in Table 4 include corrections for
the effect of population expansion, as discussed by
Eyre-Walker and Keightley (2009). Less rigorous
corrections, using different assumed values of ancestral
Ne in the LCBN method, are given in Table 3.

The second, which has been much less widely
discussed except in the context of the McDonald–
Kreitman (MK) test (McDonald and Kreitman

1991), is the effect of weak selection on synonymous
mutations, which are usually assumed to be neutral. As
pointed out by Akashi (1995), this may bias McDonald–
Kreitman tests in favor of the spurious detection of
positive selection, since the ratio of synonymous di-
vergence to synonymous diversity is reduced by selec-
tion on synonymous variants. It is reasonable, however,
to assume that purifying selection is much stronger on
most amino acid variants than on synonymous variants,
consistent with the evidence discussed in the previous
section. If anything, therefore, the operation of purify-
ing selection on both classes of site will cause a-estimates
to be downwardly biased. For the MK-based results in
Table 5, we removed singletons from both the non-
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synonymous and the synonymous sites, which has been
widely used as a way of minimizing the effects of
purifying selection (Fay et al. 2002; Charlesworth

and Eyre-Walker 2008). This has been shown to be
only partially effective when synonymous variants are
neutral (Charlesworth and Eyre-Walker 2008), but
its effectiveness when both classes of site are selected
(but at different intensities) has not been investigated.
It is also worth mentioning that, as pointed out by Eyre-
Walker (2002), the effect of selection on synonymous
sites may work against the biases caused by population
expansion, since variability at synonymous sites changes
less in response to a change in population size than
variability at neutral sites, although more than variability
at more strongly selected sites.

One way to deal with the potential bias in estimates of
a caused by weak selection on synonymous sites is to
remove the major effect of selection against unpre-
ferred codons (Haddrill et al. 2008). This can be
achieved by using only a subset of synonymous changes
that, under a model of selection for codon usage bias,
are predicted to be neutral, i.e., changes from preferred
to preferred or unpreferred to unpreferred codons
(Bulmer 1991; Akashi 1995). Table 5 shows the
estimates of a calculated using only this subset of
synonymous changes as the neutral reference class.
The estimates agree reasonably well with, and are not
significantly different from, the results using all synon-
ymous changes. In D. pseudoobscura, estimates of a are
slightly higher than estimates using all synonymous
changes, whereas in D. miranda they are slightly lower
and have substantially wider confidence intervals. This is
perhaps not surprising given that use of this subset of
synonymous changes results in the removal of .80% of
synonymous polymorphisms, reducing the amount of
data considerably, especially in D. miranda. In general,
however, the agreement between the two sets of a-esti-
mates suggests that weak selection on synonymous sites
is not introducing significant bias into our estimates of
the fraction of adaptive substitutions.

The problem of bias from this source is potentially
more serious for the other two methods. Both use the
same procedure of estimating the rate of substitution
for nonsynonymous sites by using the rate for synony-
mous sites, multiplied by a factor that represents the
predicted rate of substitution of nonsynonymous muta-
tions, estimated from the analyses of purifying selection
on the assumption that synonymous sites are neutral.
Clearly, if synonymous sites are subject to purifying
selection, the estimate of a will be biased upward. An
expression to correct for this effect is derived in the
appendix (Equation A3).

Using the parameters that we estimated for the
selection intensity on synonymous mutations in D.
pseudoobscura (see previous section), we find that l1 in
Equation A2 is �0.960. From Equation A3, this means
that the point estimates of a are slightly reduced below

the values in Table 3; e.g., the estimate of 92% for the
autosome in D. pseudoobscura from the LCBN method
(assuming a gamma distribution) with an ancestral Ne of
1 million becomes 91%, and the corresponding esti-
mate of 67% for the X chromosome becomes 66%. Any
lower confidence interval that is ,4% means that a is
not significantly different from zero. Fortunately, the
ostensibly significant estimates in Table 3 remain
significant after this correction.

There is an additional problem with the EWK method;
the model on which it is based assumes that all non-
synonymous mutations other than those that fall into the
positively selected class are deleterious, so that all the
mutations that get fixed by drift are deleterious. But in
reality there is a two-way flux because of reverse muta-
tions at nonsynonymous sites (Gillespie 1984); this is
included in the LCBN method (Loewe et al. 2006). In
general, the flux under the reversible mutation process
will be larger than for the one-way mutation process,
because of the additional contribution from slightly
advantageous and neutral reverse mutations. An approx-
imate method for correcting for the effect of ignoring the
contribution of reverse mutations to estimates of a from
the EWK method, together with the effect of selection on
synonymous sites, is also described in the appendix

(Equations A4–A7). With the autosomal data for D.
pseudoobscura, this method gives a corrected point esti-
mate of a of 0.87, with lower and upper 95% confidence
bounds of 0.57 and 0.98. For the D. pseudoobscura X
chromosome, the point estimate of a becomes 0.63, with
lower and upper 95% confidence bounds of 0.34 and
0.92. The main effect of the correction is thus to reduce
the values of the point estimates of a, but without greatly
altering the conclusions.

Biases from gene selection: One other potential
difficulty with our results needs discussion. As men-
tioned in materials and methods, our genes were
isolated using primers designed from coding sequen-
ces conserved between D. pseudoobscura and D. mela-
nogaster, as done previously by Bartolomé and
Charlesworth (2006) and Vicoso et al. (2008). This
raises the question of whether our sequences might be
biased in favor of genes with unusually high levels of
selective constraint on their protein sequences. Our
mean pA-value of�0.6 3 10�4 is much smaller than the
value for D. melanogaster of �2 3 10�3 (Shapiro et al.
2007), and the KA/KS values in Table 1 are �6%,
somewhat lower than the value of �8% estimated for
genes in high recombination regions in the mela-
nogaster subgroup (Larracuente et al. 2008). Vicoso

et al. (2008) found X-linked and autosomal mean KA/
KS values of 14 and 8%, respectively, for divergence
between D. pseudoobscura and D. affinis, despite using
the same method as ours for most of their nonautoso-
mal genes, other than not selecting coding sequences
that were �1 kb long as we did; their X-linked value is
highly significantly different from ours. However, the
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estimate of mean pA for the D. miranda X-linked gene
data set of Bachtrog (2008), which did not require
conservation of primer sequences with D. melanogaster,
is 4.4 3 10�4, close to our estimate of 3.4 3 10�4, with an
identical value for the mean of pS. Her mean KA for D.
miranda vs. D. pseudoobscura for these loci was 0.57%,
and our X-linked loci yielded a value of 0.33%. In
contrast, a comparison of 182 coding sequences from
D. miranda BACs with the corresponding D. pseudoobs-
cura sequences gave an overall KA value of �0.8%
(Marion De Procé et al. 2009).

This suggests that primer design criteria that select
for long coding sequences that amplify in two or more
species may generate polymorphism and divergence
data sets that are biased in favor of more constrained
sequences, consistent with the direction of differences
between these three data sets. Purifying selection is
more effective at reducing divergence than polymor-
phism, so that this will have more of an effect on
divergence statistics than the polymorphism statistics.
Until more extensive polymorphism data sets based on
whole genome resequencing become available, we
cannot easily quantify the extent of the bias in estimates
of intensity of selection against amino acid mutations
that is caused by this problem.

A partial solution to this is to take a subset of our
genes with the highest KA/KS values, chosen such that
its mean KA/KS is close to the typical mean value
mentioned above. We found that choice of the subset
of two-thirds of our genes gave reasonable mean KA/KS

values, with values of 0.086 and 0.074 for X-linked and
autosomal loci, respectively. Comparison of Tajima’s D
values for the subsets of genes with low and high mean
KA/KS values (Table S1) suggests that this approach
does indeed exclude the subset of genes that are under
strongest selective constraints, since in all except one
case these exhibit more negative Tajima’s D values at
both nonsynonymous and synonymous sites. For the
LCBN method applied to the autosomal loci, most of
the genes that were removed had also been removed
because of anomalously low diversity values in D.
pseudoobscura, so we did not analyze the modified data
set by this method. Use of the simplified version of this
method gave results that were very similar to those for
the unselected data set, with only a small increase in
the estimate of the proportion of amino acid mutations
that are neutral, a small reduction in the estimate of
Nesh, and a negligible effect on the estimate of a (Table
S2). For the EWK method, the main effect is to increase
the estimate of the frequency of effectively neutral
mutations (cne), giving point estimates and upper 95%
confidence limits that are somewhat larger than those
in Table 4; the largest effect is to increase the point
estimate for D. pseudoobscura from 0.5 to 1.5% (Table
S3). The estimates of a are not substantially affected, as
is also the case for estimates from the Fay, Wyckoff, and
Wu method (Table S4).
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APPENDIX

Both the LCBN and EWK methods use the principle
that the proportion of nonsynonymous fixed differ-
ences that have been fixed by positive selection (a) can
be estimated by subtracting the proportion that have
been fixed by genetic drift acting on weakly selected
mutations from the observed value of KA/KS. The LCBN
method assumes that nonsynonymous sites, other than
those where positive selection is occurring, are subject
to a flux of reversible mutations between the favored
amino acid at each site and its deleterious alternatives.
We write KN for the rate of neutral substitutions, KA for
the total rate of nonsynonymous substitutions, and
l0KN for the rate of substitution of nonsynonymous
mutations due to the flux of reversible mutations,
where l0 represents the factor by which selection
reduces the rate of substitution of these mutations
relative to the neutral value and is computed as
described by Loewe et al. (2006). The true value of a

is then given by

a ¼ 1� l0KN

KA
: ðA1Þ

In the results described in the text, we equated KN to
KS, the synonymous substitution rate. If there is weak
selection acting on synonymous sites, then KS is related
to KN by an expression of the form KS ¼ l1KN, where l1

for an equilibrium population can be determined from
the strength of selection on codon usage and the effective
population size Ne (McVean and Charlesworth 1999).
The value of a estimated from the data is thus

â ¼ 1� l0l1KN

KA
: ðA2Þ

Substituting this into Equation A1, and rearranging,
gives the corrected estimate of a as

ã ¼ ðâ 1 l1 � 1Þ=l1 : ðA3Þ

To apply this equation, it is necessary to have an estimate
of l1. An approximate formula is given by

l1 �
ð1 1 kÞ

f1 1 k expð�gÞgfexpðgÞ � 1g ; ðA4Þ

where g is the product of 4Ne and the selection coefficient
in favor of preferred codons, and k is the mutational bias

in favor of unpreferred codons, i.e., the ratio of mutation
rates away from and to preferred codons.

This expression is obtained from Equation 6.11 of
Charlesworth and Charlesworth (2010, p. 275),
divided by the substitution rate for neutral mutations
with the same mutational bias, 2uk/(1 1 k), where u
is the mutation rate from unpreferred to preferred
codons. As discussed in the text, polymorphism data can
be used to estimate g and k for synonymous sites and
hence obtain an estimate of l1.

A further correction is needed for the EWK method,
which assumes that amino acid mutations are always
from favored to deleterious variants. In this case, for a
given selection coefficient the predicted value of KA/KN

is given by gA/{exp(gA) � 1}, where gA is the scaled
selection coefficient against a deleterious amino acid
mutation (Kimura 1983, p. 42). The net expected value
of KA/KN, l2, is obtained by integrating this expression
over the gamma distribution, using the values of a and b
in Equation 2 that are estimated from the polymor-
phism data (Eyre-Walker and Keightley 2009). Thus,
a is estimated as

a* ¼ 1� l2KS

KA
¼ 1� l1l2KN

KA
; ðA5Þ

i.e., the value of l2 corresponding to the data is
equivalent to ð1� a*ÞðKA=KSÞ.

Given the estimated shape and location parameters of
the gamma distribution that correspond to the estimate
of l2, we can integrate a modification of Equation A4 for
amino acid mutations subject to a flux between favored
and deleterious states over the gamma distribution and
obtain the corresponding estimate of the rate of sub-
stitution l3, which should more nearly represent the
true situation. This can be done as follows.

As discussed by Loewe et al. (2006, p. 1082), a non-
synonymous site fixed for a favored amino acid mutation
can mutate to up to three alternative nucleotides coding
for a deleterious mutation. Any one of these can mutate
to three alternatives, one of which corresponds to the
favored amino acid, so that a reverse mutation to the fa-
vored state has a probability that is a fraction z of the
mutation rate per nucleotide site, u. It has a probability
(1 � z)u of mutating to another deleterious state, which
we assume to be selectively equivalent to itself. 1/z is thus
equivalent to the mutational bias parameter, k, used
above. In general, we expect z to take a value between 1
and 1

3 , depending on the coding site in question and the
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extent of mutational biases (Loewe et al. 2006). This
creates a dual process, in which a fraction (1 � z) of
reverse mutations are neutral. If this is included in a
forward and reverse model of substitutions between
deleterious and favorable mutations, the equilibrium
proportion of fixed sites that carry favored as opposed to
deleterious variants, for a given scaled selection coeffi-
cient g, is given approximately by the Li–Bulmer relation,
x ¼ z/{z 1 exp (�g)} (Bulmer 1991). If the fixation
probabilities for a given value of g are Q0 and Q1 for
deleterious and favorable nonsynonymous mutations,
respectively, the net rate of substitution at sites with this
selection coefficient relative to the neutral value is given
by xQ0 1 (1 � x)zQ1 1 (1 � z). Using the standard
formulas for these fixation probabilities for semidomi-
nant mutations (Kimura 1962; Bulmer 1991), and
integrating over the probability density of g, f(g), whose
parameters were estimated from the data, we obtain the
following expression for the equilibrium substitution
rate:

l3�
ð‘

0

2gz 1 ð1� zÞ 1� expð�gÞ
� �� �

fðgÞdg

fz 1 expð�gÞgfexpðgÞ � 1g : ðA6Þ

We can then obtain a corrected estimate of a, taking
into account both selection on synonymous mutations
and the flux of reversible amino acid mutations, as

ã ¼ 1� l3KS

l1KA
: ðA7Þ

Low values of the shape parameter, a, of the gamma
distribution imply a wide distribution of selection
coefficients and a high rate of substitution of slightly
deleterious mutations, giving low a*-values in Equation
A5, while the reverse relations hold for high values of a.
We can thus obtain an approximate joint confidence
interval for a, a, and l2 by using the upper and lower
95% values of a* to determine the values of l2

corresponding to the lower and upper 95% values of
a. The corresponding values of the mean of the gamma
distribution are then used in Equation A6 to obtain the
confidence intervals for l2 and hence for the corrected
estimates of a (using Equation A7). Numerical inves-
tigations show that the results are not very sensitive to
the value of z, with differences in at most the second
significant number (data not shown); the values given
in the text are for z ¼ 0.5.
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FIGURE S1. –  

Population subdivision between D. miranda lines measured by (A) snn and (B) KST*. The left hand side of each 

panel shows the results when the BC and OR lines are grouped together and compared to the CA lines, the right 

hand side shows the results when all three groups are considered separately (see main text for details). FIGURE S1.—Population subdivision between D. miranda lines measured by (A) snn and (B) KST*. The left hand side of each 

panel shows the results when the BC and OR lines are grouped together and compared to the CA lines, the right hand side shows 

the results when all three groups are considered separately (see main text for details). 
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TABLE S1 

Tajima’s D values for subsets of the data divided by KA/KS values. 

 D. miranda D. pseudoobscura 

 X chromosome Autosome X chromosome Autosome 

Nonsynonymous sites     

High KA/KS -0.361 (0.374) -0.687 (0.198) -0.684 (0.172) -0.728 (0.201) 

Low KA/KS -1.272 (0.113) -0.168 (0.635) -1.137 (0.025) -1.266 (0.069) 

Synonymous sites     

High KA/KS -0.663 (0.243) -0.415 (0.211) -0.683 (0.169) -0.739 (0.143) 

Low KA/KS -0.786 (0.260) -0.743 (0.212) -0.847 (0.177) -0.961 (0.141) 

Means with standard errors in parentheses. 
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TABLE S2 

Estimates of the distribution of fitness effects and the fraction of adaptive substitutions using the simplified LCBN method 

on the dataset restricted to the two-thirds of loci with the highest KA/KS values 

Dataset Neutrality index (mir) cne Nesh  

Full dataset     

X chromosome 1.62 

(0.57/1.81) 

0.022 

(0.005/0.046) 

9.93 

(4.78/infinity) 

0.66 

(0.31/0.92) 

Autosomes 2.51 

(1.29/3.40) 

-0.003 

(-0.018/0.011) 

4.38 

(2.80/8.36) 

1.07 

(0.78/1.34) 

Restricted by KA/KS     

X chromosome 0.91 

(0.42/1.63) 

0.029 

(0.005/0.046) 

8.81 

(3.63/infinity) 

0.67 

(0.32/0.97) 

Autosomes 1.37 

(1.18/3.40) 

-0.023 

(-0.025/0.020) 

3.25 

(2.06/6.56) 

1.07 

(0.70/1.32) 

95% confidence intervals in parentheses (generated by bootstrapping across genes 1000 times). 

Calculations were carried out as described by LOEWE et al. (2006). 
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TABLE S3 

Estimates of the distribution of fitness effects and the fraction of adaptive substitutions using the Eyre-Walker and 

Keightley method on the dataset restricted to the two-thirds of loci with the highest KA/KS values 

Proportion of mutations in different Nes categories:  N2/N1
 Shape 

parameter (b) 

Location 

parameter 

(mean/b) 0 – 0.5 0.5 – 5 5 – 50 50 – Inf 

 (fraction 

adaptive) 

X         

mir 8.79 

(0.1/10) 

0.090 

(0.033/99.999) 

-1.1 x 109 0.102 

(0.000/0.459) 

0.023 

(0.000/0.389) 

0.029 

(0.022/1.000) 

0.847 

(0.000/0.891) 

0.122 

(-3.014/1.000) 

pse 10 

(3.07/10) 

0.221 

(0.100/1.034) 

-5997.851 0.036 

(0.003/0.071) 

0.024 

(0.010/0.067) 

0.040 

(0.014/0.316) 

0.901 

(0.621/0.946) 

0.697 

(0.358/0.972) 

A         

mir 2.79 0.229 -74.315 0.122 0.085 0.143 0.650 -0.361 
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(0.1/10) (0.060/99.999) (0.000/0.213) (0.016/0.790) (0.021/0.958) (0.000/0.885) (-1.938/1.000) 

pse 10 

(3.07/10) 

0.407 

(0.105/0.992) 

-111.884 0.016 

(0.002/0.074) 

0.024 

(0.010/0.047) 

0.062 

(0.015/0.188) 

0.899 

(0.762/0.946) 

0.833 

(0.10/0.981) 

95% confidence intervals in parentheses. 

mir / pse refer to data for D. miranda and D. pseudoobscura, respectively. 

N2/N1 = estimated demographic model (relative difference between current and ancestral population size) 
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TABLE S4 

Estimates of the fraction of adaptive substitutions using the Fay, Wycoff and Wu method on the dataset restricted to the 

two-thirds of loci with the highest KA/KS values 

D. miranda D. pseudoobscura 

X chromosome Autosome X chromosome Autosome 

-0.180 

(-1.434 / 0.550) 

-1.112 

(-2.906 / -0.042) 

0.398 

(0.050 / 0.669) 

0.534 

(0.193 / 0.796) 

90% confidence intervals in parentheses. 
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