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Models of learning-dependent sensory cortex plasticity require
local activity and reinforcement. An alternative proposes that
neural activity involved in anticipation of a sensory stimulus, or
the preparatory set, can direct plasticity so that changes could
occur in regions of sensory cortex lacking activity. To test the
necessity of target-induced activity for initial sensory learning, we
trained rats to detect a low-frequency sound. After learning, Arc
expression and physiologically measured neuroplasticity were
strong in a high-frequency auditory cortex region with very weak
target-induced activity in control animals. After 14 sessions, Arc
and neuroplasticity were aligned with target-induced activity. The
temporal and topographic correspondence between Arc and neu-
roplasticity suggests Arc may be intrinsic to the neuroplasticity
underlying perceptual learning. Furthermore, not all neuroplastic-
ity could be explained by activity-dependent models but can be
explained if the neural activity involved in the preparatory set
directs plasticity.
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The brain’s ability to modify its own structure and function is
currently used in diverse therapies involving remediation of

language-learning impairment, reversing age-related cognitive
decline, stroke rehabilitation, and others. These powers of neu-
roplasticity stem from the mammalian brain’s ability to reorganize
in response to experience (1–4). In sensory cortex, plasticity in-
duced by sensory tasks optimizes the brain’s capacity for future
performance through amplifying activity that is most informative
about reinforcement (4–6). Dominant models of this plasticity are
activity-dependent (2, 7, 8), and associated learning is presumed
to be a function of endogenous processes reliant on gene activation,
because long-term plasticity and long-termmemory require protein
synthesis (9) following expression of immediate-early genes such as
Arc (10, 11). Although models of sensory cortex plasticity are de-
pendent on activity, these models fail to account for plasticity and
behavioral phenomena observed shortly after learning.
A prediction of activity-dependent models is that the strongest

andmost selective population responses to a target stimulus should
grow the most. However, in contrast to this prediction, cortical
patterns of activity early after learning enter a weakly selective and
highly responsive state that is subsequently refined into a highly
selective and less responsive state (3). The same phenomenon is
reflected behaviorally. If auditory stimuli are paired with nucleus
basalis stimulation, acoustically induced changes in respiratory rate
can initially be induced by a wide range of sound frequencies, and
these induced respiratory changes becomemore frequency-specific
with time (12). These findings suggest that cortical regions repre-
senting sensory stimuli other than the learned sensory stimulusmay
be recruited inbrain plasticity shortly after learning.This conclusion
contrasts with activity-dependent models. Although memory con-
solidation requires expressionof immediate early genes likeArc (10,
13–15), it is unknown if Arc is required for plasticity in cortical
regions that lack stimulus-induced activity. Although Arc expres-
sion has been observedwith high levels of neuronal activity (16–21),
such activity is not always sufficient (22–24). Direct tests linking

Arc expression to neural activity require control over neural activ-
ity in a topographically specific manner, or a simultaneous assess-
ment of action potential activity andArc expression on a neuron-by-
neuron basis.
In the present study, we test the hypothesis that sensory-evoked

action potential responses are necessary for sensory remapping
and Arc expression. We use the topography in rat auditory cortex
to define regions in which a given sensory stimulus either produces
robust activity or minimally affects action potential rates. Our
results suggest a mechanism for plasticity in sensory cortex that is
not simply activity-driven but may still be linked to Arc expression.

Results
Tone Detection Learning Quickly Reorganizes Activity in Primary
Auditory Cortex. To induce cortical plasticity in a behaviorally
relevant manner, rats were trained to hold a nose poke for at
least 800 ms to earn a food pellet reward. Subsequently, animals
were trained in an auditory detection task that used the same
operant nose poke. The detection task required the rat to break its
nose poke after the target sound and within reaction time limits to
earn the food reward (Fig. 1A). The auditory target was a 50-dB,
5-kHz tone, and animal performance metrics were measured in
terms of d′, a signal detection measure that increases with tone
detectability as inferred from the rat’s behavioral performance.
Substantial improvements in target detection occurred through
the fourth behavioral session (Fig. 1B).
Animals were studied either 23 h after their first session of tone

detection (1-day) or 23 h following 2 wk of continual training
(14-d). All animals in the 1-day group reached learning criteria
during that first session. These criteria required the rat to detect
the tone in 15 trials in which the tone was presented 400 ms after
the nose poke initiation and, concurrently, to have fewer than five
false-positive results. Trials with the delays of 400 and 800 ms
between the nose poke and tone were interleaved. The d′ was cal-
culated a posteriori in all animals.
Before microelectrode mapping of primary auditory cortex

(A1), optical intrinsic signal imaging was conducted to divide A1
into a low-frequency (LF) region and a high-frequency (HF)
region (Fig. S1A). Microelectrode penetrations were centered in
the A1 portions of the LF and HF regions (Fig. S1B). At each
location, action potential responses to a large battery of tones
within the rat audiogram were recorded (Fig. S1C). Data col-
lected from these recording were used to construct frequency-
intensity plots for each individual penetration (Fig. S1D).
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Frequency-intensity plots were pooled within groups. The
control group plot (Fig. 2A) shows unrefined A1 tuning with ac-
tivity broadly distributed across frequencies of high intensity.
One day of training resulted in an increase in action potential
rate of 32.39% averaged across all frequencies and intensities
(Fig. 2B). Changes in the frequencies and intensities close to the
target [i.e., those less than 8 kHz and less than 70-dB sound
pressure level (SPL)], were significantly weaker (t test, P < 0.01)
and less than half the average of those observed at other fre-
quencies and intensities in the plot.
Responses to tonal sounds were significantly enhanced in the

target section of the frequency-intensity plot in 14-d animals
relative to the nontarget section (t test, P < 0.001), although
increases were still observed in the nontarget section (Fig. 2C).
These findings indicate that cortical modifications made in re-
sponse to operant training of auditory detection tasks have at
least two distinctive components. Immediately following learn-
ing, response changes are strongest at frequencies and intensities
other than those close to the target stimulus. In contrast, more
extensive rehearsal shifts the responses toward stimuli close in
frequency and intensity to those of the target.

Ascending Auditory Input Does Not Predict Plasticity in A1 Regions.
Plasticity in representation of the target tone in the two learning
groups was further explored in the topographically different
regions defined by intrinsic signal. Activity in the strongest 30 ms
of the response vs. frequency was plotted for controls in the LF

region (Fig. S2A) and HF region (Fig. S2B) for stimuli within
one-half octave of the target. These stimuli were all at the in-
tensity of the target sound in the task. Representation of the
target tone differed substantially between these two regions. In
the 1-day group, responses to the target decreased in the LF
region (rank sum test, P < 0.002; Fig. 3A). In contrast, responses
to stimuli close in frequency to the target increased in the HF
region (P= 0.002), along with responses to other tones (Fig. 3B).
Continued performance of the task between the 1st and 14th
days resulted in further significant increases in responses to
sounds similar to the target in both regions (LF region, P <
0.001; HF region, P = 0.046). The difference between the two
regions appears to be mainly based on the response suppression
observed in the LF region in the 1-d group, a region that was
defined by its a priori strong response to the target.
Regional responses to the target were examined by plotting

neuronal action potential rate against time in response to stimuli
within one-sixth octave of the target stimulus and at the target
intensity. In the LF region of control animals (Fig. 4A), a robust
and significant response was observed (t test, P < 0.001). The HF
region, however, lacked any change in activity (t test, P = 0.933).
Following training, the LF region of 1-d animals trended toward
a reduction in the total level of activity (Fig. 4B) but did not
reach statistical significance (P = 0.08). There was, however,
a significant increase in the duration of elevated tone-evoked
activity by 9 ms in 1-d animals (Kolmogorov–Smirnov test, P <
0.05). The HF region of 1-d animals greatly increased its re-
sponse to the target (t test, P < 0.001).
In the LF region of 14-d animals (Fig. 4C), activity in response

to the target was increased relative to that in 1-d animals (P <
0.001) and the duration of tone-evoked activity remained ele-
vated. The HF region of 14-day animals also showed an addi-
tional increase in activity (P < 0.001), although this effect was
apparently attributable to a further increase in the duration of
activity, because the peak levels increased only slightly. In ad-
dition to activity induced by auditory stimuli, average back-
ground rates were measured before the target stimulus and were
found to increase relative to control (t test, P < 0.001) in the
1-day and 14-day groups for the LF region as well as in the 14-
day group HF region (LF region: control = 1.86 action poten-
tials per second, 1-day = 2.88, 14-day = 4.23; HF region: con-
trol = 3.48, 1-day = 3.99, 14-day = 4.76).
To examine the spatial reorganization of A1 responses to

target stimuli, Voronoi tessellation maps of the target responses
for each A1 reconstruction were computed. A representative
map for a control animal is shown with the HF region and LF
region divided (Fig. S3A). As expected, virtually all activity in
response to target was restricted to the LF region. A normalized
population frequency histogram for target rates from all pene-
trations made in control animals was also generated to show the
distribution of firing rates for each region (Fig. S3D). As dem-

Fig. 1. Instrumental training for tone detection task. (A) Operant chamber
used for training rats in tone detection task. Devices include a nose poke,
food pellet dispenser, and speaker. The chronological sequence of the in-
strumental detection task for a 5-kHz 50-dB tone is shown. (B) For rats in the
14-d group, d′ results vs. number of training days. Thin lines plot results from
individual animals, whereas the thick line shows the group average. ANOVA
shows a significant effect of training day on d′ (P < 0.005), and post hoc
testing finds that days 1 and 2 are significantly lower than all days, with d′
greater than or equal to that on day 4.

Fig. 2. Early plasticity in A1 is not organized around the learned tone. (A) Population frequency-intensity plot for the control group is shown. Each pixel color
codes the average A1 response to a tone of the corresponding frequency and intensity. (B) Percent change in A1 activity after 1 d of tone detection as
compared with controls. Changes are significantly stronger at frequency intensities away from the target. (C) Percent change in A1 activity in the 14-day
group compared with the 1-d group. Changes are significantly stronger close to the target. Pixels at the ends of the scale may exceed scale limits.
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onstrated in the representative map, the organization of target
responses was changed in 1-day animals (Fig. S3B) because
responses to the target were no longer restricted to the LF re-
gion. Spatial organization of responses at this time was widely
distributed over the area of each region and appeared to lack
clustering. The population frequency histogram also showed
a clear shift in firing rates within the HF region (Fig. S3E), and
23% of the penetrations had responses stronger than the stron-
gest HF region target responses in controls. In the 14-day ani-
mals, clustering of the target response was observed, with
organization in the HF region being spatially localized along the
HF/LF region border in these animals (Fig. S3C). Shifts for both
regions were also observed in the 14-day population frequency
histogram (Fig. S3F).

Arc Expression Cannot Be Predicted by Ascending Auditory Input to
A1 Regions. Baseline levels of Arc expression, specifically the per-
centage of neuronal nuclei with Arc foci, were low within both the
LF and HF regions (LF = 1.14 ± 0.66%, HF= 1.35 ± 1.35%; Fig.
S4A). Arc expression was significantly elevated in both regions in
animals that had just learned the tone detection task (just learned
group,Materials and Methods) compared with caged controls (P <
0.002 for both) (Fig. 5 A and C). Additionally, Arc expression was
higher in the HF region compared with the LF region (P=0.001).
This pattern was reversed in the 14-day group, in which Arc ex-
pression was elevated above baseline only for the LF region (P <
0.05 for control vs. LF region comparison) (Fig. 5 B and C).
Although the increases in Arc expression in A1 of animals that

had just learned the task were robust, such changes did not gen-
eralize to the entire cortex, because the percentage of Arc-
expressing neurons remained low in the perirhinal cortex, which is

located just ventral of the auditory-responsive fields (0.92 ±
0.13%) (25, 26).

Discussion
The present study directly tests whether strong action potential
activity in A1 is necessary for physiological plasticity and Arc
expression. A region with weak responses to the target stimulus
showed strong response enhancement and Arc expression im-
mediately after learning, whereas a region with strong target
responses showed response suppression and weaker Arc ex-
pression. Further task practice led to response enhancement in
both regions, with preferential Arc expression in the region with
initial strong target responses. This dissociation between the
topography of early and later learning-related physiological
changes and Arc expression extends the understanding of the
phenomenology and mechanisms supporting adult behaviorally
induced sensory cortex plasticity.
A central argument in this study is that the HF region lacked

strong action potential responses to the target stimulus in control
animals. The lack of action potential rate changes does not
preclude the occurrence of subthreshold activity (27–29) or the
occurrence of such a response in unanesthetized animals. How-
ever, comparisons of awake and anesthetized responses in other
species support the idea that in awake control animals, responses
to the target sound in the HF region would be substantially
weaker than in the LF region (30, 31). For these reasons, the
action potential activity in response to the target stimulus should
be close to an order of magnitude stronger in the LF region than
in the HF region during the learning trials. Accordingly, the
high-activity (i.e., LF) region initially has weaker Arc expression
and physiological plasticity than the low-activity (i.e., HF) region.
To evaluate the possible mechanisms that could result in in-

creased responsiveness of the HF region neurons caused by the
first learning session, we ask “What do the HF region neurons
experience in their inputs during learning?” The target stimulus
causes subthreshold activity mediated by cortical horizontal con-
nections inA1 (27–29). Neuromodulators should be released 100–
300 ms after the target stimulus, because the neuromodulator
nuclei are active after stimuli associated with reinforcement (32–
34). The preparatory set, or the neural activity caused by antici-
pation and expectation of the stimulus, is carried by frontal and
other associational cortices and has been studied in working
memory and attentional contexts (35). The preparatory set activ-
ity, presumably projected from nearby associational cortices in the
temporal lobe, has been shown to bias primary sensory cortex
responses modestly (36, 37). We consider the possible con-
tributions from combinations of these three inputs.
Pairing neuromodulators with sensory stimuli can cause plas-

ticity (38–40). However, neuromodulatory activity does not have
specificity for auditory cortex, and Arc expression was specific to
auditory fields. Another cue, either the subthreshold activity or
preparatory set,must direct the plasticity and result in theobserved

Fig. 4. Temporal responses to the target stimulus at different learning time points. (A) Impulse rate vs. time relation for recordings in the LF region (solid
line) and HF region (dashed line) of control animals in response to the target stimulus. (B) Temporal responses to target stimulus in 1-day animals. (C)
Temporal responses to target stimulus in 14-day animals. Peak peri-stimulus time histogram values were as follows: control LF, 39.09 ± 3.04; HF, 6.07 ± 2.17; 1-
day LF, 18.98 ± 7.61; 1-day HF, 16.37 ± 5.93; 14-day LF, 49.43 ± 27.76; HF 14-day, 17.96 ± 5.50.

Fig. 3. Ascending auditory input does not predict plasticity in A1 regions. (A)
Fractional increase in response strength from control group to 1-day group
(solid line) and from 1-day group to 14-day group (dashed line) in recordings
from the LF region. The solid vertical line indicates target frequency. There is
a fractional change at 5 kHz: control vs. 1-day, −0.27 ± 0.11; 1-day vs. 14-day,
0.71± 0.37. (B) Changemeasures in the HF region. There is a fractional change
at 13 kHz: control vs. 1-day, 1.01 ± 0.62; 1-day vs. 14-day, 0.25 ± 0.14.
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topographic specificity, which is field-selective but not frequency-
selective. The subthreshold neuronal activation may provide this
field-selective but not frequency-selective cue. All pathways and
associated responses from the target stimulus, however, should be
strongly target-specific (i.e., only responses to LFs should be en-
hanced in the HF region). However, the potentiation in the HF
region lacks target-frequency specificity, suggesting that target-
induced subthreshold activity plus neuromodulator release cannot
account for all observed plasticity. Additionally, subthreshold ac-
tivity should be even stronger in the LF region, which had less
plasticity. An alternative possibility is that signals relating to the
anticipation of the sensory stimulus, which may optimally work to
sample broadly to enhance a detection task, are generated in au-
ditory association cortices and project to theHF region neurons to
work in conjunction with the neuromodulators to direct the cor-
tical plasticity. We regard this scenario as the most likely set of
neural factors responsible for the neuroplasticity.
An associated question at the cellular level is what molecular

changes contribute to the long-lasting neuroplasticity across A1
and to perceptual learning. We hypothesized that changes
in cortical responsiveness would involve the expression of im-
mediate-early genes, notably Arc, because Arc expression is
necessary for stabilizing changes in neural responsiveness into
long-term plasticity and consolidating learning into long-term
memory (10, 13, 15). We observed that Arc expression is topo-
graphically aligned with the learning-induced physiological
changes observed both 1 and 14 days after learning, even as the
topography of these effects reverses. Because perceptual decisions
are believed to be based on discriminability of neurophysiological
responses in sensory cortex (41, 42), our findings show that Arc
expression fulfills some necessary requirements for contributing to
the neuroplasticity underlying perceptual learning.
Our work, en toto, creates an experimentally testable hypothesis

of how neuroplasticity in primary sensory cortex develops. During
initial task learning, neural activity associatedwith the preparatory
set biases circuits in primary sensory cortex. When combined with
neuromodulator release, and possibly subthreshold target-induced
activity, the neurons express immediate early genes, notably Arc.
The change in gene expression leads to a nonselective increase in
responsiveness within 24 h. Continued task practice drives activity-
and Arc-dependent selective changes in responsiveness that pro-
gressively define the target responses from background activity. In
contrast to activity-dependentmodels, this work supports a stronger
role for conscious cognitive processes involved in the preparatory
set in reshaping primary sensory cortex.

Materials and Methods
Operant Training. Male Sprague–Dawley rats, 55–58 postnatal d of age on
arrival, were pretrained to hold a nose poke for 800 ms and rewarded with
food pellets. Tone detection required animals to end the nose poke after
a 5-kHz, 50-dB, 25-ms target tone played either 400 or 800 ms after nose
poke onset. The learning criterion was a 75% hit rate in any 20 consecutive

releases in the early time window. The d′ was determined by the hit and
false-alarm rates.

Optical Intrinsic Signal Imaging. A1 was identified using optical intrinsic signal
imaging. Rats were anesthetized for intrinsic imaging and microelectrode
procedures using i.p. pentobarbital. Cranial bone was thinned over A1.
Images were collected as described previously (26). A 4-s sound stimulus was
used, and the speaker was positioned 12 in in front of the nose on the
interaural plane and 0° vertical. The first and third seconds of the stimulus
contained 1 s of repeating 5- or 13-kHz, 25-ms stimuli. These two seconds
were alternated with 1 s of randomized bracketing-frequency tones. The
border between the LF and HF regions occurred at roughly 58% of the
distance across their rostral/caudal borders.

Microelectrode Mapping. Regions of A1 were reconstructed with 2-MΩ
microelectrodes. Target sampling density was 20–25 penetrations per square
millimeter, and the location of each penetration was marked on an image of
the cortical surface. A hydraulic microdrive (FHC) was used to sample 500 μm
from the cortical surface. Cortical activity was recorded using a TDT audio/
physiology workstation. Tones were adjusted in frequency and intensity
until auditory responses were identified by audio/visual means on an oscil-
loscope. Depth was adjusted to optimize auditory responses. A battery of
randomized 25-ms tonal sounds with raised cosine ramps was then pre-
sented. The presentation rate was 10 Hz, and the battery was divided into
two blocks. Block 1 consisted of pure-frequency sounds ranging from 2 to 32
kHz using full-tone spacing at intensities 30- to 80-dB SPL in 10-dB steps,
with four repetitions. Block two ranged from 2.5 to 25 kHz with semitone
spacing and 12 repetitions each, and tone intensities were adjusted based on
the rat audiogram (43) with five 25-kHz sets at 50-dB SPL.

Construction of Frequency-Intensity Plots and Peri-Stimulus Time Histogram
(PSTH) Curves. Action potentials were defined as positive-going threshold
crossings at 5.5 multiples of noise rms, with a 1-ms dead time. Penetrations
were considered part of A1 if theymet three criteria: structure in frequency or
time in the frequency-intensity plot, latency characteristic of A1, and posi-
tionedwithin the cochleotopic gradient ofA1. Population frequency-intensity
plotswere constructedbyaveragingactionpotential rates for each toneacross
all A1 penetrations per animal and then across animals in each experimental
group. PSTHs were constructed using data from the second stimulus block.
Comparisons of fractional change plots in Fig. 3 were done in the one-octave
region of sound stimuli centered at the 5-kHz target frequency, 3.53–7.07
kHz, so that 13 frequencies were used for the rank sum comparison. Estimates
of duration of response were obtained by subtracting the prestimulus rate
and integrating the response. The time of the peak of the integral was the
duration, and by normalizing to a peak of 1, the integrals could be compared
with Kolmogorov–Smirnov distribution tests.

Dye-Marking A1 and Training After Surgical Recovery. The dorsal, ventral,
anterior, and posterior boundaries of A1 regions were identified on pre-
trained rats using optimal intrinsic signal imaging andmarked bymaking 0.5-
mm burr holes through the thinned skull and lowering a 30-gauge needle
loaded with NeuroTrace DiI tissue-labeling paste (Molecular Probes). The
animals were recovered for 3 days and returned to training regiments for an
additional 3 days before being used for gene expression studies. Performance
of 1-day animals was continuously monitored, and 7 min after reaching
learning criteria, they were removed from the operant chamber, immediately
anesthetized, and decapitated, and the brain was frozen in dry ice-chilled

Fig. 5. Arc expression cannot be predicted by ascending auditory input to A1 regions. (A) Arc mRNA expression in the just learned animals. (B) Arc mRNA
expression in the 14-day animals. Arc mRNA expression is shown in red, and DAPI staining of cell nuclei is shown in blue. (C) Percentage of neurons with Arc
foci. Statistical analysis results for two-way ANOVA are as follows: *Significant difference from control from the same region (P ≤ 0.001); #significant dif-
ference from LF region of just learned group (P = 0.001); @significant difference from HF region of just learned group (P < 0.001).
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isopentane within 2 min. Seven minutes was an optimal time for detecting
learning-induced Arc foci of transcription according to the cellular com-
partment analysis of temporal activity using fluorescence in situ hybridiza-
tion (catFISH) method (44, 45), because Arc foci are present from 3 to 15 min
after initiation of transcription (45). Thus, any Arc foci induced at the be-
ginning of the session attributable to the novelty of the tone would have
dissipated by the time the brains were harvested. Frozen brains were then
stored at −80 °C until being prepared for cryosectioning. Harvesting brains
of the 14-day animals was time-matched to the average of the 1-day group
[i.e., 25 min from the beginning of the behavioral session (range: 20–35
min)]. Cage controls were allowed to recover from surgery, and brains were
harvested in the same manner as in animals in other groups, but they did not
receive any training.

Cryosectioning and In Situ Hybridization. Serial 20-μm-thick coronal sections
containing A1 were stained for Arc mRNA according to the catFISH method
describedelsewhere (45). Briefly, the tissuewasfixed inparaformaldehydeand
hybridized overnight at 56 °C with a full-length Arc anti-sense riboprobe tag-
gedwith digoxigenin. After several washes, including treatmentwith RNaseA,

endogenous peroxidase activity was quenched with 2% H2O2. The slides were
incubated for2hwithantidigoxigeninperoxidase-conjugatedantibody (1:500;
Roche Products), and the stain was visualized using the CY3 TSA fluorescence
system (PerkinElmer). The nuclei were counterstained with DAPI (Invitrogen).

Image Collection and Stereological Analysis. Mosaics of A1 image stacks
(z stacks) were collected on a Zeiss AxioImager/Apotome system. Neurons
were segmented from within the channel labeling cell nuclei. Putative glial
cells were excluded from the analysis. Segmented neurons were classified
with Axiovision imaging software (Zeiss) using an optical dissector method,
whichminimizes sampling errors attributable to partial cells and stereological
concerns (46). Cells were classified as Arc+ when Arc mRNA at the foci of
transcription was present on at least three planes.
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