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A thorough understanding of the circadian clock requires qualita-
tive evaluation of circadian clock gene expression. Thus far, no
simple and effective method for detecting human clock gene ex-
pression has become available. This limitation has greatly hampered
our understanding of human circadian rhythm. Here we report a
convenient, reliable, and less invasive method for detecting human
clock gene expression using biopsy samples of hair follicle cells from
the head or chin. We show that the circadian phase of clock gene
expression in hair follicle cells accurately reflects that of individual
behavioral rhythms, demonstrating that this strategy is appropriate
for evaluating the human peripheral circadian clock. Furthermore,
using this method, we indicate that rotating shift workers suffer
from a serious time lag between circadian gene expression rhythms
and lifestyle. Qualitative evaluation of clock gene expression in hair
follicle cells, therefore, may be an effective approach for studying
the human circadian clock in the clinical setting.
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Circadian behavioral and physiological rhythms are driven by
autonomous oscillation of clock gene expression (1–3). Thus,

a clear understanding of the circadian core clock requires a
thorough examination of the rhythmic expression of clock genes.
As evidenced by the correlation between circadian dysfunction
and the incidence of pathological diseases such as sleep disor-
ders, metabolic syndromes, and cancer (4–7), newer strategies
for monitoring clock gene expression in humans are necessary
for preventing circadian rhythm-related diseases. Furthermore,
medical evaluation of circadian rhythm disorders, basic research
on shift work and jet lag, and chronopharmacological applica-
tions also require effective strategies for studying human clock
gene expression. However, currently there is no established
simple and accurate method for detecting human circadian clock
gene expression. This is underscored by the fact that despite the
identification of major mammalian clock genes from 1997 to
1999 (8–14), there are only about 10 studies reporting the basic
research and clinical application of human clock gene expression
in vivo (15, 16). The lack of an established method for evaluating
circadian clock gene expression has markedly impeded the
progress for studying human circadian rhythms. Circadian clock
gene expression is detectable not only in the central circadian
pacemaker, the suprachiasmatic nucleus, but also in almost all
peripheral tissues. The circadian clock is a cell-autonomous
system, and numerous cell-autonomous peripheral clocks are
synchronized and governed by the suprachiasmatic nucleus (17,
18). These findings suggest that it is possible to characterize the
human circadian clock by determining clock gene mRNA ex-
pression in peripheral tissues. In previous reports, white blood
cells or oral mucosa samples were used for the detection of
human clock gene expression, although these methods have
several potential issues and problems which may be avoidable
with well-improved and sophisticated techniques. To avoid these
potential pitfalls, we report that high-quality RNA can be obtained,
less invasively, from head or chin hair follicle cells, and that cir-
cadian oscillation of clock gene expression can easily and reliably
be detected with good sensitivity using this technique.

Results and Discussion
Method for Measuring Circadian Expression of Human Clock Genes
Using Hair Follicle Cells. To determine the circadian expression of
human clock genes, we examined mRNA levels of clock genes in
white blood cells and oral mucosa, as previously reported (15, 16).
In the case of white blood cells, as noted above, physical stimuli
and time delays due to the processing of cell separation may affect
levels of expression of clock genes. Consequently, we were unable
to obtain reproducible results using this method, although some of
the difficulties were overcome when blood samples were collected
around the clock. As for the oral mucosa, total RNA samples
extracted from oral mucosa were severely fragmented (Fig. 1A)
and, therefore, we were unable to obtain reproducible results using
this method. Because of the difficulties with these two previous
approaches, we decided to focus our efforts on another source of
peripheral tissue, the hair follicle cells, which remain attached to
plucked hairs. The distinct advantages of using hair follicle cells
are that they could be obtained relatively noninvasively and fresh
naked cells could be obtained simply by plucking hairs without
additional cell separation. Indeed, total RNA purified from scalp
hair follicle cells exhibits clearly distinguishable peaks representing
18S- and 28S-rRNA signals (Fig. 1A), suggesting that these cells
are suitable for isolation of high-quality total RNA. As a next step,
we examined whether hair follicle cells have a functional cellular
clock, because of reports that certain clocks may not be present in
a few specific peripheral tissues (19). We therefore performed
a comprehensive survey of genes expressed in a circadian fashion
in human hair follicle cells by DNA microarray analysis (Fig. 1B).
Genes with significant expression changes were extracted from
microarray data with ANOVA. Fast Fourier transform (FFT) and
cosine fitting correlation (CF) analysis were performed on the
time-course expression data of these genes. Based on the 48-h
diurnal profiles of gene expression, we found that mRNA levels of
220 (CF) and 251 (FFT) genes oscillated in circadian fashion with
various phases (Fig. S1A; the names of these genes are listed in
Dataset S1). Clock genes such as Period1 (Per1), Period3 (Per3),
Nr1d1 (Rev-erbα), andNr1d2 (Rev-erbβ) were highly ranked in both
CF- and FFT-selected gene lists (Fig. 1B and Fig. S1B).
In subsequent experiments, we adopted a commonly used real-

time PCR method to examine clock gene expression, because our
aim was to establish a simple and reliable method for accurately
assessing human circadian rhythm. As shown in Fig. 1C, we ex-
amined the number of hairs required for reproducible results by
measuring levels of expression ofPer3, and found that 10headhairs

Author contributions: M.A., Takuro Yamamoto, A.Y., and K.N. designed research; M.A.,
H.S., Takuro Yamamoto, A.T., S.Y., Takuya Yamamoto, and E.N. performed research; M.A.
and H.S. contributed new reagents/analytic tools; M.A. and H.S. analyzed data; and M.A.,
H.S., and J.K.L. wrote the paper.

The authors declare no conflict of interest.

*This Direct Submission article had a prearranged editor.

Freely available online through the PNAS open access option.
1To whom correspondence should be addressed. E-mail: akashima@yamaguchi-u.ac.jp.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1003878107/-/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1003878107 PNAS | August 31, 2010 | vol. 107 | no. 35 | 15643–15648

PH
YS

IO
LO

G
Y

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1003878107/-/DCSupplemental/pnas.201003878SI.pdf?targetid=nameddest=SF1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1003878107/-/DCSupplemental/sd01.xls
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1003878107/-/DCSupplemental/pnas.201003878SI.pdf?targetid=nameddest=SF1
mailto:akashima@yamaguchi-u.ac.jp
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1003878107/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1003878107/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1003878107


were sufficient to reduce experimental error to less than 2-fold.
However, the number of hairs required is strongly affected by in-
dividual variation andgender. In the caseof thickhairs, 5 headhairs
was sufficient for reproducible detection, whereas in other cases
such as thin hairs, 20 hairs were required for reliable detection. In
addition, results vary depending on experimental conditions, such
as the method used to pluck hairs, the method of total RNA ex-
traction, the efficiency of reverse transcription, and the real-time
PCR protocol used. Almost all of the results shown in this report
were obtained with general methods commonly used to determine
mRNA levels (details are described inMaterials and Methods). As
shown in Fig. 1D, we collected head hair samples at 3-h intervals
around the clock, and examined the circadian expression of seven
clock genes. Sampling was begun after a period of maintenance of
a fixedwaking/meal/sleep schedule (the final day in the actogram is
the sampling day). Although the expression of Per3, Nr1d1, and
Nr1d2 genes exhibited circadian fluctuations, Per2 and Dbp genes
oscillated with lower amplitudes and therefore were less useful for
the detection of circadian properties. For Bmal1 and Npas2, only
slight oscillations were detected. These results are consistent with
our finding that only Per3, Nr1d1, andNr1d2 genes were identified
as rhythmically expressed clock genes in the DNA microarray
analysis. Peak time intervals among these seven clock genes were
conserved compared with their corresponding genes in mice (1).
Although PER3, NR1D1, and NR1D2 are not components of the
classical core negative feedback loop (20), these three genes meet
the criteria for rhythm markers of the circadian clock.

Correlation Between Human Behavioral Rhythms and Circadian Clock
Gene Expression in Hair Follicle Cells. To demonstrate that circadian
properties of clock gene expression in hair follicle cells can be used

as markers for determination of the individual circadian clock
pacemaker,weexaminedwhether the circadianphaseof clockgene
expression in hair follicle cells reflects that of individual behavioral
rhythms. We compared the circadian phases of Per3, Nr1d1, and
Nr1d2mRNArhythms in head hair follicle cells obtained from four
normal healthy subjects who maintained a regular lifestyle with
a specific phase (Fig. 2A and Figs. S1–S4). Sampling was begun
after a period of maintenance of a fixed waking/meal/sleep sched-
ule based on the lifestyle of each individual (the final day in the
actogram is the sampling day). The intervals between wakefulness,
meals, and sleep were similar among these subjects. As shown in
Fig. 2, we performed objective monitoring of behavioral rhythms
with a wristwatch-type device, the Actiwatch (Mini Mitter). Clock
gene expression in head hair follicle cells was thus measured under
these conditions, and circadian fluctuation of Per3, Nr1d1, and
Nr1d2 gene expression was detected in all subjects. These time-
series data were fitted to a cosine curve with a high correlation
coefficient (shown as “r”). As shown in Fig. 2B, the phase intervals
among these three genes were strictly maintained in all subjects,
and were almost the same as those in mouse peripheral tissues,
indicating that the mechanism driving circadian gene expression is
highly conserved across species. The peak time of expression of
these genes also correlated with the average of wakefulness times
over the 9-d period just before time-course sampling. For example,
the earliest phase of circadian gene expression was observed in
subject S1,whowoke up earliest. Interestingly, in both species,Per3
expression peaked just around waking time (note that the onset of
activity occurs in mice immediately after lights-off), although the
phase was tissue-specific. Thus, the phase correlation between
behavioral rhythms and circadian clock gene expression is con-
served and is independent of whether the animals are diurnal or

Fig. 1. Biological rhythms exist in hair
follicle cells of the scalp and are useful
for measuring human clock gene ex-
pression rhythms. (A) Qualitative com-
parison of total RNA obtained from the
oral mucosa or hair follicle cells of the
scalp. Total RNAwas collected from both
samples and isolated by electrophoresis.
Single and double asterisks indicate 18S
and 28S rRNA, respectively. (B) DNA
microarray analysis was performed to
comprehensively measure rhythms of
gene expression in hair follicle cells.
Based on the 48-h diurnal expression
profiles, genes with circadian expression
were organized in a phase sequence (see
SI Materials and Methods for details).
Dataset S1 presents gene names in de-
tail. The darker the color, the higher the
gene expression, in each time zone. This
gene group includes Per1, Per3, Nr1d1,
and Nr1d2. The right figures show the
actual values for these four clock genes
(scatter diagram) and the fitted cosine
curves. (C) Using total RNA collected
from 10 scalp hairs, real-time PCR was
performed to measure the expression of
Per3. This was repeated eight times to
assess fluctuation. Expressions relative to
18S rRNA are shown. (D) Scalp hair sam-
ples were collected every 3 h to ascertain
rhythms of clock gene expression by real-
time PCR. Expressions relative to 18S
rRNA are shown. (Upper Right) Activity
data over a period of about 9 d for the
same individual. The final day in the
actogram is the sampling day. The P
values in cosine curve fitting are Per2
(0.0062), Per3 (0.0010), Dbp (0.00029),
Bmal1 (0.016), Npas2 (0.030), Nr1d1
(0.00019), and Nr1d2 (0.00039).
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nocturnal. Furthermore, there were no remarkable individual dif-
ferences in the maximum level or the circadian amplitude of clock
gene expression in hair follicle cells (Fig. 2C andD). Thesefindings
indicate that circadian properties other than phase time (such as
phase correlation, absolute amount of expression, and amplitude)
in circadian clock gene expression are not severely affected by
differences in genomic background or lifestyles. Based upon these
findings, we concluded that the circadian phase of clock gene ex-
pression in hair follicle cells accurately reflects that of individual
behavioral rhythms, indicating that this method can be used to
evaluate the human peripheral circadian clock.

Next, we examined a phase shift of clock gene expression rhythms
caused by a phase advance of lifestyle. The lifestyle (waking/meal/
sleep schedule) of normal healthy subjects was gradually phase-
advanced by 4 h over 3 wk (−1 h/5 d; Fig. 2 E and F). To support
the phase advance, the subjects were required to be exposed to
∼10,000-lux light for 30 min just after waking. The average phase
advances of clock gene expression rhythms in hair follicle cells
were about 2.1 h (Fig. 2E) and 2.8 h (Fig. 2F). In melatonin and
cortisol rhythms, about 2.5 h (Fig. 2E) and 2.9 h (Fig. 2F) phase
advances were observed. These results reemphasize that our hair
follicle-based strategy is powerful for evaluating the human periph-

Fig. 2. Clock gene expression in hair follicle cells of the scalp reflects behavioral rhythms of each individual. (A) The upper and lower figures show activity
data over a period of about 8 d and clock gene expression (Per3, Nr1d1, and Nr1d2) for four healthy individuals (S1–S4). The subjects were asked to rise and
have meals at set times based on normal daily routines. Scalp hair samples were collected every 3 h to ascertain rhythms of clock gene expression by real-time
PCR. Expressions relative to 18S rRNA are shown. r, correlation coefficient calculated by cosine curve fitting. (B) Cosine curve fitting was applied to clock gene
expression rhythm data for each subject, and peak times were calculated. The peak times of these clock genes in the mouse liver and kidney are shown at
right for interspecies comparison. (C and D) To compare individual differences in clock gene expression, maximum levels of expression (peak values) (C) and
relative amplitudes (D) of rhythms of clock gene expression were calculated for each subject. (E and F) The effect of a 4-h phase advance of lifestyle rhythms
on clock gene expression rhythms in hair follicle cells. (Left) The subjects were asked to rise and have meals at set times based on their normal daily routines
for more than 1 wk before a scheduled phase shift. The lifestyle schedule (wakefulness/meals/sleep) was phase-advanced by 1 h per 5 d. Scalp hair samples
were collected every 3 h from the time points marked with a yellow circle. (Upper Center) Expression rhythms of the four clock genes were examined. PRE,
data before the phase shift; POST, data after the 4-h phase advance of lifestyle rhythms. (Lower Center) Salivary melatonin and cortisol concentrations were
measured with ELISA. (Right) Cosine curve fitting was applied to clock gene expression and endocrine rhythm data for each subject, and the peak times were
calculated. The average waking time, meal times, and peak time of clock gene expression and endocrine rhythms are shown. The P values of the phase
difference between PRE and POST are Nr1d1 (E: 0.00015; F: 0.0018), Nr1d2 (E: 0.093; F: 0.038), Per3 (E: 0.019; F: 0.013), Per2 (E: 0.18; F: 0.022), melatonin (E:
0.034; F: 0.0019), and cortisol (E: 0.0018; F: 0.0060).
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eral circadian clock, and indicate that the 3-wk adaptation period is
not enough to advance the phase of the molecular clock by 4 h.
To explore the possibilities of optimizing the body area for

sampling and the measurement method for mRNA, hair follicle
cells were collected from the chin, and gene expression was
detected using a branched-DNA (bDNA)-based assay, an ex-
perimental system completely different from the real-time PCR
assay (Fig. S4). The advantages of using this experimental system
include the following. (i) More reproducible results can be
obtained with the collection of smaller numbers of chin hairs
than of head hairs. In the 11 samples containing 3 beard hairs,
reproducible results were obtained for levels of expression of
Per3, Nr1d1, and Nr1d2 (Fig. S4A). (ii) The bDNA-based system
does not require RNA purification and reverse transcription, and
thus reduces both acquisition time and handling errors. (iii)
High-throughput detection is possible with automation (see Fig.

S3). Using this experimental procedure, we were able to measure
a circadian pattern of clock gene expression in a healthy subject
(Fig. S4B). The time-series data fit a cosine curve well, and the
phase relationship between Per3 and Nr1d2 was reproducible.

Practical Application: Circadian Clock Gene Expression in Rotating
Shift Workers. To confirm the usability of hair follicle cells, we
tried applying this method to some field investigations. Physio-
logical and epidemiological studies show that shift work causes
various circadian rhythm disorders (21). Using our method, we
characterized the circadian pacemaker of rotating shift workers
by investigating circadian properties of clock gene expression in
head hair follicle cells (Fig. 3). As shown in the pattern diagram
of a shift-work schedule during 3 wk, an early shift (0600–1500
hours) and a late shift (1500–0000 hours) were alternately re-
peated (Fig. 3A). As noted below, an interesting pattern of cir-

Fig. 3. Rhythms of clock gene expres-
sion in rotating shift workers. (A) The
work shift table is shown for six rotating
shift workers (S1–S6). At time points in-
dicated with a yellow circle, scalp hair
samples were collected every 3 h to as-
certain rhythms of clock gene expres-
sion. (B) Clock gene expression rhythms
in an individual are shown as represen-
tative of the six workers. Expression data
relative to 18S rRNA are shown. Cosine
curve fitting was applied to clock gene
expression data, and the peak times
were calculated. (C) In S1–S6, the aver-
age waking time (pink dashed line),
meal times (open circles), and peak time
of clock gene expression (colored circles)
are plotted against time.
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cadian gene expression was observed in all of the six rotating
shift workers (Fig. 3C; a representative raw dataset is shown in
Fig. 3B). The phases of clock gene expression rhythms were not
drastically shifted, compared with the phase shift of their life-
style. The lifestyle was phase-delayed by about 7 h from the first
to the second week, whereas the phase of circadian gene ex-
pression was delayed only by about 2 h (Fig. S5). A similar result
was obtained in the case of the phase advance from the second to
the third week. In healthy individuals, Per3 expression peaked
more than 1 h before waking time (Fig. 2B). However, in rotating
shift workers, it often peaked after waking time during the period
of early shifts, indicating that late shift schedules started before
the entrainment of the clock to early shifts was completed. The 1-
wk adaptation was thus not sufficient for completing the entrain-
ment. As shown in Fig. 2 E and F, these results are well-consistent
with the fact that the 3-wk adaptation period is not enough for the
4-h phase advance of the molecular clock. However, the result
would be dependent on the work schedule (Fig. S6). Previous
studies assumed that about 10% of the genes expressed in pe-
ripheral tissues are regulated by the circadian clock pacemaker
(22), suggesting that abnormal patterns of clock gene expression
in rotating shift workers spread over the expression of downstream
genes that are involved in various physiological processes. This
propagation should markedly contribute not only to the develop-
ment of circadian rhythm disorders but also to increased risk of

heart attack, stroke, and sudden death in rotating shift workers.
Thus, our hair cell-based strategy for the human circadian clock
could be used to evaluate working conditions that do not disturb
clock function.

With Three-Point Sampling, It Is Possible to Predict the Phase of Clock
Gene Expression Rhythms. In the clinical setting, it may not be fea-
sible to perform 24-h sampling every 3–4 h. Thus, biological clock
phases will need to be predictedwith less sampling. This is difficult,
if not impossible, using experimentalmethodswith inherently large
fluctuations or errors. However, it may be possible with a stable
measurement system using hair follicle cells. To use the phase in-
terval value for phase prediction, we focused on Per3 and Nr1d2,
whose expression rhythm data exhibited small individual differ-
ences in phase interval (Fig. 2B). Whereas marked individual dif-
ferences were observed in the phases of rhythm of expression, the
phase interval appeared stable for Per3 and Nr1d2 (2.2 ± 0.097 h;
see details in SI Text, Result 1). When predicting rhythmic varia-
tions of gene expression using three-point data, accuracy of pre-
diction is dependent on sampling interval. Although our mathe-
matical analysis indicated high accuracy of prediction for many
sampling time intervals (e.g., 6 h-6hand3h-3h intervals; seedetails
in SI Text, Result 2), three-point prediction was not successful with
some sampling time intervals (e.g., 9 h-15 h interval).

Fig. 4. Prediction of expression rhythm
phase by three-point data. Three-point
phase prediction using actual data. Using
the clock gene expression data obtained
from scalp hair follicle cells of six healthy
volunteers (A–F), phase prediction was
performed using the standard curve for
three-point assays with sampling time
intervals of 6 h-6 h. The standard curve
refers to the average cosine curve pre-
paredusingactualdata. Factors other than
phase time, such as period, amplitude,
levels of expression, and the phase interval
betweenPer3andNr1d2,werefixed.Black
dots indicate actual measurements, the
broken black line indicates a curve calcu-
lated based on all nine-point data (ALL),
and colored lines indicate three-point
predicted curves. Numbers in parentheses
beside the figures indicate the time points
of the three samplings used for prediction
(actual data were obtained at nine points
every3h,andthreeof theninepointswere
selected), and numbers at the right in-
dicate root-mean-square errors of the
three-point prediction curves and three
measurements (the smaller the value, the
more accurate the prediction). Addition-
ally, numbers on the right show predicted
peak times. The closer the nine-point cal-
culated phase is to the three-point pre-
dicted phase, the more accurate the
prediction.
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Next, based on these results, we attempted three-point phase
prediction by the conjugate gradient method using actual data.
Actual measurements of clock gene expression can deviate from
expected values for various reasons. Phase prediction was per-
formed with the above-noted optimal sampling interval, but
three-point prediction including irregular values, which appear
occasionally, resulted in poor prediction. With this method, al-
though prediction was favorable in many cases, we sought
a technique with more tolerance for fluctuations in data and
errors. Previous findings for healthy individuals (Fig. 2 C and D)
suggested that amplitude and level of clock gene expression
rhythm remain within a certain range for all individuals. A cosine
curve with the average amplitude and level of expression for
healthy individuals was therefore defined as the standard curve,
and the rhythm of expression in all healthy individuals was as-
sumed to follow the standard curve, based on the results shown in
Fig. 2. In other words, we assumed that no individual differences
would be observed in wave elements, except for phases. The
standard curve was obtained taking into account the phase in-
terval in Per3 and Nr1d2 shown in SI Text, Result 1. In three-point
phase prediction, phases were determined by the least-squares
method to fit the standard curve as closely as possible. Fig. 4 shows
the results of three-point phase prediction with a 6 h-6 h sampling
interval (five three-point combinations). Unlike the conjugate
gradient method, marked errors in prediction due to irregular
data were not observed for six subjects (A–F), the maximum error
in relation to nine-point calculated curves was about 2.5 h, and
errors were within 1.5 h in most cases. To evaluate the validity of
the standard-curve method, a 6-fold cross-validation was per-
formed. The results showed that the method has enough accuracy
for practical use: a maximum and average phase estimation error
of 2.7 and 0.7 h, respectively. Furthermore, to examine the limi-
tation of the standard-curve-based prediction method, with
computer simulation, three point values (120,000 combinations)
were selected from cosine curves with random amplitude, phase,
and oscillation offset, and then phase estimations were per-
formed. The phases predicted were plotted against each parame-
ter (Fig. S8), which revealed that estimation errors fell within 1 h if
thePer3-Nr1d2 phase difference (experimental average=∼2.12 h)
was between 1.2 and 3.2 h, regardless of amplitude and oscillation
offset. Thus, the tolerance against data fluctuation is very high. In
actual clinical settings, positioning of three sampling time points as
close as possible is desirable. For example, in the case of 3 h-3 h
intervals, the results also showed enough accuracy for practical use
(SI Text, Result 3). We moreover succeeded in single-point phase
prediction using expression data for nine clock genes obtained
from mouse peripheral tissues; this suggests that even one-point
phase prediction may be possible for human data with our stan-
dard-curvemethod, usingmore genes whose rhythms of expression
are consistently detectable. There is a report on a single-point

phase prediction method using expression profiles of more than
100 circadian output genes in mouse liver (23).
The clock gene expression profiling data detailed in this report

reveal phenotypes resulting from both endogenous and environ-
mental factors. When a patient is diagnosed with a circadian
rhythm disorder by clock gene expression profiling, it will be
necessary to determine whether the disorder is due to lifestyle
habits (environmental factors) or to autonomous clock dysfunc-
tion (endogenous factors). We therefore propose two-step di-
agnosis: first, clock gene expression profiling performed by our
hair-based detection method (including both endogenous and
environmental factors), and then tissue culture-based diagnosis
for autonomous clock function (basically including only endoge-
nous factors). As reported by Brown et al., the second step can be
performed bymonitoring the activity of a clock-regulated reporter
gene transfected into primary-cultured fibroblasts obtained from
the skin (24). By using this method, they have already succeeded
in characterizing human chronotypes (25). However, because skin
biopsy is burdensome to patients, another similar method may
need to be developed without this type of biopsy. Brown et al. also
demonstrated that on rare occasions, they succeeded in moni-
toring a clock-regulated gene activity by cultivating human pri-
mary hair root keratinocytes.
Although 10 y have passed since the first mammalian clock gene

was identified, there are still only a handful of reports on in vivo
observation of circadian expression of human clock genes.
Researchers in the field of circadian rhythms can easily adopt our
experimental strategy using hair follicle cells without specialized
experimental techniques. Furthermore, if the technical improve-
ments mentioned above are achieved (see details in SI Discussion),
our approach couldbeused in the clinical setting.Because circadian
clock dysfunction causes various human disorders, characterization
of the circadian pacemaker would be of great value in predicting
and preventing these diseases. Perhaps it could also be useful for
evaluating therapeutic efficacy. In chronopharmacological treat-
ment, estimation of internal time is required for objective de-
termination of timing of administration, and this type of estimation
could be carried out through the hair-based assay of clock gene
expression. Finally, our method for assessing the circadian clock
could also be used to optimize the schedule for shift work, thereby
minimizing perturbations of endogenous clock function.
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