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Abstract
The coding sequence of a protein must contain the information required for the canonical amino
acid sequence. However, the redundancy of the genetic code creates potential for embedding other
types of information within coding regions as well. In a genome-wide computational screen for
functional motifs within coding regions based on evolutionary conservation, highly conserved
motifs included some expected motifs, some novel motifs and coding region target sites for known
microRNAs, which are generally presumed to target 3’ untranslated regions (UTRs)
(www.SiteSifter.org). We report here an analysis of published proteomics experiments that further
support a functional role for coding region microRNA binding sites, though the effects are weaker
than for sites in the 3’ UTR. We also demonstrate a positional bias with greater conservation for
sites at the end of the coding region, and the beginning and end of the 3’ UTR. An increased
effectiveness of microRNA binding sites at the 3’ end of transcripts could reflect proximity to the
poly(A) tail or interactions with the 5’ terminal 7mGpppN “cap”, which is physically adjacent to
this region once the message is circularized. The effectiveness of 3’ UTR sites could reflect a
cooperative role for RNA binding proteins. Finally, increased microRNA conservation near the
stop codon suggests to us the possible involvement of proteins that execute nonsense-mediated
decay, since this process is activated by tagging of termination codons with factors that induce
transcript degradation.
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The redundancy of the genetic code implies that the selection of a specific triplet codon from
several options can be optimized to embed additional information. For instance, splice start
and end positions, binding sites for structural proteins like histones, and functional motifs
that regulate the amount of RNA transcribed from specific genes could all be encoded
within the coding region. Indeed, among possible genetic codes, the universal code has been
shown to be nearly optimal for incorporating embedded information.1

We performed a computational analysis to identify potential functional motifs within coding
regions based on extreme evolutionary conservation in a multiple species alignment of 17
genomes.2 By quantifying conservation at the DNA sequence level over and above that
required for amino acid level conservation, we identified motifs that were selected for
during evolution (www.SiteSifter.org). Among the highly conserved motifs was the
recognition site for Tra2β, an exonic splicing factor also identified in previous reports of
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conserved coding region motifs.3 Several novel motifs were also identified that may play an
as yet unknown functional role.

Other highly conserved motifs represent binding sites for microRNAs. We describe below
the evidence that microRNAs target coding regions as well as 3’ UTRs. We discuss more
recent proteomics experiments that allow an analysis of the efficacy of microRNA binding
sites in coding regions and 3’ UTRs and consider reasons for the higher efficacy of sites
within 3’ UTRs compared with sites in coding regions, including a potential role for RNA
binding proteins as facilitators of microRNA function. We also present an analysis of the
efficacy of sites based on their position within the transcript and suggest that the microRNA
and nonsense-mediated decay pathways may converge.

microRNAs target coding regions
Highly conserved functional motifs in coding regions include multiple target sites for
microRNAs.2 microRNAs are short (21–23 nt) RNAs that target specific mRNAs by
binding to them through a complementary 5’ “seed” sequence (at bp 2–8 of the microRNA)
and decreasing protein levels of the target sequence as part of the RNA-induced silencing
complex (RISC).4, 5 The base pairing complementarity of the microRNA can guide the
endoribonuclease Argonaute (Ago) to direct target degradation, or alternatively, to mediate
translational repression.6–8 microRNAs can also result in translocation of target mRNAs to
P bodies, sites of degradation for cellular mRNAs.9–11

In plants, long stretches of complementarity between the microRNA and its target result in
endonucleolytic cleavage of the double stranded RNA (dsRNA) in a manner similar to
siRNAs.12 Targeting of coding regions is common in plants.13 In animals, most targeting
by microRNAs results in imperfect duplexes and occurs in the 3’ UTRs of targeted
transcripts.14–16 Our analysis suggested that evolutionarily conserved targeting occurs in
coding regions as well. Some other bioinformatic analyses of microRNA targeting have also
concluded that there is likely targeting of microRNAs in coding regions either based on
evolutionary conservation17–19 or on RNA folding patterns.20, 21

Several instances of microRNAs targeting coding regions have been demonstrated
experimentally. The let-7 microRNA downregulates the microRNA processing enzyme,
Dicer,2 leading to a negative feedback loop similar to that previously reported in plants.22–
24 miR-148 was shown to repress DNA methyltransferase 3b expression through a coding
region site.25 An evolutionarily conserved miR-126 recognition site was identified within
the homeobox domain of the HoxA9 gene, and modulation of miR-126 in immortalized
bone marrow cells led to regulation of HoxA9 levels.26 Increased p16 expression with
replicative senescence was associated with decreased miR-24 expression, and miR-24 was
found to repress p16 expression primarily through a coding region recognition site.27
Finally, five functional coding region target sites for the miR-296, miR-470 and miR-134
microRNAs were discovered in the nanog, oct4 and sox2 transcription factors, with
functional consequences for differentiation of mouse embryonic stem cells.21 Thus, there
are now multiple independent studies with a number of microRNAs demonstrating a
functional role for target sites in coding regions.

From an evolutionary perspective, 3’ UTRs and coding regions experience very different
types of selective pressure. In 3’ UTRs, microRNA binding sites can be created and then
mutated away if the microRNA-target interaction that results does not confer a selective
advantage. For sites within 3’ UTRs the creation and destruction of the site can occur
without constraints related to the function of an encoded protein. In fact, the vast majority of
target recognition sites in 3’ UTRs may have little functional effect and may be rapidly
eliminated by evolution.28 For microRNA recognition sites in coding regions, a point
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mutation that creates a new site could be selected against if the encoded protein functions
less efficiently than without the mutation. For this reason, new sites might not become as
prevalent within a population. In addition, microRNA binding sites that are present within
coding regions but for which the microRNA-mRNA interaction is neutral, might be less
likely to be destroyed by evolution as sites within 3’ UTRs, since some of the possible
mutations that would destroy the site might affect the functionality of the encoded protein.
Yet, there is evidence that sites might be created and eliminated over relatively short
evolutionary time frames in coding regions as well. In the study by Tay and colleagues,
which did not rely on evolutionary conservation for the identification of potential binding
sites, four of five validated coding region microRNA recognition sites identified in mouse
were not present in humans or rhesus.21

Localizing microRNA binding sites within the coding region may even have specific
advantages for the cell compared with localizing them within the 3’ UTR. In some instances,
a microRNA binding site in the coding region may ensure that a specific microRNA biding
site is always present. The existence of alternative polyadenylation sites suggests that 3’
UTRs may differ under different conditions and in some cases, microRNA binding sites
would be eliminated. For instance, a large number of transcripts utilize different
polyadenylation sites in proliferating versus quiescent lymphocytes.29 For sites in 3’ UTRs,
there is thus another opportunity for regulation of microRNA function. In contrast,
microRNA binding sites in the coding region would be present regardless of the
polyadenylation signal utilized for a given transcript, making it less susceptible to changes
with cellular state.30 In other instances, coding region sites may provide an opportunity for
another level of regulation based on whether they are included or excluded from the final
transcript during splicing. In this way, binding sites in coding regions could allow the
targeting of specific splice variants since the binding site could be present in an exon that is
present in some but not all isoforms.21,31

Coding region microRNA target sites are functional, but less effective than
3’ UTR sites

Recent experiments have allowed further analysis of the functional role of microRNA
binding sites in coding regions. Rajewsky and colleagues analyzed the effects of
microRNAs on global protein output by treating HeLa cells with a locked nucleic acid
(LNA) directed against let-7 followed by stable isotope labeling and mass spectrometry
based-proteomics.29 We analyzed their data to determine the cumulative fold change
induced by inhibition of endogenous let-7 with LNAs. As shown in Figure 1, let-7 seed
matches present in 3’ UTRs have a relatively modest effect on the protein levels of target
genes. The subset of seed matches in the 3’ UTR that are evolutionarily conserved have
stronger effects. Coding region seed matches are clearly functional, as the cumulative
distribution of their effect is statistically distinguishable from the distribution of effects for
no site, but they are not as effective as sites in 3’ UTRs. Among coding region seed matches,
those that are evolutionarily conserved have a stronger effect. A similar proteomics
approach was applied to samples in which microRNAs were overexpressed,29 and our
analysis reveals the same trends (data not shown).

While coding region microRNA binding sites can be effective, sites within 3’ UTRs are
clearly preferred. The reasons for this are unclear and the data are contradictory. In some
studies, microRNA binding sites artificially introduced into the coding region or 5’ UTR
have been shown to function efficiently,21, 30 although other studies have reached the
opposite conclusion.31 One proposed model is that coding regions are effectively targeted
when there is a large degree of complementarity resulting in exonucleolytic cleavage, but
that inhibition of translation is less effective in coding regions than 3’ UTRs. An explanation

Forman and Coller Page 3

Cell Cycle. Author manuscript; available in PMC 2011 May 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



that has been put forth is that coding regions are constantly being traversed by ribosomes,
which could destabilize interaction with the RISC complex.31 Clearly, microRNAs in plants
target coding regions effectively.13, 32 In this case, long stretches of perfect base pairing
direct RISC-mediated dsRNA cleavage. Short interfering RNAs (siRNAs) in animals can
also target coding regions for RISC-mediated endonucleolytic degradation through
complementary interactions. The efficacy of such interactions could reflect the more
extensive Watson-Crick base-pairing of siRNAs than microRNAs, or that siRNAs require
the functional interaction with the target to persist for a shorter time in order to mediate an
effect.33 In either case, siRNA-type interactions might be less likely to be disturbed by
traversing ribosomes.

The patterns of base pairing between microRNAs and target mRNAs could support this
hypothesis.2 For target sites in 3’UTRs, evolutionarily conserved binding sites are more
likely to have a “bulge”—nucleotides immediately after the seed sequence that do not base
pair with the microRNA—as previously reported.34 Conserved microRNA target sites
within coding regions, on the other hand, are not more likely to contain a bulge at this
position. For coding region targets, base pairing across the entire length of the microRNA-
target interaction was associated with evolutionary conservation. The results suggest that
coding region targets might rely more heavily on mechanisms in which perfect base pairing
results in degradation of double stranded RNA.

This conclusion is further supported by an experiment in which a microRNA target site was
introduced into the 3’ UTR of a reporter designed so that a single upstream nonsense to
sense substitution allowed the same microRNA target site to be either in the coding region
or the 3’ UTR.31 A perfectly matching microRNA or a microRNA containing a bulge after
the seed was introduced. When the target sites were in the coding region, the perfectly
matched microRNA but not the bulging microRNA exhibited repressive activity, whereas
both microRNAs effectively targeted sites localized in the 3’ UTR. These findings support
the hypothesis that siRNA-mediated cleavage mechanisms may be intact in coding regions,
while microRNA-mediated translational repression is less effective. The authors also
provide some evidence that the distinction reflects interference from passing ribosomes.31
They introduced a nine amino acid cluster of rare codons upstream of the coding region
microRNA target. The rare codons were expected to cause ribosomal pausing, and under
these conditions, the microRNA regained its effectiveness at inhibiting translation. On the
other hand, in a study of developing zebrafish, a construct containing two let-7 coding
region sites with bulges was functionally effective in producing a severe slowing of
development.35 Further, in the analysis of microRNA targets in coding regions by Tay and
colleagues, the effects on protein level were consistently stronger than the effects on
transcript abundance, which were often modest.21 Finally, Dicer, which contains coding
region let-7 binding sites, is particularly strongly inhibited at the translational level by
let-7.29 Thus, there is at this point some evidence that coding region microRNA target sites
are effective for nuclease activity and less effective for translational inhibition, but there are
data to the contrary as well.

Sites at the 3’ end of transcripts are particularly effective
To explore possible mechanisms of microRNA function in coding regions and 3’ UTRs, we
analyzed the pattern of evolutionary conservation of microRNA target sites based on their
position within the sequence (Figure 2). We discovered that microRNA target sites at the
very 3’ end of transcripts are more likely to be highly evolutionarily conserved, consistent
with previous studies reporting that sites in this location are more likely to be functional.34,
36 The increased effectiveness of these sites may reflect their proximity to portions of the
transcript that are important for microRNA function. As one example, target sites at the very
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3’ end of transcripts are localized close to the poly(A) tail. microRNAs can induce
deadenylation and thereby accelerate turnover of targeted transcripts.17, 37–42 Indeed,
some previous studies have indicated that the poly(A) tail is essential for microRNA-
mediated repression, and target sites near the end of the poly(A) tail might execute this
function more effectively.43, 44 However, deadenylation alone is clearly not the only
mechanism of microRNA-mediated repression of translation since mRNAs without poly(A)
tails can still be repressed by microRNAs,40, 41, 45, 46 and some targets are repressed
without changes in their degradation rates.29, 47 Nevertheless, if proximity to the poly(A)
tail facilitates the ability of the RISC complex to induce deadenylation, a bias toward highly
conserved and functional sites at the end of the 3’ UTR would be expected.

A number of studies also support a model in which microRNAs affect translation initiation.
Some of these studies suggest that microRNAs inhibit translation of targeted transcripts by
interacting with the 5’ terminal modified guanine cap that binds to the poly(A) tail after
circularization to achieve efficient translation of transcripts through multiple rounds of
ribosome loading.6, 48, 49 Several reports suggest that the cap is necessary for microRNA
function.6, 43–45, 49–51 Similarly, reports of fewer loaded ribosomes on microRNA-
targeted transcripts also suggest an important role for the cap.6, 45, 52–54 Other studies,
however, have concluded the opposite,30, 46, 55–57 and thus the importance of interactions
between microRNAs and the cap remains controversial.58 Localization of microRNA
binding sites close to the 3’ end of the transcript would place the RISC complex physically
close to the cap after circularization.

microRNA-mediated effects on the poly(A) tail and the cap are not mutually exclusive. In
fact, microRNAs likely mediate their effects through multiple mechanisms. For instance,
when translation is inhibited with cycloheximide, some microRNA targets are stabilized
while others continue to be degraded in a microRNA-dependent manner.59 The results
suggest that some mechanisms of microRNA targeting directly affect transcript abundance
without reliance on translational inhibition, possibly through deadenylation or
endonucleolytic cleavage, while other mechanisms are more effective at inhibiting
translation through interference with cap-mediated ribosomal initiation.60 In Drosophila,
these two functions seem to be separated into two different Ago proteins.60 Drosophila
Ago1 functions via target deadenylation (and at a distinct step after translation initiation)
while Drosophila Ago2 is an endonuclease and can repress translation initiation by
interfering with interactions at the message cap. However, in global analyses of the roles of
microRNA function in mammalian cells, a close correlation between changes in mRNA
levels and protein level has been observed, and the authors have conjectured that the
mechanisms for transcript degradation and translational inhibition are linked.29, 47, 61 A
microRNA binding site at the very end of the 3’ UTR might allow RISC to affect both the
poly(A)tail and the cap, and could help to explain why these sites are so effective.

RNA binding proteins and microRNA function
The increased effectiveness of microRNA binding sites in 3’ UTRs compared with coding
regions could reflect mechanisms that specifically target the RISC complex to the 3’ UTR.
For instance, there may be proteins that either target microRNAs to 3’ UTRs or that are
themselves localized to 3’ UTRs and that interact with and enhance the effectiveness of the
RISC complex. RNA binding proteins may play this role. Some studies have reported a
cooperative role for RNA binding proteins and RISC in microRNA function.62–66
Interestingly, other studies have indicated that RNA binding proteins and microRNAs may
compete for binding sites,53, 67 even within coding regions.68 One series of experiments
demonstrating cooperation between RNA binding proteins and microRNAs focused on
miR-16, which contains an 8 base pair region that resembles the AU-rich elements (AREs)
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often found in 3’ UTRs.65 Both miR-16 and the ARE binding protein tristetrapolin were
required for the instability of ARE-containing transcripts. In this example, the microRNA
interacted directly with an ARE in the 3’ UTR and both RNA binding protein and
microRNAs promoted RISC-mediated transcript degradation.

Similarly, the RNA binding protein HuR, which also binds AREs in 3’ UTRs, was reported
to work cooperatively with the let-7 microRNA to reduce expression of the c-Myc transcript.
63 In this case, HuR and let-7 bound to close but distinct sites in the 3’ UTR. HuR was
required for let-7 binding to the c-Myc 3’ UTR and for let-7-mediated repression of c-Myc
expression. Conversely, let-7 binding was required for HuR to repress c-Myc expression.
The authors proposed that HuR binding results in a change in the local secondary structure
of the RNA that unmasks the let-7 binding site. Such a mechanism would require close
proximity of RNA binding proteins and microRNA target sites, and might also help to
explain the relative importance of 3’ UTR binding sites. Target sites within coding regions
would be less likely to take advantage of such mechanisms as they are less likely to contain
AU-rich regions targeted by RNA binding proteins. If the location of ARE's adjacent to
microRNAs does facilitate microRNA function, this might help to explain the observation
that microRNA binding sites located within AU-rich regions are particularly effective.34 Of
course, the location of microRNAs within AU-rich stretches could reflect other
considerations instead of or in addition to RNA binding. For instance, AU-rich sequences
might intrinsically have less secondary structure, thereby facilitating interaction with the
RISC complex. However an important role for RNA binding proteins in the increased
efficacy of 3’ UTR microRNA binding sites might represent more than simply making
microRNA binding sites accessible, since ribosome traversal would be expected to disrupt
secondary structure and make microRNA binding sites accessible in coding regions, at least
temporarily.

Is there a role for nonsense-mediated decay (NMD) in microRNA function?
In addition to enrichment at the very 3’ end of the transcript, we discovered that there is
another position within the transcript where there is enrichment for evolutionarily conserved
target sites —the position in the transcript at the junction between the end of the coding
region and the beginning of the 3’ UTR (Figure 2). This finding is consistent with
bioinformatic analyses of functional microRNA binding sites.34 It is also consistent with
high throughput sequencing results for argonaute-bound ribonucleoprotein complexes.36 In
these experiments, there was a clear enrichment in argonaute binding at the 3’ end of
transcripts and near the stop codon. While many of the expected mechanisms of mRNA
degradation might be consistent with enrichment at the 3' end of the 3' UTR, enrichment
near the stop codon is not easily explained by the mechanisms generally considered for
microRNA function.69

We wonder whether the localization of conserved microRNA binding sites near the stop
codon indicates that the microRNA pathway cooperates with NMD, a quality control
mechanism found in all eukaryotic species studied to date.70 NMD ensures that transcripts
with a premature termination codon, which would result in a truncated and potentially
dominant negative protein product, are identified and degraded.71 It has become
increasingly clear that NMD not only identifies rare transcripts with mutations or splicing
errors, but can also regulate the steady state level of mRNAs that do not contain premature
temination codons.72–75 Genome-wide screens in budding yeast, Drosophila and human
cells reveal that NMD may regulate as much as ~3–10% of the transcriptome.73–75

NMD in mammals is induced when a termination codon is positioned more than 50–55
nucleotides upstream of an exon-exon boundary.76 During the first round of translation, the
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ribosome stalled at a premature termination codon recruits Upf1 to eukaryotic release factor
3.77 Subsequent interaction with proteins that mark the exon-exon boundary results in the
recruitment of Upf2 and Upf3,78, 79 phosphorylation of Upf1 and activation of its ATPase
and helicase activities.80, 81 The transcripts thus targeted are then degraded in the 5’ to 3’
direction by decapping and exonucleases, as well as in the 3’ to 5’ direction.82–84 Some of
the same decapping and degradative enzymes have been implicated in both microRNA-
mediated degradation and NMD.62, 72, 85–88 Further, transcript degradation in the case of
both microRNAs and NMD occurs in P bodies.11, 83, 89

A link between microRNAs and the NMD pathway90–92 could help to explain the
distribution of evolutionarily conserved microRNA binding sites. If the RISC complex
recruits Upf1 to the termination codon of targeted transcripts, it could initiate an NMD-type
pathway that would lead to reduced levels of targets. Support for this model comes from
links between NMD and microRNAs in C. elegans91 and Arabidopsis92, as well as a recent
paper in which the NMD protein Upf1 was discovered to contribute to microRNA silencing.
90 Upf1 knockdown resulted in de-repression of microRNA targets in cases in which there
were mismatches between the microRNA and the target, but not in cases of perfect base
pairing. Overexpression of Upf1, but not a helicase domain mutant, resulted in down-
regulation of microRNA targets. Further, co-immunoprecipitation with tagged Upf1 and
Argonaute proteins revealed an interaction between Upf1 and Ago1 and between Upf1 and
Ago2 even in the presence of RNase.90 A previous analysis of Ago-associated proteins
using antibodies to endogenous Ago identified Upf1 among the proteins associated with
Ago1 (but not Ago2).93 Further, when expressed in the presence of Ago proteins, Upf1 co-
localized with Ago1 and Ago2 in P bodies.90 While Jin and colleagues discovered that there
was a functional effect of Upf1 knockdown, they did not observe an effect on microRNA
function when Upf2 was knocked down, suggesting that the way in which Upf1 affects
target degradation in the context of microRNAs is not though the canonical NMD pathway.
However, recent studies have provided some evidence that NMD may occur independent of
Upf2 and Upf3,80, 94–97 suggesting that an alternative Upf1-dependent, Upf2-independent
pathway could be employed. Thus, there is evidence that some of the same molecules might
be involved in NMD and in miRNA-mediated gene regulation. On the other hand, this
conclusion is not supported by a study describing a small molecule inhibitor of nonsense-
mediated decay.98 This molecule, which stabilizes the phosphorylated form of Upf1, did not
affect microRNA function. Thus, the potential role of the NMD pathway in microRNA
function is not yet clear. If NMD molecules are involved, and if microRNAs are
consequently more effective when localized near the stop codon, this might explain the
increased evolutionary conservation observed for microRNA binding sites at the end of the
coding region and at the beginning of the 3’ UTR.

Conclusion
Evidence thus far supports the conclusion that the coding regions of genes can contain
additional information besides the amino acid sequence of the encoded protein, including
functional microRNA binding sites. Many questions remain. Do all of the mechanistic
pathways that can result from a microRNA-target interaction in the 3’ UTR also occur for
coding region target sites? What are there advantages for a microRNA coding sites being
present in the 3’ UTR? What are the advantages for a microRNA binding site being present
in the coding region? How does the cell exploit these advantages? What is the role of RNA
binding proteins in microRNA function and do RNA binding proteins contribute to the
effectiveness of microRNAs? At what rate do microRNA-target interactions appear and
disappear in populations and how does this differ for coding versus 3’ UTR target sites? Do
microRNA-target interactions have different physiological roles within cells depending on
the location of the microRNA recognition site within the target transcript?
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Abbreviations and acronyms

UTR untranslated region

RISC RNA-induced silencing complex

Ago Argonaute

dsRNA double stranded RNA

LNA locked nucleic acid

siRNAs short interfering RNAs

ARE AU-rich element

NMD nonsense-mediated decay
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Figure 1. Coding region microRNA target sites are functional, but less effective than 3’ UTR
sites
Protein levels were determined for 2634 proteins in HeLa cells that were either mock-treated
or treated with a LNA that targets the let-7 microRNA using pulse SILAC labeling followed
by mass spectrometry.29 The cumulative fraction of proteins with a given ratio of protein
level in mock-treated versus let-7 LNA-treated cells is plotted for proteins with no target
site, a 3’ UTR target site, an evolutionarily conserved 3’ UTR target site, a coding region
site or an evolutionarily conserved coding region site. The number of genomes in which a
site was conserved was summed across all occurrences of the let-7 target site in each region,
and the highest-scoring 25% were designated as "conserved." In order to define error bars
for the no site distribution, a subset of 649 proteins without a let-7 binding site was
randomly selected 100 times and the 5th percentile highest and lowest values were plotted as
the error. Coding region target sites were clearly functional, as the distribution of effect sizes
is statistically significantly different from the distribution for proteins with no recognition
site (Wilcoxon p-value < 10−5). However, the presence of a recognition site within the
coding region confers less repression than the presence of a 3’ UTR site on average. For
both the coding region and the 3’ UTR, evolutionarily conserved sites tend to confer a
stronger repressive effect than all sites.
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Figure 2. Target site conservation by location within the coding region or 3’ UTR
The location of microRNA binding sites was determined for all highly conserved microRNA
families (as listed in TargetScan version 5.0) using a modified version of SiteSifter
(www.sitesifter.org). Target sites were grouped based on their location within the coding
region or 3’ UTR such that target sites within the first 10% of the coding region or 3’ UTR
were considered together, target sites within the second 10% of the coding region or 3’ UTR
were considered together, etc. For target sites within each group, the fraction that are well-
conserved (black bars), defined as 14+ genomes for coding region target sites and 13+ for
3'UTR target sites, and the fraction that are poorly-conserved (empty bars), defined as the
remainder of sites, are plotted. Conservation was determined based on a 17-genome
alignment available from the University of California at Santa Cruz. A statistically
significant enrichment for evolutionarily conserved sites is observed at the end of the coding
region and at the beginning and end of the 3’ UTR. In the middle of the 3’ UTR, sites are
more likely not to be evolutionarily conserved. Statistically significant differences are
indicated with asterisks and reflect a p value less than 0.01 using a chi-squared test after
correcting for multiple hypothesis testing.
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