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Abstract
Skeletonization promises to become a powerful tool for compact shape description, path planning,
and other applications. However, current techniques can seldom efficiently process real, complicated
3D data sets, such as MRI and CT data of human organs. In this paper, we present an efficient voxel-
coding based algorithm for Skeletonization of 3D voxelized objects. The skeletons are interpreted
as connected centerlines. consisting of sequences of medial points of consecutive clusters. These
centerlines are initially extracted as paths of voxels, followed by medial point replacement,
refinement, smoothness, and connection operations. The voxel-coding techniques have been
proposed for each of these operations in a uniform and systematic fashion. In addition to preserving
basic connectivity and centeredness, the algorithm is characterized by straightforward computation,
no sensitivity to object boundary complexity, explicit extraction of ready-to-parameterize and
branch-controlled skeletons, and efficient object hole detection. These issues are rarely discussed in
traditional methods. A range of 3D medical MRI and CT data sets were used for testing the algorithm,
demonstrating its utility.

Index Terms
3D skeleton and centerline; medial axis; volume subdivision; region growing; hole detection;
distance transformation; voxel-coding

1 Introduction
Modern techniques enable the generation of large 3D volume data sets with high resolution,
such as MRI and CT data sets. Skeletonization of such a volume, theoretically, promises a
compact description of discrete objects, providing an efficient method for visualization and
analysis, such as feature extraction [27], feature tracking [6], surface generation [9], or
automatic navigation [5], [7]. Although there have been numerous studies on this technique in
computer vision and pattern recognition [3], [4], most research [16], [19] focuses on 2D images,
incompatible with easy 3D extension. On the other hand, 3D techniques for Skeletonization
either only investigate simple or experimental data [11], [12] or resort to specific
postprocessing when applied to real 3D data [13].

In this paper, we propose a simple, fast, and efficient Skeletonization algorithm, which employs
voxel-coding techniques and directly focuses on real 3D volume data. Our algorithm survives
the challenge of a variety of MRI and CT data sets, characterized by the following features:

1. Connectivity preservation: The voxel-coding algorithm itself determines the
preservation, without the need to prove it. This is different from traditional
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connectivity-preserved distance transforms and thinning methods where considerable
attention must be paid to the proof of connectivity criteria.

2. Centeredness satisfaction: Skeletons are initially extracted as connected voxel paths
passing through sequences of clusters, then, on the basis of a minimum distance field,
path points are replaced by medial points within their associated clusters.

3. Straightforward computation: For large, complicated data sets, computation time
is critical. On the basis of our voxel-coding techniques, objects are represented as a
collection of clusters instead of voxels, reducing the number of operational elements.
No complicated mathematical computation is required except for the voxel coding.
The algorithm only visits voxels several times and only simple value assignments are
involved for each visit.

4. No sensitivity to object boundary complexity: The algorithm extracts skeletons
based on a global voxel-coding and retrieval operation, rather than using a local
template. Specifically, skeletal points are evaluated as the medial points in clusters.
In contrast, almost all current skeleton methods are sensitive to noise and boundary
complexity due to the use of local, template-based strategies and, usually,
preprocessing is needed to reduce noise [19].

5. Smooth, fine, easy-to-control skeleton generation: Extracted skeletons are natural
one-voxel-wide smooth curves, rather than unordered discrete voxels, ready to be
parameterized for further processing. Each skeleton segment is associated with a
length parameter, providing control of smooth skeletons and pruning of spurious
branches. In contrast, the traditional presentation of resulting skeletons is in discrete
voxel form, which is often not appropriate for further analysis and modeling.

6. Efficient object hole detection: Object holes are detected simultaneously with initial
skeleton extraction without additional computational cost.

A strict definition of a skeleton is surprisingly difficult, but both Features 1 and 2 are the primary
requirements. Features 3 through 6 are characteristic, but there is little literature discussing
these properties.

Related approaches to Skeletonization are discussed in the next section. After introducing basic
voxel-coding techniques in Section 3, we discuss how these techniques can be applied to extract
skeletons directly from complicated volumetric objects in Section 4, including BS-coding, SS-
coding and the cluster graph (Section 4.1), a skeleton extraction procedure (Section 4.2), and
skeleton refinement, smoothness, and connection operations (Section 4.3). Then, we briefly
analyze the algorithm, features in Section 5, followed by a description of the applications and
test results in Section 6. Finally, we conclude by empirically evaluating the algorithm with
regard to its use in practical applications.

2 Previous Work
There are a large variety of methods proposed for skeleton extraction in the literature. Most
are divided into two classes: boundary peeling (also called thinning, erosion, etc.) and distance
coding (distance transform). The basic idea of the former [10], [11] is to iteratively peel off
the boundary layer-by-layer, identifying “simple points,” where removal does not affect the
topology of the object [12]. This is a repetitive, time-intensive process of testing and deletion
and considerable attention must be paid to skeletal connectivity since identifying simple points
is not trivial—each voxel must be tested. Usually, It is difficult to prove that a 3D thinning
algorithm preserves connectivity. Recently, Mao and Sonka [13] proposed a fully parallel,
connectivity-preserving 3D thinning algorithm, with promising results. However,
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postprocessing was necessary since their algorithm failed to generate a smooth single-voxel-
wide skeleton.

In contrast, distance coding methods [15], [16] try to directly extract skeletal points by testing
the points’ local neighborhood based on a distance transform, which is an approximation of
the Euclidean distance. The ideal distance coding-based method has three steps: 1)
Approximate the minimum distance field, 2) detect all local maxima in terms of distance value,
and 3) reconnect the local maxima to generate skeletons. Theoretically, the Euclidean distance
provides enough information indicating whether a point is centered; the calculation of real
Euclidean distance, however, is neither efficient nor algorithmically trivial, especially for large,
high resolution 3D volume data sets that include complicated objects. There are many discrete
simulation methods, e.g., the distance transform metric, represented in computer vision [17],
[15]. Intuitively, the medial surfaces/axes can be defined as the locus of maximal disks (2D)
[4], [1] or balls (3D) [7]. This leads to a skeleton consisting of more or less sparsely distributed
points.

The main problem involved in transform-based methods is connectivity. Niblack et al. [16]
provide a good 2D solution to this problem. In order to connect local maxima using uphill
climbing rules, they added saddle points, which are local minima along a skeleton, to the
skeletal point set. As Gagvani [7] noted, direct extension of this algorithm to 3D is difficult
because there are not necessarily unique sequences of voxels around a given voxel. Helman
and Hesselink [8] detected saddle points in a 2D vector field by computing the eigenvalues of
the Jacobian matrix of the field. The accuracy of saddle points depends on the accuracy of the
vector field generated from a distance transform. Three-dimensional, noisy, complex data
would have too many voxels taken as saddle points, resulting in either erroneous skeleton parts
or very thick skeletons.

A variant of distance coding-based methods is to simulate the “grass fire” transform using an
active contour model [19]. The grass fire transform is a two-phase technique: initial fire front
generation and fire front propagation toward the medial axes. The initial fire front is taken as
the object boundary, while the propagation is implemented in an iterative fashion. The
extension of this 2D method to 3D and its application with complicated data is challenging
both in generating boundary surfaces and in performing propagation on the surfaces. Numerous
branches and holes will be difficult to accommodate.

Voronoi methods [21], [22] based on triangular Voronoi diagrams, theoretically, guarantee
connected skeletons, which are best suited for polygonally defined objects [23], [24]. However,
many objects tend to have noisy boundaries, causing the Voronoi Diagram to be very dense
and requiring considerable pruning to generate the medial axes.

To date, almost all the skeletonization techniques are locally template-based, which results in
sensitivity to boundary details and noise. Preprocessing is needed to distinguish large artifacts
from the salient features. The shapes of natural objects, specifically 3D objects, such as human
organs, are often characterized by a rather complex or irregular outline; consequently, current
methods cannot be applied or their results include too many spurious branches. Resulting
skeletons are very thick in discrete point form, providing useful shape descriptions. However,
they are difficult to process further.

We have completed a study on skeleton extraction for medical applications [26]. This is a fast,
template-based skeleton and centerline extraction method. Recently, we developed a voxel-
coding based algorithm for the extraction of cerebral sulcal curves—skeletons of deep valley-
like regions between two juxtaposed cortical folds [27]. The algorithm employs two minimum
distance fields: exterior boundary-based and interior boundary-based. On the basis of the first
distance field, the initial skeletons are extracted by recursively retrieving adjacent points with
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the smallest coding value starting from local maxima points. Employing the second distance
field, the algorithm deforms the initial skeleton toward the medial axis. The sulcal curves
preserve topology and connectivity. It is a 2D application-oriented voxel-coding method.

In this paper, we introduce a general 3D voxel-coding-based skeleton algorithm. The
techniques applied here are an extension of those in [27]. Our algorithm employs two distinct
coding operations: boundary-seeded (BS) voxel coding and single point seeded (SS) voxel
coding. The BS-coding generates a traditional minimum distance field (BS-field) in the
volumetric object, while SS-coding generates another similar minimum distance field (SS-
field) corresponding to a single seed point rather than the object boundaries. The SS-field
classifies the object into a collection of clusters. Each cluster consists of connected voxels with
the same code. The object skeleton is interpreted as a collection of connected paths. The paths
are extracted using the methods similar to [27] for initial contour extraction or to [26] for
centerline generation. The skeletal points are obtained by replacing path points by the medial
points (relative to the BS-field) in the associated clusters which the paths pass through.

Our SS-coding selects only one voxel as a seed, and the voxel code generated records
propagation order; the voxel retrieval is actually an extraction of initial skeletons, which
follows the mechanism of medial surface/axis generation [4], [1]. A cluster is used for medial
point evaluation instead of balls [7]. Our algorithm provides a continuous, ordered, and not
over-covered sequence of clusters, thus generating smooth, fine, connected skeletons. The
centeredness of the skeleton is guaranteed by employing a traditional minimum distance field.
However, we do not require calculation of a minimum energy function as in [19], where a
potential field for the energy equation was first generated, followed by an iterative simulation.

Most contemporary approaches to skeletonization fail to achieve at least one of the features
listed earlier. The voxel-coding algorithm described here successfully achieves all goals listed
above, providing a robust skeletonization tool for real, complicated 3D voxelized objects.

3 Basic Concepts and Voxel-Coding Techniques
Voxel-coding plays a critical role in our skeleton extraction. It is responsible for skeleton
extraction, refinement, smoothness, and connection operations. Therefore, in this section, we
first introduce concepts and basic voxel-coding techniques, including a shortest path extraction
method.

3.1 Preliminaries
We work with 3D binary volume data sets, uniformly sampled in all three dimensions (in some
applications, preprocessing is needed to resample the volume to achieve isotropy). A voxel is
the smallest unit cube in the volume, with its eight vertices taking values of zero or one. A
voxel is regarded as an inside voxel if all its vertices take a value of one; as an outside voxel
or background voxel if all its vertices take a value of zero; otherwise, it is considered a boundary
voxel. Both boundary voxels and inside voxels are called object voxels. Following the same
notations in [26], [28], [29], for a voxel p, an adjacent voxel q is called a F-neighbor, E-
neighbor, or V-neighbor of p if it shares a face, an edge or a vertex, respectively, with voxel
p. Voxels p and q are also called F-connected, E-connected, or V-connected, corresponding to
traditional 6-connected, 18-connected, or 26-connected, respectively. Two voxels are adjacent
or neighbors of each other if they are at least V-connected. A voxel path is defined as a sequence
of voxels satisfying the condition that adjacent voxels are at least V-connected and every other
pair of voxels are disconnected. The length of a path is defined as the number of voxels in the
sequence. A set of voxels is connected if, for any two voxels within it, there is a path within
the set connecting them; otherwise it is disconnected. Two sets of voxels are connected or
adjacent if there is a voxel in one set with an at least V-neighbor in the other set. For conformity
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with traditional expression, a voxel and a point have interchangeable meanings (thus, a vertex
is different from a point).

3.2 Voxel-Coding
Voxel-coding is a recursive voxel-by-voxel propagation and coding operation within a
volumetric object R, starting with a set S of seed voxels (S is a subset of R) and using a specific
coding scheme or metric M until constraint conditions are met. The purpose of the coding
operation is to detect object connectivity and extract geometric features, such as centerlines
[26], skeletons [27], contour-based surface reconstruction [28], and contour generation [29].

The whole process generally includes two operations: voxel propagation and feature extraction.
The propagation process is similar to the implementation of a discrete minimum distance
transform or, more generally, a region growing operation [26], [27]. Once a voxel is visited, a
value (or voxel code) is assigned, indicating how far away it is from the seed points of the
growing region. A voxel value field is formed after the propagation. The extraction process is
a reverse search based on this voxel code field.

A voxel propagation operation using the “nf-ne-nv” metric (nf, ne, and nv. are integers and nf
< ne < nv) can be described as follows: First, all the voxels in R are initialized with a value of
infinity, then the propagation starts with all the seed points in S assigned a value of zero. All
their F-neighbors are assigned a value of nf, E-neighbors a value of ne, and V-neighbors a value
of nv. Iteratively, suppose voxels with a value of n are processed. All their F-neighbors, E-
neighbors, and V-neighbors are assigned values of n + nf, n + ne, and n + nv, respectively, if
these values are smaller than their current values. This coding process continues until the
constraint conditions are met.

In applications, the “2-3-4” or “3-4-5” distance metrics are often used. The choice of seed
points depends on the features being extracted. For example, the traditional minimum distance
field is generated using voxel-coding starting with all object boundary voxels as a seed set.
This coding is called a BS (boundary-seeded) coding and the generated distance field is called
a BS-field. In contrast, the voxel-coding taking a single point as the seed is called a SS-
coding, the corresponding code field is called an SS-field.

An example of feature extraction by SS-coding is shortest path extraction. Let Afirst and Blast
be two points in a volumetric object R. The problem is how to extract a shortest path (see the
definition of a path) in R with Afirst and Blast, respectively, as first and last points.

The method includes two steps. Step 1 generates a code field in R with Alast, as seed point using
the method described above. Step 2 extracts the path: Initially, Afirst is taken as the first point
of the path and the next point in the path is taken as Afirst’s at least V-connected neighbor with
the smallest code. Recursively, the next point is taken as its predecessor’s at least V-connected
neighbor with the smallest code. The last point of the path must be Alast since the next point
extraction is a code-decreasing process and Alast has the smallest code in the field.

Note that 1) depending on accuracy requirements, different coding schemes can be used for
the code field: usually, the “3-4-5” metric is used in complicated objects, 2) the path is not
unique (i.e., there are multiple next points with the same smallest code); however, a selection
priority order can be given among the neighbors in advance, resulting in a unique path, and 3)
the constraint condition can be that the propagation ends after the point Afirst is visited and
coded rather than that the whole object is visited.
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The shortest path extraction method introduced above, called the SPE procedure, is crucial to
our skeletonization. It will be used repeatedly in this paper. This idea has been used for
centerline extraction in [26] and curve extraction in [27].

4 Skeleton Generation
In this section, we discuss skeleton generation, which depends on two voxel code fields: the
BS-field and SS-field. After introducing these fields, we explain our algorithm in detail, which
consecutively includes the skeleton extraction, replacement, refinement, smoothness, and
skeleton connection in an algorithm processing order.

4.1 BS-Coding, SS-Coding, and Cluster Graph
Let O be a volumetric object; we first generate two code fields in O: BS-field and SS-field.
The BS-field is a traditional minimum distance field generated by BS-Coding with all object
boundary voxels as a seed set. The purpose of this field is to ensure the skeleton centeredness,
so there are no specific requirements on the choice of a coding metric. However, the metric
selected influences the accuracy of the final skeleton. Usually the “3-4-5” metric works fairly
well.

The SS-field is another distance field generated by SS-coding with a specific point as the only
seed point and the simplest “1-2-3” metric as the coding scheme. The specific seed point is
called a reference point or RP and it will ultimately be a skeletal point. From our experience,
since the cusps or protrusions of an object either are, or are close to, local maximum points
relative to the BS-field, we choose a cusp as the RP. The search for a cusp can be carried out
manually or automatically. An automatic method is that an SS-coding is performed by taking
an arbitrary point in the object as a seed. Usually, the last point reached is a cusp. Once a
reference point is selected, the above SS-coding can only visit all object voxels connected with
the reference point. For an object consisting of several disconnected parts, an individual
reference point is required for each part.

After the BS-field and SS-field are generated, each object voxel in O has two different code
values, respectively called its BS-code and SS-code. Fig. 1 shows a BS-field (left) and SS-field
(right) in an object including only one slice.

The SS-field plays a major role in skeletonization. It provides useful object connectivity and
topology information. The SS-coding classifies the object into a collection of clusters. A
cluster is defined as a connected set of object voxels with the same SS-code; the SS-code is
also called the cluster code. The entire volumetric object can be regarded as consisting of
clusters as the smallest unit, instead of voxels. Among clusters, the local maximum cluster (in
short: LMcluster) and the branching cluster are of importance. An LMcluster is a cluster which
has larger code than all adjacent ones (see Fig. 1 (right)). A merging cluster p is a cluster which
has at least two adjacent clusters with the same cluster code one less than p’s. A dividing cluster
p is a cluster which has at least two adjacent clusters with the same cluster code one more than
p’s. A cluster is called a branching cluster if it is either a merging cluster or a dividing cluster.

Furthermore, the object can be treated as a directed graph if clusters are taken as nodes and
node connectivity follows the adjacency of clusters, referred to as a cluster graph. Starting
from the reference point—a cluster with the code of zero, the graph extends in the object far
away from the RP in the same way as the SS-Coding proceeds. The graph breaks into several
branches at dividing clusters, or the branches converge at merging clusters if the object contains
a hole. Finally, all the branches end with LMclusters.
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The SS-Coding with the “1-2-3” metric is a layer-by-layer voxel coding process. Each layer
consists of the voxels with the same SS-code, i.e., a group of clusters with the same code. If
the reference point is selected as a boundary voxel (that is true in our selection), each cluster
or such a layer of voxels must intersect the object boundary. Theoretically speaking, a cluster
is the set of connected intersections between the object and the sphere, with center RP, of radius
r (r is the cluster code). Therefore, each cluster can be approximately taken as a cross-section
of the object, normal to the related centerline. Now, for each cluster, its medial point can be
obtained by checking its voxel BS-code. Here, a medial point of a cluster is defined as a voxel
which belongs to the cluster and has the largest BS-code. Obviously, a medial point is centered
relative to the object boundary.

In the cluster graph, we replace all nodes (i.e., clusters) with their medial points. Meanwhile,
the medial points are connected if their clusters are adjacent, thus, the resulting cluster graph
actually becomes a connected centerline network of the object—the object skeleton. The basic
idea of our skeletonization is to extract all these centerlines from the cluster graph, forming a
connectivity preserved graph—skeletons—which meet all the features mentioned in Section
1.

4.2 Extraction Procedure
4.2.1 Single Centerline Extraction—First, we consider extracting one centerline starling
with a cluster c in two steps. Step 1: We first search for c’s medial point by comparing the BS-
code of all voxels in c. If there is more than one medial point, the one closest to c’s geometric
center is chosen. Then, we employ the SPE procedure in Section 1 relative to the SS-field to
extract the path starting with the medial point to the RP, with modifications as follows: Let
Pi be a point in such a path, its next point Pi+1 is modified to be Pi’S F-neighbor (rather than
any neighbors) with the smallest SS-code. If there is more than one F-neighbor satisfying the
condition, geometrically, the F-neighbor in front of Pi has the highest priority in selection,
followed consecutively by the following directions: back, left, right, top, or down.

The path extracted after modifications has the following properties: The next point must exist
and has an SS-code one less than its immediate predecessor’s, since the SS-field is generated
using the “1-2-3” metric. Each point in the path corresponds to the cluster which includes the
point, i.e., the path passes through a sequence of clusters. Adjacent points in a path correspond
to adjacent clusters in the sequence of clusters. The path ends with the RP if no constraint
condition or last point is given. Under the constraints on next point choice, a path is uniquely
determined by its first point. Because the medial point of the first cluster is uniquely determined,
the path and its associated sequence of clusters are also determined uniquely by the first cluster.
Strictly speaking, the path extracted is not the shortest path connecting two endpoints since the
next point is restricted to be an F-neighbor, but, hereafter, we still use this notation for
convenience. Fig. 2 (left) shows two such paths in red curve and associated sequence of clusters.

Step 2: Once extracted, each nonfirst point Pi+1 in the path is replaced by the medial point of
its associated cluster. If a cluster has more than one medial point, the one closest to the
immediately preceding point Pi (after replacement) is chosen. The path after the replacement
is called a Medpath, which is the centerline relative to the sequence of clusters. Obviously, a
Medpath is also uniquely determined by its first cluster. Note that adjacent points in a Medpath
could not be connected geometrically- Fig. 2 (right) presents the results after the replacement.

4.2.2 Multiple Centerline Extraction—As with extraction of all the centerlines, the
following factors must be considered: 1) The extracted centerlines are as long as possible, 2)
any two centerlines are not allowed to be coincident in the middle except for at the endpoints,
and 3) no centerlines are missed.
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Obviously, the paths starting with LMclusters meet Condition 1). Furthermore, in order to
obtain all the Medpaths, we must consider Medpaths starting with not only LMclusters, but
also other clusters, which have been dropped in the above single Medpath extraction. Because
in the search of next cluster, there could be more than one candidate, only one is selected. This
case happens at a merging cluster. Given a merging cluster p, the clusters with the code one
less than p’s, and adjacent to p, are called p’s successors. Fig. 2 also shows merging clusters
marked with green spheres and the line segments connecting the merging clusters and its
successors detected as the first path is extracted.

Considering all these factors, we extract skeleton starts with LMclusters recorded in a dynamic
Medpath array in a cluster code-decreasing order. First, we extract the Medpath, starting with
the largest SS-code following the above procedures for single centerline extraction. Then, for
each voxel p and its associated cluster c, we check if c is a merging cluster. If so, there are at
least two successors; the ones without including p’s next point in the Medpath are attached to
the end of the dynamic array as branches which will be extracted after all LMclusters are
processed and c’s identification number is also recorded, indicating those Medpaths which the
Medpaths starting with these successors should connect to. Finally, we mark the cluster c. The
rest of the Medpaths are extracted in a similar way except that a shortest path extraction ends
once the next point belongs to a marked cluster (see Fig. 2 (left)), avoiding the situation where
coincident segments are extracted twice. Meanwhile, the identification number of the Medpath
which the current Medpath ends with is also recorded for later connectivity considerations.

The marked cluster which another path ends with is a dividing cluster. According to the above
procedure, we have the following results: A Medpath starts with an LMcluster or a merging
cluster and ends with a dividing cluster or the reference point; two Medpaths cannot cross each
other in the middle and may only meet at endpoints.

4.2.3 Implementation—The algorithm is outlined below.

ExtractSkeleton() {

Initialize Medpath[0 : N − 1] with LMclusters and sort in cluster code-decreasing order;

for(i = 0; i < N; i++){//i corresponds to the i-th Medpath

ExtractPath(Medpath, i);

pt = Medpath[i].head;

while (pt){

GetClusterMedialPoint(pt,c,mp); //return pt’s cluster c and medial point mp

GetSuccessor(c, s[0:n-l]); //s[0:n] stores c’s successors

for(j = 0; j < n; j++)

if( s[j] does not include pt → next ){

Medpath[N + +].head ← s[j];

Medpath[N].id1 = i; }

Replace pt with mp and mark cluster c;
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pt = pt → next;

}

}

}

Here, Medpath[1 : N] is the dynamic structure array for recording all extracted Medpaths. Each
item of the array is a structure which includes at least three parameters: id1, id2, head,
corresponding to one Medpath. id1 and id2 record the identification numbers of the other
Medpaths which the first and last point of the current Medpath connects to. If the current
Medpath starts with an LMcluster or ends with the RP, these parameters are initialized to be a
negative value. Parameter head is a head pointer to a voxel chain representing the Medpath.
First, it is initialized to point to an LMcluster or an attached successor of a merging cluster,
then to a path, and, finally, to a Medpath. The procedure ExtractPath(Medpath, i) extracts a
single path starting with a point recorded in Medpath[i].head, Then, the algorithm returns the
path and the identification number of the Medpath to which the last point of the current path
should be connected, respectively, recorded in Medpath[i].head and Medpath[i].id2.

The procedure described above can extract the whole cluster graph without missing any
components since all the clusters are visited during the Medpath extraction because any cluster
is either an LMcluster or a nonLMcluster. LMclusters are visited as the first elements leading
Medpaths, while nonLMclusters are extracted as intermediate elements of other Medpaths or
as branching clusters’ successors leading to other Medpaths.

4.3 Skeleton Refinement, Smoothness, and Connection
The cluster graph extracted above provides a compact representation of the object. However,
there are several issues that remain unsolved (see Fig. 2 (right)).

First, the Medpaths after medial point replacement suffer from large intervals between adjacent
points, especially in the neighborhood of object branches where partial line segments
connecting adjacent points in the Medpath are outside the object. Second, the generated
Medpath could self-intersect or fold somewhere. Third, the above procedure only provides
information on which Medpaths a Medpath should be connected to, but it does not provide the
information on how to connect them. To solve these problems, we introduce a uniform and
robust solution using voxel-coding techniques.

4.3.1 Refinement—For the first problem, a general method is to adopt a deformable model
using a minimum energy constraint equation or a cost function [25], [14], [19]. The energy
constraint equation is based on a potential field, which is a variant of traditional minimum
distance fields. As noted in Section 2, calculating constraint equations and adaptive iterations
are time-consuming processes. Thus, it is not practical to apply such a constraint equation on
many curves at the same time. A simple version of iterative movement towards the medial axis,
such as used in [27], is possible. But, this still involves normal evaluation, determination of
iterative step length, and processing to avoid sensitivity to the object boundary.

Here, we use the SPE procedure for the refinement, which directly inserts medial points in a
large interval between adjacent two points Pi and Pi+1 in a Medpath. We first calculate the
shortest path connecting Pi, and Pi+1. This depends on another SS-field, called a local SS-
field, which is generated by performing voxel-coding using the “1-2-3” metric with Pi+1 as a
seed point until point Pi is reached and coded. The path from Pi to Pi+1 is consequently extracted
relative to the local SS-field using the SPE procedure in Section 2.
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Then, the corresponding Medpath can be generated by evaluating the associated cluster relative
to the local SS-field and medial points relative to the original BS-field. The generated Medpath
is inserted in between Pi and Pi+1. This method guarantees that inserted points are centered
relative to object boundaries and the intervals meet the requirements. In some extremely
complicated cases, the inserted path could still have a large interval, however, which is usually
less than the distance of Pi and Pi+1. Fig. 3 (left) shows the results after the refinement on Fig.
2 (right).

In implementation, we treat the intervals between adjacent points in a Medpath with a Euclidean
distance more than 5.0 as a larger one.

4.3.2 Smoothness—After the refinement, the resulting Medpaths could be more jagged or
could self-intersect in the middle. It is necessary to smooth the Medpaths. Here, by smoothness
we mean to remove knotted and folded segments only. A curve smoothing method can be
adopted for this purpose. As an alternative and for uniformity, we introduce a simple voxel-
coding method. Once again, the SPE procedure is utilized for this purpose. Slightly different
from the refinement, we first voxelize the Medpath, then perform voxel-coding within the
newly voxelized Medpath (as a new object) with one endpoint of the Medpath as the seed point,
finally extracting the shortest path starting with the other endpoint until the seed is reached.
The newly extracted path is taken as the smoothed Medpath. Employing the SPE strategy, the
knotted and folded segments in the original Medpath appear to be tiny branches after the
voxelization of the Medpath, thus they are skipped during new Medpath extraction. Fig. 3
(right) shows the results after the refinement and smoothness on all Medpaths (also compare
the results between the left and the right with regard to the corresponding Medpaths).

4.3.3 Connection—As for the third problem, an intuitive idea is that, during the path
extraction, the branching clusters which other Medpaths originate from or end with are
recorded, then, once these Medpaths have been generated later, their endpoints are connected
to them. Still, a problem similar to the first issue occurs—the intervals are too large somewhere
and the line segments could be outside the object. Furthermore, what is worse is that the clusters
which the endpoints are supposed to connect to are not the ones closest to the endpoints,
showing a poor connection.

Now, let P1 be the first point of a Medpath and c be another Medpath. We first search the point
in c closest to P1. The simple search by comparing the distances from p to the points in c is
undesirable because the complex object could not be directly connected along the connection
line between P and its 3D closest point in c. As an example, check the Medpath marked with
the white voxel with the second largest y-coordinate in Fig. 3 (right). Its last point is closest to
a point in a Medpath to its right side, not in the one below, but it is impossible to connect them
since they are separated.

Again, we use a method similar to that used for solving the first issue. We take P1 as the seed
point, and perform voxel propagation and coding in the object until a point of c is met. The
first point met must be the closest one to P1 since the voxel propagation is approximately
isotropic. Once the closest point is found, so is the associated local SS-field. Thus, the above
refinement method can be used for connection calculation. For the connection of last point of
c to another Medpath, a similar method can be used. Fig. 4 shows the final results after the
connection operation is implemented on Fig. 3 (right).

In summary, our complete skeletonization algorithm looks like this.

Skeletonization() {
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Select reference point;

Generate BS-field and SS-field;

Search LMclusters;

ExtractInitialSkeleton();

Refine skeleton;

Smooth skeleton;

Connect skeleton;

Display and output skeleton;

}

5 Discussion
Our skeletonization algorithm has the following desirable properties.

5.1 Connectivity and Centeredness
Our skeleton is interpreted as the collection of all the Medpaths. First, this is a compact
representation of the object. The SS-coding is an adjacency-based region growing process
which starts with a single seed point. It detects, encodes all connected components of the objects
and it further makes all the clusters ordered according to their geometry adjacency and cluster
code. The skeletonization process extracts all the sequences of clusters without missing any
components and represents the associated shortest paths, which are further replaced by their
Medpaths. A series of operations do not change the topology of initial skeletons. Second, all
the Medpaths are connected; the connectivity of a Medpath itself is determined by the adjacency
of the associated sequence of clusters. Disconnectivity could only happen between Medpaths,
but this is avoided by the skeleton connection operation. Finally, whenever they are extracted,
paths are replaced by their Medpaths; the centeredness is enforced by the BS-field.

Selection of the reference point influences the construction and geometry of individual
centerlines and the choice of coding scheme influences the density and shape of the initial
skeleton. The whole skeleton topology finally converges into a fixed configuration—medial
axes—after the skeleton replacement, refinement, smoothness operations.

5.2 Computation Complexity
The whole algorithm consists of both SS-field and BS-field calculation, skeleton extraction,
replacement, refinement, smoothness, and connection operations. For each step, a voxel is
visited at most several times and each visit only involves assignment of a value or reversing
the sign. Almost every step employs the ESP procedure, resulting in a systematic and uniform
solution.

To a degree, clusters, in our algorithm, simulate the cross-sections of the objects and the medial
points of clusters simulate the centers of the cross-sections. The adjacency and code of clusters
determine the cluster order. All related computation is straightforward. In comparison, the
related methods [4], [1], [7] had difficulties in cross-section calculation and their density and
order determination, especially at branchings.
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5.3 Sensitivity
No matter what distance transform or thinning technique is applied, traditional methods
generate skeletons on the basis of a local template operation for simple point [12], [10], [11]
or saddle point [16] detection. This is very sensitive to boundary details and noise, especially
those of 3D objects.

Our skeleton calculation is based on clusters, rather than single voxels; the connectivity of
Medpaths is determined by the adjacency of clusters, rather than the geometrical relationship
of adjacent voxels. The algorithm does not require any preprocessing on input binary objects.
Furthermore, no iterative process is required for the centeredness. The centeredness is
implemented by direct medial point replacement without testing if a point is stuck at local noise
or in complicated object boundaries during deformation as in [19], [18], overcoming the
sensitivity.

5.4 Smoothness, Fineness, and Ease of Control
Our voxel-coding produces one-voxel-wide skeletons. Traditional 3D techniques for extracting
skeletons usually generate spurious trivial branches. Gagvani [7] provides a parameter,
allowing the control of thiness of skeleton, but not branches, In contrast, our algorithm provides
a length parameter to control the object branches. The extraction process naturally provides
the length of a centerline. Furthermore, the skeleton smoothness operation provides a robust
method to remove the folded or knotted segments of centerlines. This is significant in many
applications which need to further process generated skeletons. For example, the modeling of
cerebral sulci depends on generated skeletons extracted from brain gray/white matter for
analysis and measurement of brain function. A set of discrete voxels used to form a skeleton
would make them cumbersome for further processing. In our algorithm, extracted centerlines
can be easily approximated and optimized to generate continuous curves.

5.5 Object Hole Detection
Our voxel-coding-based skeleton algorithm also provides a scheme for object hole detection.
Now, we restrict the object to be a 2D region. An object hole is defined as a set of all F-
connected outside voxels surrounded by a connected set of object voxels. Here, a voxel is
treated as a pixel within a plane; F-connected means grid edge-shared. Let MC be the set of all
merging clusters and successor(p) be the number of successors of merging cluster p, we have
the result as follows:

(1)

Let p be a merging cluster; its each successor corresponds to a cluster sequence extracted by
using the procedure for single centerline extraction in Section 4.2, starting with the successor.
Obviously, the cluster sequences relative to p’s any two successors p1 and p2, together with
p, construct a closed loop since these sequences meet in the middle or at the reference point
and both p1 and p2 are adjacent to p. The loop is denoted by the triple (p1, p2, p). A pair of
successors (p1, p2) is called contiguous if there is a connected set of outside voxels surrounded
by the loop (p1, p2, p) and if p1, p2, and p are all adjacent to the set. By definition, the set
constructs a hole h.

We prove that h cannot be detected by another contiguous pair of successors ((q1, q2)) of a
certain merging cluster q (note q could be p). If so, the loop (q1, q2, q) also surrounds h, thus
these two loops must be nested rather than crossed according to the path extraction procedure,
resulting in that q1, q2 and q cannot be adjacent to h simultaneously since p, p1 and p2 are
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adjacent to it. Therefore, different contiguous pairs of successors correspond to different hole.
Since there are at least successor(p) − 1 such pairs of successors for each merging cluster p,
thus HoleNumber ≥ Σ p∈MC(successor(p) − 1).

On the other hand, each hole h can be detected by a contiguous pair of successors of a certain
merging cluster. According to the definition of a hole, there is a set of object voxels adjacent
to the hole. No matter what a reference point is chosen, the set can form only one contiguous
pair of successors. Obviously, different holes cannot be detected by the same contiguous pair
of successors. In other words, different holes correspond to different pairs of successors. Thus,
HoleNumber ≤ Σ p∈MC(successor(p) − 1). Thus, the above equation holds.

The choice of the reference point influences the construction of merging clusters, but does not
influence the above result. Fig. 5 illustrates LMclusters, branching clusters, and hole detection
relationships relative to different reference points. Fig. 4 also shows all holes detected by
merging clusters marked in green sphere.

A possible case is that noise could cause numerous false holes. Fortunately, the length of a
Medpath is an ideal parameter for the control of tiny skeleton segments.

6 Applications and Results
Skeletonization introduces alternative shape descriptors. It promises to become a powerful tool
for operations such as grouping, feature tracking, path planning, and bridging the gap between
low-level and high-level representation of objects. In this section, we introduce the application
of our skeletonization algorithm and discuss the implementation results on several 3D data
sets.

Path planning is a direct application. Usually, a path provides an useful cue for navigation
inside objects, such as human organs. Given two points, our voxel-coding flexibly extracts a
shortest path connecting them. The SPE procedure can be applied, after SS-coding is performed
with one point as the seed, and ends when the other point is reached and encoded. This method
has been discussed in [26].

We have applied the algorithm to surface reconstruction from contours [28]. In order to tile
contours from adjacent slices, such as four contours in one slice and two contours in the adjacent
slice (see Fig. 6), we construct an intermediate graph in between and then connect contours in
both slices to them. The graph is designed as a simplified skeleton extracted from the difference
area of adjacent contours. The difference area is the total area surrounded by the vertical
projections of contours, excluding the internal region of overlap. The simplified skeleton
consists of all centerline segments, which surround or connect the overlap, i.e., holes. In other
words, these segments connect both merging and dividing clusters. Our voxel-coding-based
algorithm provides a robust solution since it supports removal of tiny branches and object hole
detection. Fig. 6 shows the simplified skeleton on the surface reconstructed from contours in
adjacent slices.

MRI and CT data sets in medical areas have been widely used for visualization and modeling
of the human body. Four 3D medical data sets were selected for our algorithm, test, including
brain (MRI), colon (CT), airway, and lung (CT). Table 1 provides the details of these data sets.
The first column lists data resolution and the total number of object voxels. The second column
lists associated images generated by our algorithm. In each image, the original data sets, i.e.,
the binary objects, are displayed using transparent voxels without lighting effects; the related
skeletons are shown in red. Each image is the result after the original data set goes through
skeleton extraction, replacement, refinement, smoothness, and connection. The third column
lists times (in seconds) without including the data input and display process, measured when
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running on an SGI Power Onyx-R10000 CPU. The fourth column lists the number of
centerlines; the last column lists the the maximum number of layers relative to the SS-field
and the BS-field. The SS-field is generated with the “1-2-3” metric, while the BS-field is
generated with the “3-4-5” metric. To a degree, these indices also reflect the degree of data
complexity.

6.1 MRI Brain Data
This data set shows where the cerebral sulci are located. The generated skeletons outline the
sulci (see Fig. 7). The reference point is selected as the point with the smallest y-coordinate.
One hundred and ten LMclusters are formed and 19 merging clusters are detected. Fig. 7 shows
the results after tiny branches are cut, where the color scheme follows the same method as in
Fig. 1 (left). The only difference is that this data set consists of nine slices rather than one.

6.2 CT Colon Data
The initially generated skeleton without control is spurious. Fig. 8 shows results after the
branches with length less than 80 (in voxels) are pruned. The skeleton exactly describes the
outline of the twisted colon with the same color scheme as in Fig. 1 (right). The point marked
with a red solid cube is the reference point. It is worth mentioning that, if only the longest
centerline is required, the calculation time can be greatly reduced by commenting out detection
of merging clusters and extraction of Medpaths starting with non-LMclusters.

6.3 Airway Tree Data
This airway is segmented from a CT lung data set. The binary data is very sparse and there are
many isolated points disconnected from the major component. In Fig. 9, only skeletons from
the major component are extracted. From generated pictures, some segments of skeletons pass
through the object boundary; no matter how thin the original object is, the algorithm can obtain
correct results.

6.4 CT Lung Data
The binary data is segmented from a CT lung data set. The segmented data shows the human
“skeleton,” a bony framework. Our algorithm extracts the thinnest skeleton (see Fig. 10). This
is a good example for low resolution display. For the display of 1,483,386 object voxels, it is
difficult to render them interactively. However, this becomes easer when only the generated
skeletons are displayed.

7 Conclusions
In this paper, we describe an efficient skeletonization technique—voxel-coding. Two types of
voxel-coding have been proposed for the skeletonization of 3D complex objects. The SS-
coding converts objects into a directed cluster graph, while BS-coding generates a traditional
minimum distance field. The core idea of our algorithm is the SPE procedure. The SS-coding-
based SPE procedure has been applied, respectively, for skeleton extraction, refinement,
smoothness, and connection operations; the BS-coding is combined for medial point
replacement wherever a shortest path is extracted.

Our voxel-coding technique has significant advantages over traditional methods: connectivity
preservation, centeredness satisfaction, straightforward computation, no sensitivity to object
boundary complexity, and smooth, fine, easy-to-control, and ready-to-parameterize skeleton
generation. An additional benefit of our voxel-coding is that object holes or cycles are also
easily detected without additional computational cost. Several applications of our algorithm
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are introduced and a range of real 2D and 3D data sets were used to test the algorithm,
documenting its efficiency.

Recently, voxel-coding has been successfully employed for reconstructing 3D objects from
unorganized points or range data, We believe voxel-coding techniques will be used in more
applications in the future.
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Fig. 1.
Examples of an BS-fteld (left) and SS-field (right). The object inciudes only one slice with a
size of 512 × 512 from a brain MRI data set. The black region consists of outside voxels. The
BS-field is generated by voxel coding starting from the object boundaries using the “3-4-5”
metric, while the SS-field is created by voxel-coding, starting from the lowest point (marked
with a red voxel) using the “1 -2-3” metric. Two fields are displayed with the same color
mapping scheme: For each field, the whole code is divided in four equal intervals, then each
interval is colored with linear interpolation from two colors. In the code-increasing order, the
five colors used are blue, light blue, purple, red, and yellow. The voxels marked with white
blocks are local maximum clusters.
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Fig. 2.
Skeleton extraction and medial point replacement. The left shows two paths extracted (red
curves). One starts from the voxel with the largest SS-code and its associated sequence of
clusters is represented in blue; the other starts from another LMcluster and ends with an already
visited cluster. The associated sequence of clusters is represented in yellow. The right panel
shows the results after all the path points are replaced by their medial points, with the associated
BS-field in the background. The green spheres in both images are merging clusters in the first
path and the line segments connecting these merging clusters and their successors are also
displayed.
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Fig. 3.
Skeleton refinement and smoothness: on the left are the results after implementing the
refinement operation on Fig, 2 (right), where generated paths are knotted or folded in the middle
and look like endpoints. On the right are the results after applying refinement and smoothness
to all the Medpaths. Note that no replacement, refinement, and smoothness operations are
implemented on the final points of all Medpaths.
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Fig. 4.
The final results after skeleton connection operations on Fig. 3 (right). The merging clusters
are marked with green spheres and dividing clusters with white voxels. Note that each merging
cluster corresponds to one hole.
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Fig. 5.
Object, skeleton, special cluster, object hole detection, Medpath extraction, and their
relationships to the reference point, (a) Object and skeleton, (b) Special clusters, the cluster
graph, and holes with point 1 as RP. (c) Medpath extraction relative to (b). (d) The situation
after the RP is changed to point 12.
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Fig. 6.
The simplified skeletons marked in blue extracted from a difference area of contours in white
(four in the lower slice and two in upper slice).
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Fig. 7.
Skeletons extracted from a brain MRI data set.
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Fig. 8.
Centerline extracted from a human colon CT data set.
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Fig. 9.
The skeletons of the airway tree extracted from a human lung CT data set.
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Fig. 10.
The finest skeleton of a real human skeleton extracted from a human lung CT data set.
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