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Purpose: The purposes of this study were to validate a discrete spot scanning proton beam nozzle
using the Monte Carlo �MC� code MCNPX and use the MC validated model to investigate the effects
of a low-dose envelope, which surrounds the beam’s central axis, on measurements of integral
depth dose �IDD� profiles.
Methods: An accurate model of the discrete spot scanning beam nozzle from The University of
Texas M. D. Anderson Cancer Center �Houston, Texas� was developed on the basis of blueprints
provided by the manufacturer of the nozzle. The authors performed simulations of single proton
pencil beams of various energies using the standard multiple Coulomb scattering �MCS� algorithm
within the MCNPX source code and a new MCS algorithm, which was implemented in the MCNPX

source code. The MC models were validated by comparing calculated in-air and in-water lateral
profiles and percentage depth dose profiles for single pencil beams with their corresponding mea-
sured values. The models were then further tested by comparing the calculated and measured
three-dimensional �3-D� dose distributions. Finally, an IDD profile was calculated with different
scoring radii to determine the limitations on the use of commercially available plane-parallel ion-
ization chambers to measure IDD.
Results: The distance to agreement, defined as the distance between the nearest positions of two
equivalent distributions with the same value of dose, between measured and simulated ranges was
within 0.13 cm for both MCS algorithms. For low and intermediate pencil beam energies, the MC
simulations using the standard MCS algorithm were in better agreement with measurements. Con-
versely, the new MCS algorithm produced better results for high-energy single pencil beams. The
IDD profile calculated with cylindrical tallies with an area equivalent to the area of the largest
commercially available ionization chamber showed up to 7.8% underestimation of the integral dose
in certain depths of the IDD profile.
Conclusions: The authors conclude that a combination of MCS algorithms is required to accurately
reproduce experimental data of single pencil beams and 3-D dose distributions for the scanning
beam nozzle. In addition, the MC simulations showed that because of the low-dose envelope,
ionization chambers with radii as large as 4.08 cm are insufficient to accurately measure IDD
profiles for a 221.8 MeV pencil beam in the scanning beam nozzle. © 2010 American Association
of Physicists in Medicine. �DOI: 10.1118/1.3476458�
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I. INTRODUCTION

Scanning beam techniques using protons and heavier
charged particles are becoming increasingly popular because
they promise better conformation of dose to the target vol-
ume and no need for collimators and compensators, and
hence lower neutron contamination compared to the passive
scattering beam technique.1–8

The University of Texas M. D. Anderson Cancer Center
Proton Therapy Center, Houston �PTCH� �Houston, Texas�
started treating cancer patients with the discrete spot scan-

9
ning proton beam technique in May 2008. In this technique,
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a narrow proton beam, a so-called “pencil beam,” is scanned
laterally by magnetic steering and modulated in depth by
manipulating the proton’s kinetic energy to deliver a confor-
mal three-dimensional �3-D� dose to the target volume. 3-D
dose distributions are created in a discrete fashion by deliv-
ering the dose spot-by-spot. Thus, a single pencil beam is the
building block for the creation of 3-D dose distributions.
Therefore, for dose calculation purposes, the accuracy of
point doses within a 3-D volume is determined by how pre-
cisely the model predicts the single pencil beam dose distri-
bution. In this work, the longitudinal position or range of the

spot is defined as the point where the integral depth dose
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�IDD� of a pencil beam falls 90% of the Bragg peak dose. Its
location within the target volume is determined by the energy
of the pencil beam and the magnetic field strength of the x
and y steering magnets.

The scanning beam technique has been used clinically by
five other proton and heavier charged-particle treatment fa-
cilities, including the Gesellschaft für Schwerionenforschung
�GSI�, Darmstadt, Germany;10 the Paul Scherrer Institute
�PSI�, Villigen, Switzerland;11 the Rinecker Proton Therapy
Center �RPTC�, Munich, Germany; the Francis H. Burr Pro-
ton Therapy Center at Massachusetts General Hospital
�MGH�, Boston, MA and the Heidelberg Ion-Beam Therapy
Center �HIT�, Heidelberg, Germany. To date, many other
proton or heavier charged-particle radiation therapy centers
worldwide are under construction or are in the planning
stages and many will provide scanning beam capabilities.12

The PTCH uses the Hitachi PROBEAT Delivery System �Hi-
tachi, Ltd., Tokyo, Japan�, which delivers doses on a discrete
spot-by-spot basis. PSI, RPTC, MGH, and HIT also use the
discrete spot scanning technique and the GSI uses the raster
scanning technique.

Dose measurements of scanning pencil beams are chal-
lenging. Researchers at the PSI found that a low-dose enve-
lope extends far beyond the center of the beam. For a single
pencil beam, this dose envelope has a much lower value than
the central axis dose and is therefore difficult to measure
with standard dosimetric equipment. However, when several
pencil beams are scanned over a large volume, the low-dose
envelope contributes significantly to the total dose on the
central axis, which can be precisely measured. Pedroni et
al.13 indirectly assessed the low-dose envelope contribution
in the PSI scanning beam nozzle by measuring the local dose
in the center of flat-concentric-squared frames as function of
depth in water of monoenergetic proton fields. Because of
the low-dose envelope, the point dose measured at the cen-
tral axis depends on the field size �i.e., the number of pencil
beams delivered�; they concluded that in the PSI nozzle, the
low-dose envelope can contribute up to 15% of the total
treatment dose.13 Measurements obtained at the PTCH re-
vealed similar dependencies.14

A Monte Carlo �MC� investigation performed by us indi-
cated that the low-dose envelope in the PTCH scanning
beam line depends on the energy of the beam. For low-
energy pencil beams, the low-dose envelope is mainly due to
particles elastically scattered in the beam line components
and in the water phantom, accounting for up to 10% of cen-
tral axis dose for field sizes larger than 10�10 cm2. Con-
versely, for high-energy pencil beams, the low-dose envelope
is mainly dictated by secondary particles produced by inelas-
tic nuclear interactions in the water phantom, accounting for
up to 13% of central axis doses for field sizes larger than
10�10 cm2.15

The MC technique provides the necessary physics models
to simulate the interaction between radiation and matter.
Multipurpose MC systems, including MCNPX,16

GEANT4,17

and FLUKA �Ref. 18� have the flexibility to allow the user to
use different physics models for a particular interaction. Vali-

dated MC models of proton beam lines have demonstrated
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that these systems are useful for commissioning proton beam
lines,19 configuring and validating treatment planning sys-
tems �TPSs�,20–23 investigating dosimetric effects such as
collimator scattering24,25 and secondary particle
contamination,26–28 planning treatments,29 and designing
new beam lines and beam-modifying devices.20,30–32

Contrary to MC simulations, conventional TPSs use ana-
lytical expressions to model dose deposition. To address the
low-dose envelope in analytical TPSs, developers have used
empirical models based on nozzle-specific experimental13 or
MC data.33

Treatment fields developed with a TPS consist of the su-
perposition of many spots �up to several thousands� to pro-
vide a dose that conforms to the target volume. Because the
small differences in a single pencil beam can add up to sig-
nificant contributions at a point of measurement, the accu-
racy of TPSs ultimately depends on how well single spots are
modeled.

A previous study validated a MC model of the PTCH
scanning beam nozzle using GEANT4; this validation using
GEANT4 focused on the magnetic steering of the beam and
was limited to three pencil beam energies.34 In the current
study, we performed a comprehensive validation of a MC
model of the PTCH scanning beam nozzle using MCNPX,
with emphasis on the low-dose envelope. Our model was
validated for various monoenergetic therapeutic pencil beam
energies and included validation of 15 pristine Bragg peaks,
17 in-air lateral profiles, and 14 in-water lateral profiles. We
assessed the limitations of our MC model by comparing its
results to measurements of typical 3-D clinical dose distribu-
tions, delivered to a water phantom. Finally, we used our MC
model to determine the effect of the low-dose envelope on
the measurements of IDD profiles using standard ionization
chambers.

II. METHODS AND MATERIALS

II.A. Experimental details

Measurements were performed in a MP3 Phantom �type
L981010, PTW-Freiburg, Freiburg, Germany� at a gantry
angle of 0°, with the water surface located at the isocenter
plane. This standard setup was used throughout this study
unless specified otherwise. All measurements were per-
formed in the scanning beam gantry at the PTCH.

Percentage depth dose �PDD� profiles of pencil beams
were measured using an ionization chamber with a
4.08 cm radius�0.2 cm long sensitive cylindrical volume
�type 34070, PTW-Freiburg�. Lateral profiles of pencil
beams were measured with PinPoint ionization chambers
�type 31014 and 31006, PTW-Freiburg�. Note that the ion-
ization chamber type 31006 is discontinued. The new type is
now type 31014, which has the same specifications as type
31006. One ionization chamber was used as the reference
signal �type 31006� and the other was scanned in steps
throughout the lateral profiles. The scanning step sizes were
0.1 cm in the region close to the central axis and 1 cm in the
low-dose envelope region. In each step, the integration time

of charge collection was 4 s. A more detailed description of
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the method used to measure lateral profiles of pencil beams
can be found elsewhere.14 We used the full widths at half
maximum �FWHM�, 1% of the maximum �FW0.01M�, and
0.1% of the maximum �FW0.001M� to quantify the lateral
profiles of the pencil beams. Throughout this study, FWHM,
FW0.01M, and FW0.001M experimental data were repre-
sented with error bars �one standard deviation of the data� of
�0.14, �0.5, and �1 cm, respectively. These uncertainties
were derived from ten repeated measurements of in-air lat-
eral profiles of a 221.8 MeV pencil beam.

We also measured PDD and lateral profiles of various 3-D
dose distributions, which were composed of stacked layers of
quasimonoenergetic square radiation fields. Each energy
layer had appropriate weights to generate uniform dose dis-
tributions. Because the widths of Bragg peaks in the beam
direction are a function of the beam’s energy, different num-
bers of energy layers were required to uniformly cover the
entire volumes in depth. PDD and lateral profiles were mea-
sured in four volumes of different sizes but same lateral ex-
tent of 10�10 cm2, where the number of energy layers and
proximal �dprox, defined as the 90% proximal dose level rela-
tive to the Bragg peak dose� and distal �ddis, defined as the
90% distal dose level relative to the Bragg peak dose� depths
of each volume is given in Table I. Together, uniform dose
distributions in these volumes required the use of all 94 en-
ergies available at the PTCH. At the isocenter plane, these
fields used 0.5 cm of lateral spacing between the centers of
adjacent spots. Each energy layer encompassed 441 spots.
The lateral profiles were measured using PinPoint ionization
chambers or Gafchromic EBT film �International Specialty
Products, Wayne, NJ� in a plane located at the center be-
tween the proximal and distal edges of the volumes. PDD
profiles were measured on the central axis using a Markus
ionization chamber �type 34045, PTW-Freiburg� and PDD
profile data were normalized at the center position between
the proximal and distal edges of the dose volumes.

II.B. MC model

II.B.1. MC system and transport parameters

The MC system used in this work was MCNPX version
2.7a. The following particles were transported: Protons, neu-

TABLE I. Fields used to create the 3-D dose distributions used in this study.
The lateral extent of the fields was 10�10 cm2 and the lateral spacing
between the centers of adjacent spots at the isocenter plane was 0.5 cm.
dprox: Location of the 90% proximal dose level relative to the Bragg peak
dose; ddis: Location of the 90% distal dose level relative to the Bragg peak
dose; Eprox: Lowest pencil beam energy; and Edis: Highest pencil beam en-
ergy.

Field Energy layers
dprox

�cm�
ddis

�cm�
Eprox

�MeV�
Edis

�MeV�

F1 36 4.0 8.1 72.5 105.2
F2 19 8.1 12.1 105.2 131.0
F3 29 10.5 20.5 121.2 176.2
F4 19 20.5 30.6 176.2 221.8
trons, deuterons, tritons, helium-3 ions, alpha particles,
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heavy ions, pions, electrons, positrons, and photons. The cut-
off energies were 1 MeV for hadrons and 1 keV for elec-
trons, positrons, and photons. As soon as a particle reached
the cutoff energy, the transport simulation was terminated
and all its remaining kinetic energy was deposited locally.
These cutoff energies are justified because 1 MeV protons,
which are the most relevant particles in our study, have a
residual range in water of approximately 25 �m. Electrons
of 1 keV have a residual range in water of approximately
0.1 �m. Thus, because our study is in the millimeter scale,
these cutoff energies did not affect the results except that the
computation time was decreased.

Multiple Coulomb scattering �MCS� was treated with two
algorithms: �i� The MCS algorithm that is implemented in
the standard version of MCNPX,35 which we refer as “standard
MCS algorithm,” and �ii� a MCS algorithm that incorporates
large-angle single scattering events of Molière’s theory,36,37

which we refer as “new MCS algorithm.” The standard MCS
algorithm considers only small angular deflections and ne-
glects higher order terms of Molière’s theory.35,38,39 The di-
rection of the particle after each step is sampled from a
Gaussian distribution with standard deviation given by the
scattering angle32,36,37

�0 =
15 MeV

�cp
Z���

X0
, �1�

where � is the speed of the particle relative to the speed of
light c, p is the momentum of the particle, � is the mass
density of the medium, � is the step size of the particle, and
X0 is the radiation length.

The new MCS algorithm was implemented in the source
code of MCNPX, and the code was recompiled to produce the
in-house version 2.7a_mcs that was used in this study. The
new MCS algorithm was developed by Kuhn and
Dodge32,36,37 and has previously been implemented in to the
MCNPX source code and tested by Stankovskiy et al.32,36,37

Details of the implementation of the new MCS algorithm and
further discussions can be found in the referred publications.
For completeness, we summarize the main features of the
new MCS algorithm. In the new MCS algorithm the direc-
tion of the particle is sampled from a Gaussian with
Rutherford-like tail distribution. Molière’s theory is valid if
the true path length �t of the particle is in the interval

e ·
1.167�a

2�pv�2Ā

4	NA
2��c�2zp
2��i f iZi�Zi + 1��

� �t

�
�pv�2Ā

4	NA
2��c�2zp
2��i f iZi�Zi + 1�� · B

, �2�

where e is the base of the natural logarithm, �a is the screen-

ing angle, v is the velocity of the primary particle, Ā is the
mean atomic weight of the material, NA is the Avogadro’s
number, 
 is the fine structure constant, � is Planck’s con-
stant divided by 2	, zp is the charge of the primary particle,
f i and Zi are the fraction and charge of isotope i in the ma-

terial, respectively, and B is a scaling parameter sometimes
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called the reduced target thickness, interpreted as the effec-
tive number of collisions in the scattering medium. Detailed
definitions and expressions of B and �a can be found
elsewhere.40–42

If �t is in the interval given by Eq. �2� and ��2�0 the
direction of the particle after each step is sampled from a
Gaussian distribution with standard deviation,

� = �0�ln� 1 − 0.827/B
1 − 0.827/B − �

� , �3�

where � is a random number that satisfies the condition �=
�1−0.827 /B, �0=�c

�B−1.25, and �c is the characteristic
angle.40–42 In case �t is smaller than the lower boundary of
Eq. �2�, then the standard MCS algorithm of MCNPX is used
�Eq. �1��. If �t is larger than the upper boundary of Eq. �2�,
then the direction of the particle after each step is sampled
from a Rutherford-like tail distribution with

� = 2 arcsin� �c sin��0/�2�
��c

2 − 4�� sin2��0/�2�
� , �4�

where �� is a random number defined as ��= P�	�−�. P�	�
is the total probability of a particle scattering in an angle
between 0 and 	 and is given by

P�	� = 1 − 0.827/B +
�c

2

4 � 1

sin2��0/�2�
− 1� . �5�

The new MCS algorithm is valid for targets thicker than
1 �m.32,36,37

The Vavilov model43 for charged-particle energy strag-
gling was used. Inelastic nuclear interactions were treated
with the default option of MCNPX, which includes the pre-
equilibrium model after Bertini intranuclear cascade
treatment.44,45

II.B.2. Geometry

An accurate model of the PTCH discrete spot scanning
beam nozzle was implemented using the MC system MCNPX

version 2.7a_mcs, according to the blueprints provided by
Hitachi, Ltd. �Tokyo, Japan�, the manufacturer of the syn-
chrotron and beam delivery system. The model contained a
beam pipe titanium vacuum window, a beam profile monitor
that consisted of a multiwire ionization chamber, a helium
drift chamber, two plane-parallel ionization chambers �main
and subdose monitors�, and a spot-position monitor that also
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consisted of a multiwire ionization chamber. This was the
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same model used by Peterson et al.34 and Sawakuchi et al.,15

except that Peterson et al.34 also modeled the steering mag-
nets in their GEANT4 implementation. The details of the de-
sign of each component are the property of Hitachi, Ltd. and
cannot be disclosed here. A water phantom was located with
its upstream surface at the isocenter plane, 324 cm down-
stream of the vacuum window of the beam pipe �see Fig. 1�.
For in-air simulations, an air phantom was used. The origin
of our coordinate system is represented in Fig. 1.

II.B.3. Particle source

The PTCH proton beam is extracted from a synchrotron
accelerator, which is capable of accelerating protons with 94
different energies from 72.5 up to 221.8 MeV. Each of the
beam energies defines a proton source with certain angular,
spatial, and energy distributions on the upstream surface of
the titanium vacuum window. Experimentally determining
all 94 proton sources’ input parameters for the MC model
would be too cumbersome and impractical because it would
require disassembling the nozzle, which would interrupt
clinical activities. Thus, we used measure in-air lateral pro-
files for a subset of eight energies and information provided
by the manufacturer of the synchrotron to establish input
parameters for the 94 sources by interpolation. This interpo-
lation method is justified because course measurements, per-
formed by the manufacture of the accelerator, showed a
smooth change in the size of the pencil beam �at the FWHM
level� as function of energy.

The initial proton beam energy was modeled using a
Gaussian distribution. The FWHM of the Gaussian distribu-
tion was 0.25% of the beam’s nominal energy. This value
was provided by the manufacturer of the accelerator and was
evaluated based on beam size measurements in the beam
transport line.

Because of the long drift space of 324 cm that protons
travel along the nozzle, from the titanium vacuum window to
the isocenter plane, the angular divergence of the proton
source is a critical parameter. It is reasonable to assume that
the angular divergence introduced by MCS scattering of the
primary beam in the titanium vacuum window is much larger
than that of the source upstream of the titanium vacuum
window. Therefore, we modeled the source upstream of the
vacuum window without angular divergence. By assuming a
parallel source just upstream of the vacuum window and that
scattering in the vacuum window was the main component of

7-/51+ FIG. 1. Components of the PTCH proton scanning
beam nozzle. The x and y magnets were not used in the
MC model described in this study. The beam direction
was parallel to the z axis, propagating from positive to
negative z axis values. For simulations in water, the
position in the beam direction was specified in terms of
depth d in the water phantom.
-5%$ <

"

the angular divergence of the beam downstream of the
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vacuum window, we reduced the number of source param-
eters to be adjusted in our model from four �angular and
spatial distributions in x and y� to two �spatial distributions
in x and y�.

The proton source’s spatial extent was modeled using two
orthogonal 1-D Gaussian distributions in the x and y direc-
tions. For each of the eight energies, we adjusted the dimen-
sions of the source so that the simulated and measured in-air
lateral profiles at the isocenter plane and in different posi-
tions downstream and upstream of the isocenter plane
matched. We then interpolated the data to determine the di-
mensions of the sources for the remaining energies. Figure 2
shows the FWHM of the x and y spatial Gaussian distribu-
tions of the model sources for our MC simulation with the
new MCS algorithm. We also illustrated in Fig. 2 the eight
pencil beam energies that we used to adjust the dimensions
of the source. The MC model using the standard MCS algo-
rithm required different source parameters to reproduce in-
air lateral profile experimental data. Note that the dimensions
of the sources used in our MC simulations are free param-
eters and may not represent the true proton sources. The use
of the sources as free parameters is justified because of large
uncertainties in our knowledge of the sources and additional
uncertainties introduced by the MCS algorithms.

II.B.4. 3-D dose distributions

The MC models were tested for various 3-D dose distri-
butions consisting of numerous energy layers, as described
above. Two files provide the accelerator control system in-
structions to deliver the spots. These instructions included
the energy, weights, and x and y coordinates �in the isocenter
coordinate system� of each pencil beam. For pencil beams
displaced from the central axis, the strength of the x and y
magnetic fields were set to steer the pencil beams accord-
ingly. MCNPX is not capable of transporting particles in mag-
netic fields; thus, to simulate the delivery of 3-D dose distri-
butions, we used our MC model to obtain the phase space of
the pencil beams at the central axis on a virtual surface lo-
cated at z=253 cm upstream of the isocenter plane, which is
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FIG. 2. FWHM of Gaussian distributions used to simulate the spatial distri-
bution of the proton sources using the new MCS algorithm. The full and
dashed lines represent the x and y FWHM, respectively. The dotted lines
represent the pencil beam energies used to adjust the size of the sources.
at the center between the two magnets. This single focal
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model is an approximation justified by the convenience to
implement it in our MC code, compared to a double focal
model. We then used the x and y coordinates available in the
beam parameter files to determine the deflection angles of
each pencil beam. Finally, we used the translation card pro-
vided by MCNPX to rotate the surface of the single-beam
phase space so that the beams would be deflected to the x
and y coordinates at the isocenter plane, as defined by the
beam parameter files. Based on the weights of each pencil
beam in a given x and y coordinate, we established a prob-
ability distribution of the translation cards to simulate many
pencil beams within one energy layer in one run. To simulate
entire 3-D dose distributions, the same process was repeated
for all energy layers and the results were combined with the
appropriated weights.

II.B.5. Tallies

Cylindrical energy deposition tallies of radius 4.08 cm
and thickness 0.1 cm were used to score PDD profiles of
pencil beams in water. The tallies were located such that
their central axes coincided with the z axis �beam axis�, from
z=0 cm to z=−35 cm �depth of 35 cm in the water phan-
tom�. To score in-air and in-water lateral profiles of pencil
beams, we used cuboid energy deposition tallies of 0.1
�0.5�1 and 0.1�0.5�0.1 cm3 resolutions, respectively.
Central axis PDD and lateral profiles of 3-D dose distribu-
tions were scored with cylindrical energy deposition tallies
of radius 0.25 cm, thickness 0.1 cm, and cuboid energy depo-
sition tallies of 0.1�0.5�0.1 cm3 resolutions, respectively.
The sizes of the tallies were selected to match the sensitive
area of the ionization chambers used in the measurements as
closely as possible.

For pencil beam simulations, the statistical uncertainties
in the simulated PDD profiles were below 0.03% up to the
10% dose location in the distal fall-off region of the Bragg
peak. For lateral profiles, the statistical uncertainties at
FWHM, FW0.01M, and FW0.001M were below 0.4%,
2.8%, and 7.0%, respectively. The statistical uncertainties of
energy deposition on the central axis for the 3-D dose distri-
butions simulations were below 0.1% in each energy layer.

To study low doses far from the center of the beam, we
used a variance reduction technique called importance sam-
pling in the water phantom volume. The implementation of
this technique was thoroughly tested in a previous study by
us where we compared the results obtained with and without
the technique. We concluded that importance sampling in the
water phantom did not affect the results15 except that statis-
tical uncertainties were reduced. Energy deposition was
scored in units of energy per volume per source particle
�MeV cm−3 p−1� but we represented the results relative to a
reference value, thus the units cancelled out.

II.B.6. IDD profiles

We used the MC model with the new MCS algorithm to
investigate the effect of the low-dose envelope on measure-
ments of IDD profiles of a 221.8 MeV pencil beam. The IDD

profiles were scored using �i� cylindrical tallies that repro-
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duce the sensitive area of the largest commercially available
ionization chamber, which has a radius of 4.08 cm; �ii� cy-
lindrical tallies with radius of 10 cm; and �iii� large cuboid
tallies with 40�40�0.1 cm3 resolution to assure that all the
contribution of the low-dose envelope was scored.

III. RESULTS

III.A. Pencil beam PDD profiles

Figure 3�a� shows the comparison between measured and
simulated PDD profiles for pencil beams with energies rang-
ing from 72.5 to 221.8 MeV. The circles and solid lines rep-
resent measured and simulated data, respectively. Figure 3�b�
shows the range as a function of pencil beam energy. For
low-energy and intermediate-energy pencil beams the dis-
tance to agreement �DTA�, defined as the distance between
the nearest positions of two equivalent distributions with the
same value of dose, between measured and simulated ranges
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was within the experimental uncertainties ��0.07 cm�. For
pencil beams with energies higher than 159.5 MeV, the DTA
was larger than the experimental uncertainties. However, the
largest DTA was 0.13 cm. The MC data shown in Fig. 3 were
obtained using the new MCS algorithm. Simulations per-
formed with the standard MCS algorithm produced similar
results.

III.B. Pencil beam in-air lateral profiles

Figure 4�a� shows in-air half-lateral x profiles at the iso-
center plane of pencil beams for the lowest �72.5 MeV�, an
intermediate �148.8 MeV�, and the highest �221.8 MeV�
available energies �y lateral profiles showed similar results
and are not shown�. To quantify the agreement between mea-
sured and simulated data, we determined the FWHM,
FW0.01M, and FW0.001M as functions of the pencil beam’s
energy �Fig. 4�b��. Table II summarizes the differences
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�Meas.-MC� between measured and simulated FWHM,
FW0.01M and FW0.001M data. Note that the proton sources
were adjusted so that simulated in-air lateral profiles repro-
duced experimental data. Thus, a good agreement between
measured and simulated in-air lateral profile data is expected.

We compared the measured and simulated lateral profiles
of pencil beams at various positions z downstream and up-
stream of the isocenter plane for three different energies. We
observed that measured and simulated FWHM data �Fig.
5�a�� agreed within the experimental uncertainties for both
standard and new MCS algorithms. However, the standard
MCS algorithm produced better overall agreement than the
new MCS algorithm for the FW0.01M �Fig. 5�b�� and
FW0.001M �Fig. 5�c��. Table III summarizes the differences
between measured and simulated data.

TABLE II. Differences between measure and simulat
profiles at the isocenter plane.

Width and energy
Meas.-M

FWHM
FW0.01M, E�105.8 MeV
FW0.01M, E�105.8 MeV
FW0.001M, E�105.8 MeV
FW0.001M, E�105.8 MeV
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III.C. Pencil beam in-water lateral profiles as a
function of depth

Figure 6 shows FWHM, FW0.01M, and FW0.001M as a
function of depth in water for three energies. Table IV sum-
marizes the differences between measured and simulated
data. The MC model with the standard MCS algorithm pro-
duced better results for the 72.5 and 148.8 MeV lateral pro-
files as a function of depth. Conversely, the MC model with
the new MCS algorithm produced better results for the 221.8
MeV lateral profiles as a function of depth.

III.D. In-water 3-D dose distributions

Figure 7 shows PDD profiles at the central axis. For both
the standard and new MCS algorithms, the percentage devia-
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and FW0.001M of pencil beams at po-
sitions z upstream and downstream of
the isocenter plane for 72.5 MeV �z
=19.5, 0.0, �3.7, and �19.5 cm�,
148.8 MeV �z=19.5, 0.0, and �19.5
cm�, and 221.8 MeV �z=19.5, 0.0,
�12.5, and �19.5 cm�. The circles
and lines represent measured and
simulated data, respectively.
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tion between measured and simulated data at the spread-out
Bragg peak region was less than 3%, and the DTA in the
distal fall-off region was within 0.05 cm.

Figure 8 shows the lateral profiles at the center of the 3-D
dose distributions. Differences between measured and simu-
lated data at the FWHM dose level were within 0.1 cm for
both standard and new MCS algorithms.

III.E. Pencil beam IDD profiles

Figure 9 shows simulated IDD profiles for a 221.8 MeV
pencil beam. Note that the cylindrical tallies of 4.08 cm ra-
dius underestimate IDD profiles up to 7.8% in certain re-
gions of the Bragg curve for a 221.8 MeV pencil beam.
Simulations with tallies of 10 cm radius showed that IDD
profiles are underestimated by up to 1.4%. In Fig. 9, we also
included measurements using an ionization chamber with
4.08 cm radius to show the agreement with the simulations.
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TABLE III. Differences between measured and simula
profiles at positions z downstream and upstream of th
data represented in Fig. 5. See caption of Fig. 5 for

Energy
�MeV�

Meas.-MC �standard MCS�
�cm�

FWHM FW0.01M FW0.

72.5 �0.10 �0.7 �0
148.8 �0.03 �0.5 �0
221.8 �0.06 �0.19 �1
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These measurements were normalized to the simulations re-
sults with tallies of 4.08 cm radius at a depth of 2.2 cm.

IV. DISCUSSION

We have validated MCNPX models of the PTCH spot scan-
ning beam nozzle. We showed that our models accurately
reproduce experimental data. However, we emphasize that
the spatial distribution and angular divergence of the proton
sources were free parameters in our MC models. They were
adjusted so that our simulated in-air lateral profiles coincided
with the measured ones. The use of the sources as free pa-
rameters was necessary because we lacked experimental data
on the phase space of the proton beams at the nozzle en-
trance. Considering that our accelerator provides 94 different
energies, measuring these parameters for all energies would
be a major undertaking, which would require access to the
beam line pipe and interruption of clinical activities. Thus,
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FIG. 6. �a� FWHM, �b� FW0.01M, and
�c� FW0.001M for in-water lateral
profiles of single pencil beams as a
function of depth. The circles and lines
represent measured and simulated
data, respectively. For 148.8 MeV, the
isocenter plane was at a depth of 20
cm in the water phantom, and for 72.5
and 221.8 MeV, the surface of the wa-
ter phantom was located at the iso-
center plane.
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the proton sources used in the simulations may not represent
the true proton sources. This is a limitation of our MC
model.

We observed that for in-water lateral profiles of single
pencil beams, the results of the standard MCS algorithm for
the energies 72.5 and 148.8 MeV were in better agreement
with experimental data than the results from the simulations
with the new MCS algorithm. For the 221.8 MeV pencil
beam, the in-water lateral profiles were in better agreement
with the experimental data for the new MCS algorithm than
for the standard one. Note that for high-energy beams, the
simulations of in-air lateral profiles with both MCS algo-
rithms well agreed with experimental data. However, when
the high-energy beams were propagated in water, the stan-
dard MCS algorithm overestimated the width of the FWHM
for lateral profiles at depths close to the Bragg peak. This
overestimation is because the standard MCS algorithm has
been shown to overestimate the scattering angle.37

An extensive validation of the new MCS algorithm has
not been performed yet for the energies and materials rel-
evant to proton therapy. Investigations of the effect of the
step length on the scattering angle distribution and validation
of scattering angles for simple target experiments in the
therapeutic proton energies would be important to test the
validity of this model. Indeed, we observed that both MCS
algorithms �standard and new� failed to predict a different
configuration of the nozzle in which energy absorbers were

TABLE IV. Differences between measured and simu
lateral profiles at five depths for 72.5 and 148.8 MeV
beam. The differences were obtained from the data r

Energy �MeV�

Meas.-MC �standard MC
�cm�

FWHM FW0.01M FW

72.5 �0.10 �1.7
148.8 �0.05 �0.31
221.8 �0.15 �0.24
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FIG. 7. PDD profiles of 3-D dose distributions with 10�10 cm2 field sizes.
The fields F1, F2, F3, and F4 used to create the dose distributions are given
in Table I. The circles and lines represent measured and simulated data,
respectively. The PDD profiles are normalized to the dose at the middle of

the spread-out Bragg peak DSOBP.
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in the path of the beam, upstream of the isocenter plane. In
this situation, different sources were required to reproduce
measured in-air lateral profile data of single pencil beams.
Thus, the unknown parameters �proton sources� and inaccu-
racy of the MCS algorithms may limit the predictive power
of our model. Thus, phase-space experimental data of the
proton sources would be valuable to tune the MCS algo-
rithms and therefore improve the predictive power of our
MC model to cases beyond the limited cases presented in
this work.

We have shown that the results obtained with both MCS
algorithms were in agreement with experimental data of
PDD and relative lateral profiles for 3-D dose distributions.
However, the dose distributions that were presented in this
work were limited to a single field size of 10�10 cm2. Dif-
ferences in the predictions of the MCS algorithms will be
shown in a field size dependence study. In a different
publication,15 we have investigated the field size dependence
in the PTCH scanning beam nozzle using the MCS algo-
rithms presented in this work. Our previous findings support
the findings of this study in which the standard MCS algo-
rithm produces better results for low and intermediate-energy
pencil beams and the new MCS algorithm produces better
results for high-energy pencil beams. Overall, the combina-

FWHM, FW0.01M, and FW0.001M for in-water
il beams and seven depths for the 221.8 MeV pencil
ented in Fig. 6.
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tion of the two MCS algorithms predicted the field size de-
pendence within the experimental uncertainties.15

We used our MC model to determine the effect of the
low-dose envelope on measurements of IDD profiles using
standard ionization chambers. IDD profiles are input data
required to configure analytical models of the proton beam in
TPSs. It is difficult to accurately measure IDD profiles with
standard dosimetric equipment because they may not be
large enough to include the contribution of the low-dose en-
velope. We performed simulations with tallies that were of
the same size as the sensitive area of the largest ionization
chamber commercially available and observed that in the
PTCH scanning beam nozzle, ionization chambers with a
radius of 4.08 cm would underestimate IDD profiles up to
7.8% in certain regions of the Bragg curve for a 221.8 MeV
pencil beam. Even detectors with a radius as large as 10 cm
would underestimate the IDD profiles by up to 1.4%. This
finding demonstrates the importance of using validated MC
simulations to provide input data for analytical semiempir-
ical dose calculation algorithms used by conventional TPSs.

V. CONCLUSIONS

In this study, we implemented the PTCH discrete spot
scanning nozzle in the MC code MCNPX. We used the MCS
algorithm from the standard version of MCNPX and a new
MCS algorithm based on the work of Stankovskiy et al.32,37

We validated our simulations using measured PDD profiles
and in-air and in-water lateral profiles of single pencil beams.
We then tested our MC models using clinically relevant dose
distributions. For low-energy and intermediate-energy pencil
beams, the standard MCS algorithm provided more accurate
results. Conversely, for high-energy pencil beams, we ob-
tained more accurate results using the new MCS algorithm.
Using our validated MC models, we showed that the finite
size of detectors underestimated up to 7.8% of the IDD pro-
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FIG. 9. Energy deposition per particle as a function of depth in water simu-
lated using the new MCS algorithm for the 221.8 MeV pencil beam. The
solid, dashed, and dotted lines represent the integral energy deposition and
the energy deposition in cylindrical tallies with radii 4.08 and 10 cm, re-
spectively. The circles represent measurements using a commercially avail-
able ionization chamber with radius 4.08 cm. The inset represents the per-
centage deviation between the integral energy deposition and the energy
deposition in the cylindrical tallies with radii 4.08 and 10 cm, respectively.
file at certain depths for the 221.8 MeV beam of the PTCH
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scanning nozzle. This finding emphasizes the usefulness and
justifies the application of validated MC calculations to
guide the configuration of proton beams in TPSs. The pencil
beam IDD profile data produced by the validated MC models
presented in this work were used for configuration of proton
beams in our clinically used TPS.

There is still room for improvement in our MC models,
including improved modeling of the proton sources and pos-
sibly better MCS algorithms. Use of the full capability of the
scanning beam technique will be possible only with careful
dosimetric characterization of the beam and a better under-
standing of the causes of the low-dose envelope.
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