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Abstract
The auditory cortex is known to be a necessary neural structure for the perception of acoustic
signals, particularly the spatial location and the temporal features of complex auditory stimuli.
Previous studies have indicated that there is no topographic map of acoustic space in the auditory
cortex and it has been proposed that spatial locations are represented by some sort of population
code. Additionally, in spite of temporal processing deficits being one of the hallmark
consequences of normal aging, the temporal coding of acoustic stimuli remains poorly understood.
This report will address these two issues by discussing the results from several studies describing
responses of single auditory cortical neurons in the non-human primate. First, we will review
studies that have addressed potential spike-rate population codes of acoustic space in the caudal
belt of auditory cortex. Second, we will present new data on the neuronal responses to gap stimuli
in aged monkeys and compare them to published reports of gap detection thresholds. Together
these studies indicate that the alert macaque monkey is an excellent model system to study both
spatial and temporal processing in the auditory cortex at the single neuron level.
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Introduction
The mammalian auditory cortex is a critical neural structure for the perception of acoustic
stimuli. Auditory perceptions include determining where the sound is located in space and
what the stimulus is based on the spectral and temporal properties of the sounds. Lesion
studies in a variety of mammals have shown that while the cerebral cortex is crucial for the
percepts, it may not be necessary to process the information in a manner necessary to elicit
an involuntary behavior. For example, auditory cortical lesions result in a severe deficit in
the ability to perceive the location of a sound in contralesional space (e.g. Heffner and
Heffner, 1990), but animals can still reflexively orient to the sound (e.g. Beitel and Kaas,
1993). Thus, while non-cortical areas can process acoustic space information, the cerebral
cortex is necessary for the perception of the spatial location of acoustic stimuli.
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The perception of an acoustic stimulus also depends on the spectral and temporal properties
of the stimulus. Normal aging is known to have dramatic effects on the central mechanisms
of hearing, particularly in the temporal domain (e.g. Frisina and Frisina, 1997; Gordon-
Salant and Fitzgibbons, 1993, 2001). These temporal processing deficits lead to a disruption
of the ability to process complex sounds, such as human speech. Consequently, aged
individuals suffer speech processing deficits, especially under natural noisy listening
conditions. Again, the auditory cortex is known to be critical in this perceptual function, yet
very little is understood about how natural aging affects the temporal response properties of
cortical neurons.

This report will review these two different aspects of auditory cortical function, spatial and
temporal processing, based on studies in alert macaque monkeys. The macaque monkey and
human auditory cortex are functionally organized in a homologous fashion (Hackett et al.,
2001) and are divided into three principal divisions consisting of core, belt and parabelt
areas. We will describe the spatial and temporal response properties of three of these areas,
the primary auditory cortex of the core (A1) and the caudolateral (CL) and caudomedial
(CM) fields of the belt (see Figure 1). We will explore response properties of neurons in
these areas both at the single neuron level as well as across the population of neurons within
each field in an attempt to account for potential neural codes for these perceptions.

The Cortical Representation of Acoustic Space
Studies over the course of the past few decades have sought to understand how the auditory
cortex could potentially encode acoustic space. In contrast to the primary visual and
somatosensory systems, in which there are topographic representations of the sensory
epithelium (retinotopy and somatotopy), early studies in anesthetized cats clearly showed
that there is no topographic representation of acoustic space in the primary auditory cortex
(e.g. Middlebrooks and Pettigrew, 1980; Imig et al., 1990; Rajan et al., 1990a,b). This is
because, unlike vision and touch, the neural representation of the spatial location of a sound
is not based on the activity at a particular location on the sensory epithelium. Rather,
acoustic space must be computed by the nervous system. This computation is based on
interaural timing and intensity cues, which are used to localize stimuli in the horizontal
plane (azimuth). These cues are generated by the distance between the two ears and the
shadowing of the sound by the head and body. Spectral cues also contribute to horizontal
localization, but are more important in localizing sounds in elevation. Such cues are based
on the interactions of the sounds with the body, head and especially the pinna (see Blauert,
1997).

Many previous studies have approached the problem of how acoustic space is represented in
the cortex by asking how well individual auditory cortical neurons are tuned to spatial
location. In general, the findings are that individual neurons have very large spatial receptive
fields, where many have some level of response to the same sound regardless of the spatial
location. Often times each cell is tested at one or more stimulus intensities that are based on
the threshold of that particular neuron, so it becomes difficult to address how the population
of neurons responds at a particular stimulus intensity. This also makes it difficult to correlate
the spatial tuning of the neurons with sound localization acuity. These technical details have
made it extremely challenging to appreciate potential neural codes of acoustic space.

One way around these technical issues is to record the responses of single neurons in alert
animals to a particular stimulus and then compare them to the sound localization
performance for that stimulus. This has been tackled in our laboratory in a pair of studies in
macaque monkeys, the first targeted localization in both azimuth and elevation in frontal
space as a function of the stimulus spectrum, and the second targeted localization in
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horizontal space as a function of stimulus intensity. Although several cortical fields were
tested, for the purposes of this paper we will concentrate on the responses of neurons in one
core (A1) and two belt (CM and CL) fields. These caudal areas have been implicated in the
putative pathway that is involved in processing spatial information (see Rauschecker et al.,
1995, 1997; Rauschecker and Tian, 2004; Tian et al., 2001; Tian and Rauschecker 2004;
Kaas and Hackett, 2000; Romanski et al., 1999).

In the first study, the activity of single neurons was recorded in A1 and CM in animals that
were actively localizing sounds across 30 degrees of frontal space (Recanzone et al., 2000b).
The recording sites reported in that study almost certainly included neurons in CL, but these
were not differentiated from those that were in area CM. Typical responses to a broadband
stimulus are shown in Figure 2, where there is clear spatial tuning in both azimuth and
elevation in contralateral space based on the firing rate of the cell. For approximately 80%
of neurons, the firing rate was statistically significantly correlated with the spatial location
of either a tone or noise stimulus (spatially sensitive neurons), however, there was little
variation in the response as a function of the elevation of tonal stimuli, consistent with the
difficulty in localizing tones in this plane (see Blauert, 1997). These changes in the firing
rates of cortical neurons as a function of spatial location were consistent with the behavioral
thresholds measured in the same monkeys. The monkeys were trained to release a lever
when they detected a change in the location of a sequentially presented stimulus from
directly ahead to a different location from 5 to 30 degrees in eccentricity along the vertical
or horizontal plane. Stimuli included broadband noise, one-octave band-passed noise and
tones. One key advantage of this study is that the same stimuli were used in the behavioral
studies as well as the physiological studies, regardless of the threshold and best frequency of
the tested neuron. At the level of the individual neuron, there was no correlation between
behavioral thresholds and neural activity. In order to determine if the population of cortical
neurons contained sufficient information to account for the behavioral thresholds, the
response of each spatially sensitive neuron was first normalized to the peak firing rate for
that neuron. Neurons recorded under the different stimulus conditions were then pooled
together and the variance in this pooled response was used to calculate how much spatial
separation was necessary for an ideal observer to determine whether the stimuli came from
straight ahead or from a different location in either azimuth or elevation for the broadband
noise and each of the band-passed and tonal stimuli. This is precisely what the monkeys
were trained to do, and the results of this analysis comparing the behaviorally measured
thresholds to those predicted by the pooled neural response are shown in Figure 3. Neurons
from CM, in contrast to those in A1, were much more accurate at discriminating spatially
disparate stimuli. This was true not only of locations in azimuth but also locations in
elevation, and across the different frequencies and spectral bandwidths, giving rise to the
relatively small error bars. These data support the notion that population coding of neurons
in the caudal regions of the auditory cortex can accurately encode spatial location.

The second study was similar in concept but was designed to ask if population coding could
also account for spatial localization as a function of stimulus intensity (Woods et al., 2006).
Previous studies in humans (Altshuler and Comalli, 1975; Comalli and Altshuler, 1976; Su
and Recanzone, 2001; Sabin et al., 2005) as well as macaque monkeys (Recanzone and
Beckerman, 2004) had shown that sound localization performance is degraded near the
detection threshold but is maintained across a broad intensity range. However, the firing
rates of single neurons can be quite varied over this same range of stimulus intensity, and it
remains unclear if a mismatch between firing rates and behavioral performance would
remain across the population of active neurons. To address this issue, the responses of single
neurons were recorded across the core region A1 as well as both CM and CL to stimuli near
and well above localization thresholds. Typical neuronal responses for a single intensity are
shown in Figure 4, where there is a clear increase in the firing rate in contralateral space
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compared to ipsilateral space. What is not clear from this figure, however, is that there was a
great deal of individual variability across neurons in all three cortical fields. For example,
neurons could have their sharpest spatial tuning for any of the four different stimulus
intensities, but usually the highest intensity stimulus elicited the greatest response. The
neuronal population showed both a variety of best directions and best intensities, but there
was no evidence for any kind of topographic or modular organization. What was clear,
however, is that neurons in the caudal belt areas did have sharper spatial tuning than those
from A1 at all stimulus intensities tested.

In order to compare these neuronal responses to the ability to localize sounds, localization
estimates based on neuronal firing rates were compared to behavioral data obtained from
human subjects. This inter-species comparison was necessary as it is technically extremely
difficult to train head-restrained monkeys to localize sounds outside of their visual range.
However, comparisons between human and monkey subjects when localizing acoustically
simple sounds such as these, especially when performed using the same stimuli from the
same speakers and equivalent behavioral responses, show that the two species have the same
thresholds (e.g. see Recanzone et al., 1998, 2000b;Su and Recanzone 2001;Recanzone and
Beckerman, 2004). In this task, the same broadband noise stimuli at the same intensities
were presented from the same experimental apparatus and the subjects were asked to
identify from which speaker the sound came from. A typical example is shown in Figure 5,
where the proportion of responses are shown as the size of the circle, with errors for a
particular location shown in the vertical direction. Sound localization performance was quite
good at the highest intensities (no difference between 75 and 55 dB SPL; p > 0.05; see
Miller and Recanzone, 2009), but was progressively worse at 35 (p < 0.01) and 25 dB SPL
(p < 0.01 vs. 35 dB SPL).

In order to determine whether the firing rates of populations of cortical neurons could
account for this sound localization performance, a logarithmic maximum likelihood
estimator model was applied to these neural data (Miller and Recanzone, 2009). This model
had previously been shown to be a good predictor of direction of motion discrimination
based on the responses of area MT neurons (Jazayeri and Movshon, 2006). Each neuron was
assigned to one of 16 different sub-populations depending on the stimulus location that
elicited the peak firing rate. The responses of single neurons across these sub-populations
were randomly sampled to determine how well a winner-take-all model could predict the
actual stimulus location. This model has the advantages in that it takes into account the
variance in the single trial responses, and that the estimate is based on a single value, i.e.
there is no arbitrarily set threshold. Additionally, these estimates could be assigned an error
value identical to the psychophysical data and therefore the two datasets could be directly
compared.

When this was model was applied, the estimates for ipsilateral locations were very poor and
for contralateral locations quite accurate, consistent with the hemisphere-specific effects of
unilateral lesions (Heffner and Heffner, 1990; Jenkins and Merzenich, 1984). However, the
model was less accurate than expected for midline locations, which could be due to either
under-sampling of neurons or compensation of sound location encoding by both
hemispheres (see Miller and Recanzone, 2009). The second finding was that the model
accuracy differed between cortical areas. Modeled data from CL neurons were not different
from the human psychophysical data in contralateral space, whereas errors from A1 neurons
were greater than the human estimates (Figure 6). This indicates that the firing rates from
the population of cortical neurons recorded in CL contain enough information to account for
sound localization performance.
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The representation of acoustic space based on a population code, while suspected for some
time, had yet to be revealed in a plausible form across locations, intensities, and/or
bandwidths (Eisenman, 1974; Recanzone et al., 2000b; Furukawa et al., 2000; Mrsic-Flogel
et al., 2005; Stecker et al., 2005; Werner-Reiss and Groh, 2009). In the population firing rate
model proposed herein, one could envision that each station along the cortical hierarchy acts
as an estimator. Here, CL extracts information from A1 and other inputs and uses it to
generate a code dominated by firing rate for spatial tuning and thereby generates the
necessary information to account for sound location perception. This information is then
passed along to the next level in the cortical hierarchy for further processing.

Effects of Natural Aging on Temporal Processing
Natural aging results in two common forms of age-related hearing deficits. The first is an
audiometric hearing loss, where detection thresholds for different frequencies are increased
(see Wiley et al., 1998; Mazelová et al., 2003). Changes in hearing detection thresholds are
primarily believed to be due to peripheral factors (see Jennings and Jones, 2001; Ohlemiller,
2004; Nelson and Hinojosa, 2006). The second form, generally referred to as temporal
processing deficits, consists of deficits in a variety of tasks seen in individuals with normal
audiograms. These deficits have been revealed in studies of gap detection (e.g. Schneider et
al., 1994; Schneider and Hamstra, 1999; Snell and Frisina, 2000), speech recognition and
discrimination (Gordon-Salant and Fitzgibbons, 1993, 2001; Strouse et al., 1998; Snell and
Frisina, 2000; Snell et al., 2002; Vesfeld and Dreschler, 2002) and by testing other temporal
processing abilities (e.g. Gordon-Salant and Fitzgibbons, 2001). While a number of studies
have investigated potential anatomical or physiological correlates of these deficits in the
ascending auditory system (e.g. cochlear nucleus: Schwartz et al., 2002; nucleus of the
lateral lemniscus: Willott et al., 1998; inferior colliculus: Caspary et al., 1995, 1999; Walton
et al. 1997, Walton et al. 1998, Willott et al., 1998; Kazee and West, 1999), studies
exploring the effects on the cerebral cortex, particularly in the non-human primate, are
extremely scarce. We therefore have studied the response properties of single neurons in A1
and CL in aged macaque monkeys in order to provide the first investigations into gap
discrimination processing at the level of the single cortical neuron.

Macaque monkeys age at approximately three times the rate of humans after sexual
maturity, and have been shown to have age-related hearing deficits that are similar in both
incidence and severity to humans (Bennett et al., 1983; Hawkins et al., 1985; Fowler et al.,
2002). We have recorded the single neuron responses of two such animals, aged 24.1 to 25.8
years (monkey A; approximately 72–77 human years) and 24.4 to 26.2 years (monkey B;
approximately 73 – 79 human years), while they passively sat in an acoustic chamber while
a series of acoustic stimuli were presented (see Woods et al. 2006 for detailed methods). At
the end of these experiments the animals were trained at a simple auditory detection task, in
which they depressed a lever and an acoustic stimulus was presented within the following 2
– 7 seconds. If they correctly heard the sound and released the lever they received a fluid
reward and the stimulus intensity was decreased by 1 dB for the next trial. If they did not
release the lever within 800 msec the trial was aborted and the stimulus was increased by 1
dB for the next trial. The detection threshold was defined as 8–16 reversals of stimulus
intensity. This paradigm was repeated at least 3 times. The detection thresholds for these
two monkeys were within 5 dB of those from monkeys aged 10 and 14 years for clicks and
500 msec duration tonal stimuli from 500 Hz to 16 kHz, indicating that there was no
significant hearing deficit of these aged monkeys over this frequency range.

The gap stimuli consisted of two main classes for each of two different types of stimulus
durations. The first class was broadband noise presented at 65 dB SPL. The second class
was a tone-in-noise stimulus, where a tonal stimulus at the characteristic frequency of the
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neuron at 65 dB SPL was presented with a broadband noise at 45 dB SPL. The first type of
stimulus was 512 msec in total duration, with gaps imposed in the middle of this period at
durations of 0 (no-gap), 1, 2, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128, 192 and 256 msec. The
second type of stimulus was a control stimulus that was equivalent to the duration of the pre-
gap stimulus at durations of 256 (no-gap), 255.5, 255, 254, etc. to 128 msec.

We recorded from 84 neurons in A1 and 60 neurons in CL from these two monkeys. These
neurons were then classified into phasic or tonic responders based on the ratio of the
response to the last 96 msec of the 192 msec control stimulus (late), divided by the response
to the first 96 msec of the same stimulus (early). This resulted in 53 A1 neurons and 53 CL
neurons that were considered ‘phasic’, where the late/early ratio was less than 0.50
(Recanzone, 2000). Figure 7A shows the response of a typical phasic neuron to the control
stimulus and Figure 7B shows the response to the no-gap stimulus. The next four panels
show the response to increasing gap sizes. As can be seen in this example, there was
essentially no response after the gap for the 2-msec gap condition. However, there was a
clear phasic response after gaps of 6 msec (within the thin vertical gray lines) that continued
to grow in magnitude with increasing gap duration, but had not yet reached the same
magnitude as the response to the onset of the stimulus even with a gap size of 256 msec. In
order to test the temporal processing abilities of A1 and CL neurons, we compare how well
these responses related to those to the control stimulus using an ROC analysis described
previously (see Petkov et al., 2007; see also Sutter et al., this volume). This analysis takes
into account the response variance between trials and gives an indication of whether an ideal
observer could discriminate the gap from a continuous noise stimulus. If the responses to the
two stimuli are equivalent, the ROC value is 0.50, and if the two stimuli are completely
different the value goes to either 0.0 or 1.0. For comparisons between the post-gap onset and
the equivalent period of time after the offset of the single control stimulus, we chose a
threshold of 0.75 to indicate that the neuron could discriminate between the two stimuli. The
results of this analysis are shown in Figure 8 for A1 (open symbols) and CL (closed
symbols) neurons. Note the logarithmic x-axis. Panel A shows the results when comparing
the post-gap response relative to the same time period following the control stimulus (which
was limited in duration to the that of the pre-gap stimulus). It is not until gap sizes of 12
msec in A1 and 32 msec in CL until the ideal observer could discriminate this difference
between the onset of the post-gap stimulus and silence based on the responses of half of the
neurons. Panel B shows the comparison between the post-gap stimuli and the same time
period when no gap is presented. The dashed vertical line indicates the gap detection
thresholds for young monkeys using a broadband noise stimulus taken from Petkov et al.
(2003). In this case, the population of neurons where the ideal observer could discriminate
between the two conditions was not as great as when the gap and control stimuli were
compared, but again neurons in A1 are much better at discriminating this difference across
all gap widths compared to neurons in CL. Finally, we determined when the response to the
post-gap stimulus was fully recovered. In this analysis, neurons that had a ROC value
between 0.25 and 0.75 were considered similar in magnitude, i.e. the ideal observer could
not discriminate between the initial onset of the stimulus and the post-gap response, and
were therefore fully recovered. ROC values less than 0.25 would indicate that the response
to the post-gap stimulus was different enough (lower) to be discriminated as different from
the initial stimulus onset. Figure 8C shows the percentage of neurons that have not fully
recovered as a function of the gap duration. Interestingly, A1 and CL neurons had similar
recovery functions. The percent of cells that did recover was quite small compared to the
psychophysical thresholds measured in different, younger monkeys studied previously (see
Petkov et al. 2003; Sutter et al., this volume). Taken together, these three sets of analyses
indicate that A1 neurons are better able to encode gap information across different gap
widths. There were neurons encountered that were as good as or better than the
psychophysically measured detection thresholds, but the vast majority in A1 and CL neurons
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were much poorer than the behavioral measure, which could account for decreased temporal
processing abilities in the aged. For neurons that detected a gap, population analysis of
neural gap thresholds revealed that CL neurons (mean rank = 33.50) had similar gap
detection thresholds to A1 neurons (mean rank = 30.24) (Kruskal Wallis, χ2 = .48, df = 1, p
>.05). Finally, in spite of the 256 msec gap, there was a significant proportion of neurons
that were unable to encode any gap compared to the continuous stimulus, or a shorter
stimulus where no stimulus was presented during the same time period.

We also made the same comparisons in these same neurons using a tone-in-noise stimulus
(Figure 9). This allowed us to test the responses of these neurons to stimuli that had the most
energy in the tone frequency but prevented the detection of spectral splatter at the onset and
offset of the tone during the gap. Given that A1 neurons have a much better response to tone
stimuli compared to noise stimuli in contrast to CL neurons (e.g. Recanzone et al., 2000a) it
may be that recovery functions would occur earlier for these stimuli with narrower spectral
bandwidth. In this case, the basic finding was the same, namely that A1 neurons were better
able to encode the gap stimulus compared to CL neurons. For neurons that detected a gap,
population analysis of neural gap thresholds revealed that A1 neurons (mean rank = 18.97)
had significantly shorter gap detection thresholds than CL neurons (mean rank = 29.83) for
these stimuli (Kruskal Wallis, χ2 = 6.48, df = 1, p <.01). There was also the same relatively
low percentage of neurons that were as good as, or better, than the psychophysically
determined thresholds, in this case a 2 kHz stimulus (Petkov et al., 2003). Finally, the
percentage of neurons that fully recovered was also relatively small even at the largest gap
durations.

These results show that the ability of some auditory cortical neurons to encode gap stimuli in
aged monkeys is similar to the gap detection thresholds noted in younger animals. In our
hands, there was a small but significant fraction of neurons that could discriminate
differences between the gap and no-gap stimuli, about 20 – 30%, near the psychophysically
measured threshold of younger animals. However, very few of the neurons showed complete
recovery, even out to gap widths of up to 256 msec, which is nearly an order of magnitude
greater than the behavioral detection thresholds. A clear caveat is that the gap detection
thresholds were not measured in these aged animals, nor were neural gap thresholds
measured in younger animals, so it is not clear if these thresholds were compromised, as is
commonly but not universally seen in humans (e.g. Schneider et al., 1994; Schneider and
Hamstra, 1999; Snell and Frisina, 2000). One possibility is that the neural signal up to the
level of A1 is relatively intact, yet the refinement of this signal at higher order cortical
stations is not accomplished in older animals. A deficit in the serial cortical processing of
sensory information in the aged would be consistent with a variety of perceptual deficits
encountered in geriatric populations. Future studies will be necessary to tease out whether
this type of recovery is consistent with the psychophysical results, and which aspect of the
recovery functions are best correlated with the perception.

Summary
In summary, single neurons in the macaque auditory cortex carry little information with
respect to the spatial location of a stimulus. However, the firing rates of populations of
single neurons do carry that information for contralateral space, with neurons in the cortical
field CL containing enough information in their firing rate to account for sound localization
performance in human subjects. Presumably this information is passed onward through the
spatial processing regions of the macaque, which can ultimately lead to the animal utilizing
this information in order to make a behavioral response. The ability of auditory cortical
neurons to encode different gap stimuli in their firing rate is better in A1 than in CL,
however the recovery of the response to the gap in aged animals is much longer than the
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perceptual threshold seen in younger animals. It remains to be seen which aspects of the
neural responses are best correlated with the detection of the gap.
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Figure 1.
Schematic diagram of the primate auditory cortex. The auditory cortex is made up of
multiple cortical fields organized into a core-belt-parabelt fashion. The caudal fields are
believed to form a spatial processing stream. Adapted from Kaas and Hackett, 2000; Hackett
et al., 2001. Core; A1: primary auditory cortex, R: rostral field, RT: rostrotemporal field.
Belt; CM: caudomedial field, CL: caudolateral field, ML: middle lateral field, RL:
rostrolateral field, RTL: rostrotemporal lateral field, RTM: rostrolateral lateral field, RM:
rostromedial field, MM: middle medial field. Parabelt; RPB: rostral parabelt, CPB: caudal
parabelt.
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Figure 2.
Example responses of a single neuron to broadband noise stimuli from different locations in
frontal space. Each PSTH is for a stimulus located directly ahead (center), or along one of
two concentric rings at 15 or 30 degrees eccentricity. Numbers along the outer circle of
PSTHs denote the location in degrees of azimuth and elevation. Stimuli were 200 ms of
‘unfrozen’ noise. The firing rate of this cell was greater toward the contralateral (right) side
of acoustic space. Adapted from Recanzone et al., 2000b.

Recanzone et al. Page 12

Hear Res. Author manuscript; available in PMC 2012 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
Population coding of acoustic space. Each bar of the histogram shows the ratio of the neural/
behavioral spatial discrimination threshold based on the firing rates of neurons that were
significantly tuned. Threshold ratios were based on the distribution of firing rates as a
function of spatial location in azimuth and elevation for the broadband noise, three one-
octave band-passed noise and six tones tested both electrophysiologically and behaviorally.
Neurons in the caudal belt, labeled CM but likely included many CL neurons as well, were
more accurate than A1 neurons, and their estimates were not significantly different from a
ratio of 1.0 (no difference). Adapted from Recanzone et al., 2000b.
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Figure 4.
Example of a neural response across 360 degrees of space. Each raster shows the response to
a 200 msec broadband noise presented from one of 16 locations. Recordings were made in
the left auditory cortex. Responses were greater for locations in the right hemifield
(contralateral) compared to the left hemifield. Data taken from Woods et al., 2006.
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Figure 5.
Localization of broadband noise in human subjects. Each plot shows the response of a single
subject to each of 16 locations using the same stimuli as used in the monkey physiology
experiments. The actual target location is on the x-axis, and the estimates by the subject are
on the y-axis, thus, errors are shown vertically. The size of the circle is proportional to the
percentage of responses at each location on the y-axis. This subject showed the most errors
at the lowest intensity stimulus (25 dB, panel A), particularly toward the rear hemifield. The
performance improved with increasing stimulus intensity (panels B – D). Adapted from
Miller and Recanzone, 2009.
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Figure 6.
Mean unsigned errors for model estimates based on neuronal data taken from A1 and CL
and compared to the mean unsigned errors measured in human subjects (HS). Model
estimates based on the firing rates of CL neurons was not different from that of the human
subjects, although estimates based on A1 neurons were worse. Adapted from Miller and
Recanzone, 2009.
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Figure 7.
Representative example of a single neuron responding to the noise stimuli. Panel A shows
the response to the control stimulus, which is just the pre-gap stimulus. Panel B shows the
response to the full duration no-gap stimulus. Panels C – F show the response to stimuli with
increasing gap sizes. Comparisons were made between the response to the 50 msec post-gap
stimulus (vertical lines in panels C-F) and (i) the same period following the offset of the
control stimulus. This varied with the gap duration that was being tested, and is represented
by the box and dashed horizontal line in panel A. The post-gap stimulus response was also
compared to (ii) the same period during the no-gap stimulus. This also varied with the gap
duration that was being tested and is represented by the box and dashed line in panel B.
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Finally this post-gap stimulus response was compared to (iii) the onset of the gap stimulus,
represented by the shaded region at the start of the PSTH in panels B-F. This neuron had no
clear gap-response until 6 msec, but did not fully recover even with a gap size of 256 msec.
PSTHs are offset in order to align the gap-response between panels B – F.
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Figure 8.
Discriminability of the post-gap response. A. Percent neurons that the ROC analysis could
reliably discriminate the difference between the gap stimulus and the control stimulus (ROC
> 0.75). A1 neurons were much better at making this discrimination than CL neurons, where
the ideal observer was able to make this discrimination on only about 60% of CL neurons.
B. Analysis comparing the post-gap response to the no-gap response. Again, A1 neurons
were better able to make this discrimination than CL neurons. The dashed vertical line
shows the psychophysical threshold taken from a different set of monkeys (Petkov et al.,
2003). C. Analysis comparing the response to the post-gap stimulus to the response to the
stimulus onset. The y-axis shows the percent of neurons that were not fully recovered based
on an ROC values between 0.25 and 0.75 (no difference between the gap response and the
control response). A1 and CL neurons were equivalent in this recovery. Even at 256 msec
gap durations, about 20% of neurons were not yet fully recovered (see Fig. 7).
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Figure 9.
Discriminability of the post-gap response to tone-in-noise stimuli. The same analysis as
shown in Figure 8 for noise stimuli is shown here for gaps in a 65 dB SPL tone stimulus at
the CF of the neuron under study, embedded in a background of 45 dB SPL broadband noise
stimuli. The basic features of these neuronal responses are similar to those for noise stimuli.
Conventions as in Figure 8.
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