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Abstract
Oxyanion holes play a major role in catalyzing enzymatic reactions, yet the corresponding energetics
is frequently misunderstood. The main problem may be associated with the non-trivial nature of the
electrostatic preorganization effect, without following the relevant formulation. That is, although the
energetics of oxyanion holes have been fully quantified in early studies (which include both the
enzymatic and reference solution reactions), the findings of these studies are sometimes overlooked,
and, in some cases, it is assumed that gas-phase calculations with a fixed model of an oxyanion hole
are sufficient for assessing the corresponding effect in the protein. Herein, we present a systematic
analysis of this issue, clarifying the problems associated with modeling oxyanions by means of two
fixed water molecules (or related constructs). We then re-emphasize the point that the effect of the
oxyanion hole is mainly due to the fact that the relevant dipoles are already set in an orientation that
stabilizes the TS charges, whereas the corresponding dipoles in solution are randomly oriented,
resulting in the need to pay a very large reorganization energy. Simply calculating interaction energies
with relatively fixed species cannot capture this crucial point, and considering it may help in
advancing rational enzyme design.
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I. INTRODUCTION
Electrostatic catalysis due to polar preorganization is arguably the most important factor in
enzymatic rate enhancment1,2. Despite this, however, this effect is still not widely appreciated,
as a result of which it is not being used for enzyme design. A large part of this is associated
with the non-trivial fact that the reorganization energy is being stored in the enzyme, and not
in the enzyme-substrate interaction. Perhaps the best illustration of the problems with the
greater acceptance of this concept are oxyanion holes, where overlooking preorganization led
to a variety of different proposals, such as the low-barrier hydrogen bond (LBHB)
proposal3–7 (for detailed consideration of the problem with this proposal see Refs. 8,9), as
well as the problems in attempts to asses the preorganization contribution experimentally10–
12 (see discussion in Ref. 13). Clearly, attempting to explain enzyme catalysis by overlooking
the proper energetics needed to assess the LBHB catalytic proposal14 (which was discussed
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in e.g. Refs. 8,9), and instead relying on studies that use for instance minimal models or gas-
phase calculations (e.g. Refs. 15,16) is a problem that should be taken note of. Additionally,
perhaps the popularity of some of the dynamical ideas, which are presented as alternative
explanations for enzyme catalysis (see the review in Ref. 17) is due to the difficulty of
appreciating the preorganization effect.

The above difficulty becomes more relevant as a wider part of the chemical community is
starting to appreciate the importance of oxyanion holes in possible design strategies18, but yet,
still largely overlooks the polar preorganization idea. Based on the apparent complexity of this
issue, it would seem to us that it is important to further clarify the preorganization idea,
especially to those who are interested in calculating this effect. Thus, we will provide a detailed
explanation of the preorganization proposal, and demonstrate why unfamiliarity with it can
lead to incorrect conclusions. That is, we will expand on recent attempts to use a gas-phase
study of oxyanion models as a way to gain an understanding of such systems. It will be
illustrated that such studies cannot estimate the preorganization effect, as they are unable to
estimate the protein constraints.

II. BACKGROUND
In light of the apparent difficulty of the wider acceptance of the polar preorganization concept
(despite it's crucial role in enzyme catalysis), we will start our discussion by familiarizing the
reader with this concept. That is, as has been discussed elsewhere2, there exist multiple cases
where most of the catalytic effect of the enzyme is clearly due to electrostatic interactions.
Specifically, quantifying the change in the polarization of the solvent (or protein) dipoles during
the reaction in an enzyme and in solution led to an awareness of the importance of electrostatic
reorganization1. Here, it was found that in the case of reactions occurring in solution, the
solvent must pay a major free energy penalty when reorienting its dipoles towards the transition
state (TS) charges as it moves from the reactant state (RS) to the TS, whereas, as the protein
active site dipoles are already partially oriented toward the TS the protein has to pay much less
reorganization energy. This point is illustrated schematically in Fig. 1, for the case of an ion
pair type transition state, where the negative part is stabilized by an oxyanion hole.

Now one of the best ways to consider the preorganization concept is to focus on the specific
case where oxyanion sites contribute to catalysis. The existence of special oxyanion sites in
proteins was pointed out quite early in the literature19, although the energetic origin of such
sites, as well as their relationship to the preorganization concept was only recognized in
19781 and deduced by mutational studies in 198620. The energetics of oxyanion holes have
been quantified in many of our studies (e.g. Refs. 13,21–24), as well as those of others (e.g.
Ref. 25), but the realization that proper quantum mechanical / molecular mechanical (QM/
MM), and, particularly, empirical valence bond (EVB) calculations are probably the best way
to quantify the effect of the oxyanions has not yet been widely accepted (e.g. Refs. 10–12). At
any rate, here, we will provide a demonstration of the preorganization effect in the oxyanion
hole, for a typical reaction of serine proteases of the type described in Fig. 2.

Now, when dealing with serine proteases, one should, in principle, model the complete reacting
system (e.g. the catalytic triad) in the RS and TS, and then use the linear response approximation
(LRA)27,28 (see also Section III) in order to extract the oxyanion contribution (as was done
in e.g. Refs. 22,29,30). However, the use of the LRA with the complete catalytic triad has not
been widely appreciated (or practiced). Thus, although we will also use the LRA here, we will
mainly provide a simpler analysis with a subsystem of the reacting system, by taking a model
that is sufficiently close to the model used by those who still work with gas-phase models,
making it possible to clarify the problems with the oversimplified gas-phase model. In other
words, we will focus on a simple nucleophilic attack at a C=O center (Fig. 3). However, we
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would also like to point out in passing that models containing the full catalytic triad (Asp, His
and Ser) in the gas-phase without solvation are very problematic (as we have pointed out since
198623), as the Asp will not be negatively charged in the gas-phase. At any rate, here, we will
focus on the nucleophilic attack step, where the change in interaction between the simulated
system and the farther parts of the system are small relative to those in the full reaction of Fig.
2. We must also mention that the selection of such a model is essential if one wants to examine
incomplete gas-phase models.

We start by schematically illustrating the energetic difference between the system in the
enzyme and water in Fig. 4. With this scheme, it is possible to appreciate the relevant energetics.
That is, computer simulation studies31 have indicated that the actual free energy electrostatic
interaction between the enzyme dipoles and the charges of the substrate TS, , is similar
to that between water and the corresponding TS in solution (i.e. ). Now, clearly, if the
interactions between the two were similar, one would expect the enzyme to have no catalytic
effect. However, an early work1 provided the solution to this fundamental problem, by pointing
out that, in fact, in water, roughly half the energy gained from the charge-dipole interactions
is spent on changing the dipole-dipole interaction, , such that the free energy of solvation
of the transition state is given by32:

(1)

where, for simplicity, we assume that the reactant state is nonpolar, and we refer here to the
value obtained when the solvent dipoles are already oriented toward the solute charges as the
“interaction free energy”. Here,  is the reorganization energy mentioned above for the
process of forming the transition state charges. In contrast, in a protein, where the active site
dipoles associated with polar groups, internal water molecules and ionized residues are already
partially oriented towards the charge center of the transition state,

(2)

(where the superscripts “w” and “p” in Eqs. (1) and (2) denote water and protein respectively),
and, of course, , with less free energy being spent on creating the oriented dipoles
of the protein transition state. Now as

(3)

therefore, following this discussion,

(4)

which is the major source of the catalytic effect of the enzyme.

In order to quantify the above issue, we focus on a realistic estimate of the oxyanion
contribution to the process of moving from C=O to C-O− (note that, as stated above, more
complex studies which include the proton acceptor region have been performed by us, but this
may be less clear to those who are not familiar with studies of a complete solvated system).
As was already determined by us in 198933, the solvation free energies of C=O to C-O− are
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around −6 and −80 kcal/mol respectively (see Table 1). This means that the reorganization cost
in water is ~3 and 40 kcal/mol for C=O and C-O− respectively. Now the maximum effect of
the reorganization in Eq. 4 could be about 18 kcal/mol, but in reality there is also significant
reorganization energy in the enzyme (the enzyme is not rigid) and also, it is important to
consider the full system rather than just the C=O system (see Section IV). Nevertheless, the
preorganization effect of the oxyanion is captured in the discussion above. Apparently, this
effect has been overlooked in Ref. 34, where the reorganization has not been considered.

To summarize the above discussion, the solvent dipoles in the water reaction, will randomly
orient themselves around the uncharged RS (or, if the RS is polar but uncharged, this will have
a small non-random component), which means that the total activation free energy will also
include a contribution from the free energy cost associated with the reorganization of these
solvent dipoles towards the charged TS. On the other hand, in the protein, the active site dipoles
(which can come from either polar groups, charged groups and/or internal water molecules)
are already partially oriented towards the TS charge1. This means that the reaction costs far
less reorganization energy compared to its counterpart in water. The analysis presented above
allows us to obtain a quantitative estimate and to see that the main factor overlooked by analyses
that only examine the interaction energy is overlooking the penalty of reorganizing the solvent
dipoles upon going from the RS to the TS (see Section IV).

Now the analysis above may look formal to some readers, and thus, in order to provide a solid
background for the reader, we will provide a quantitative estimate of the change in solvation
energy during the process described in Fig. 4. However, we will also clarify below that the
only way to quantify the result is by examining the complete solvation free energy, and not
some specific structural parameters. Therefore, we will explain why the analysis of Ref. 34
and its conclusions are unjustified.

III. RESULTS AND DISCUSSION
In this section, we will consider several approximated treatments of the energetics of oxyanion
holes, starting from a very approximated treatment and moving to more complete models. We
believe that the comparison of the different treatments will clarify what is needed for a proper
description and will provide farther clarification of the nature of enzyme catalysis.

III.1. ASSESSING THE FREE ENERGY OF THE FORMATION OF THE OXYANION: PROBLEMS
AND PITFALLS

As a first step, we will attempt to move from a general analysis of the solvation energies in
water and proteins to a specific analysis of different levels of approximation. We will start by
considering treatments of the type used by e.g. Simón and Goodman34. That is, Ref. 34 has
performed an extensive examination of the crystal structures of both enzymatic oxyanion holes,
gathered from the Protein Data Bank35, as well as small molecule interactions obtained from
the Cambridge Crystallographic Database36, and used these structures (in combination with
gas phase ab initio calculations with an oversimplified model, which will be discussed in
Section III.2) to explore the energetics of the oxyanion hole. Significantly, it was found that
hydrogen bonding to carbonyls in molecular crystals does not seem to have the same
directionality as those in enzyme active sites. Thus, it was suggested that oxyanion holes in
enzymes do not work by transition state stabilization2 (TSS), but rather, that enzymes arrange
hydrogen bonds such that the oxyanions are sub-optimally stabilized, in order to “avoid
overstabilization of the “ground state”34, or, alternately, that “unlike water, enzymes can
choose to orient their hydrogen bonds to stabilize the transition state slightly less well than is
optimal, in order to stabilize the substrate much less well than is possible with the same number
of hydrogen bonds”34 (with the authors then proceeding to argue that “this suboptimal
arrangement of stabilizing groups to provide a greater reduction of the energy barrier (instead
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of higher transition state stabilization) can be readily introduced as a factor in the design of
artificial catalysts”). It seems to us that such arguments can be understood as variations on the
reactant state destabilization (RSD) idea, which was clearly and uniquely defined in e.g. Refs.
2,37. It must be pointed out here that while it is very unlikely that enzymes work by RSD, one
could wonder whether the requirement of preorganization towards the TS would result in some
RS destabilization. Thus, it is important to explore the validity of the proposal above.

Obviously, the hypothesis of Ref. 34 is interesting (see Ref. 38) since it is based on the
observation that the RS in the enzymes might be less stable than in molecular crystals (but not
necessarily in solution). However, the authors' actual conclusions involve some problems:
Firstly, the main focus was placed on studying unrelaxed protein structures, which amounts to
ignoring the reorganization in the protein. Secondly (and more importantly), the large
reorganization in the reference reaction in water was not considered by the authors. Finally,
the stabilizing effect of the oxyanion hole has not been analyzed properly. For instance, it was
argued that “catalysis with two water molecules, even if they are optimally placed to stabilize
the transition state, is less effective than catalysis by the oxyanion hole, because water will not
be able to stabilize the ground state less well than the transition state”. This suggestion that
the enzyme destabilizes the RS more than in water overlooks the fact that two optimally placed
water molecules in the gas-phase cannot provide a realistic model for examining catalysis. That
is, in solution, the water molecules can even be pointing in the opposite direction in the ground
state, but then rotate towards the charged TS (hence the reorganization penalty), or, as another
example, it is possible that the ground state destabilization effect that the authors considered
is an artifact which would have disappeared had the authors used a smaller, physically
reasonable force constant (see the discussion in Section III.2). Since we are dealing with a
general problem and conclusions that may be easily obtained by workers who do not use full
enzyme models, we therefore find it useful to provide below a step-by-step “tutorial” on how
to obtain the effect of an oxyanion in an oxyanion hole.

III.2 STUDIES USING A MINIMAL MODEL
As our starting point, we will consider a minimal model (see Fig. 5) that involves a gas-phase
“oxyanion hole” comprised of two water molecules, which may be assumed to be a reasonable
model of the active site. We start by examining the relevant energetics obtained when the water
molecules are allowed to relax to a geometry that most stabilizes the C=O state, and then to a
geometry that most stabilizes the C-O− state. In doing so, we demonstrate that the oxyanion
hole provides much more stabilization for the TS or intermediate (IS) states than the RS (see
the cycle presented in Fig. 6). In other words, it is quite obvious that the oxyanion dipoles are
designed in such a way as to stabilize the developing negative charge. This point is not apparent
from the study of Ref. 34, since the reported study has not evaluated the energy of bringing
the water molecules from infinity towards the oxyanion, and only examined the comparatively
irrelevant effect of deforming the oxyanion hole. At any rate, clearly, the model oxyanion
stabilizes the TS far more than the RS.

Next, we address the abovementioned issue of deforming the oxyanion hole, by fixing the water
molecules in an orientation that provides less stabilization than the relaxed structure. The
assumed deformation is similar but not identical to that assumed in Ref. 34, since the results
obtained (see below) do not depend on the exact deformation. The results for the “good”
configuration, as well as six different “deformed” configurations are complied in Table 2, and,
as seen from the table, we of course reduce the stability of the system once we move the water
molecules away from the optimal configuration (here, in most cases we lose more stability
from the the C-O− system, with the two systems occasionally being affected similarly by the
deformation, but the overall trend is clear). However, this point has little to do with RSD by
the enzyme. That is, first of all, this issue has to be assessed relative to the reference state in
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solution (see below), but, more importantly, Ref. 34 puts too much weight into the importance
of unrelaxed protein structures. This is demonstrated by taking any two of the deformed
structures considered in Table 2 (in this example Structures 1 and 6), and placing strong
constraints on the water molecules in order to try to “fix” them in the assumed deformed
conformation in the protein. We therefore performed 1000 steps of QM/MM minimization (for
details see SI, note that we chose 1000 steps simply because our aim is not to obtain perfect
results, but rather to see how much effect the constraint has over a reasonable simulation length)
using different constraints to examine the effect of constraints of different magnitudes. Now,
as is shown in Table 3 and in Fig. 7, only an unrealistically large constraint of >>50 kcal
mol−1 Å−2 can maintain the deformation effect, and with smaller constraints, the system very
quickly minimizes back to an “optimal structure”. For comparison, typical protein force
constants are, at most, approximately 5 kcal mol−1 Å−2 for small deformations, and, the fact
that trend this holds for two very different water conformations suggests that our finding is
independent of the precise starting conformation of the water molecules, as long as they are
not in the optimal position to begin with. Thus, as touched on in the previous section, one can
obtain very problematic conclusions as a consequence of having used an infinite constraint in
the calculation. In fact, the simulations of Ref. 34 do not examine the actual oxyanion hole in
an enzyme, but rather consider unrelaxed crystal structures, and small models (i.e. either in the
gas-phase with two water molecules, or theozymes). However, in cases with negatively charged
oxyanions, such as in the case of TS analogues in the oxyanion hole of ketosteroid isomerase,
one does find an oxyanion hole which is almost perfectly oriented to stabilize the oxyanion
(see Ref. 12).

Most importantly, what is established here is that one cannot use fixed water molecules to
examine or establish the energy of oxyanion holes in proteins, and that, as will be shown below,
doing this requires performing full QM/MM calculations in which the energy in the protein
and in water (not in a molecular crystal) is explored with full relaxation and proper free energy
calculations (see the next section). Further dwelling on what the exact constraint in the water
model should be is not useful, as this is not a proper model.

After considering the problems with a minimal model of the protein, we should consider the
risks associated with using a model comprised of two fixed water molecules to examine the
energetics of the reference reaction in water. Here, one may overlook the point that any study
in bulk water must reproduce the fact that the solvent molecules are more or less randomly
oriented around the C=O system (with some limited orientation in the first solvation shell),
and then have to reorient upon the formation of the oxyanion. This reorganization penalty
cannot be captured by a solvation model involving two fixed water molecules which are placed
in the best orientation, a point which can be realized by anybody who searches for the average
solvent orientation in actual simulations, but it can be much better quantified either by the
estimate of Table 1, or by direct calculations of the reorganization energy which are
summarized in Table 4 (which will be considered below). Thus, clearly, modeling an oxyanion
hole using two gas-phase water molecules is not a fully realistic approach, and such an approach
leads to, for instance, the incorrect conclusions reached with regard to LBHB (for discussion
of this issue, see the problems with Ref. 42, which are discussed in Ref. 8). In conclusion, using
two relatively fixed water molecules as a model for an oxyanion hole may lead one to conclude
that such a system does not to stabilize the TS, but rather destabilizes the RS. However, in the
case considered above, this conclusion is due to the effect of simply changing a dihedral angle,
whereas, with a realistic constraint, the effect of these water molecules is primarily to interact
with and stabilize the developing negative charge on the oxyanion.
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III.3 THE FREE ENERGY IN AN ACTUAL ENZYME, RELATIVE TO THE CORRESPONDING
REACTION IN SOLUTION

At this stage, we will change our strategy and consider the entire protein/substrate system, and
also consider the contributions from the oxyanion hole to the activation energy. We will then
compare the results to the corresponding results in solution. There are many examples of such
studies of oxyanion holes from our group, which include the reproduction of absolute catalysis
and the effect of mutations, starting in 198623, quantifying this in 198831, later even doing this
by ab initio QM/MM in 199843, and then also quantifying the problem in ketosteroid isomerase
(KSI)13,22. This was also confirmed by others (e.g. Ref. 25).

Here, we repeat a part of our analysis of subtilisin, going beyond the well-defined and complete
free energy analysis of Ref. 31, and evaluating the separate free energy contributions of the
oxyanion in the presence of the rest of the system. This type of study (Table 4) involves LRA
calculations27,44, using the same procedure that we applied in the study of the separate
contributions in the reaction of vitamin B12 enzymes29 and the ribosome22. More specifically,
the LRA calculations determine the free energy of moving from the C=O to the C-O− state by:

(5)

where U is the potential energy of the given state, obtained by the corresponding EVB energy,
and <>x designates an average over the indicated state (where X is either C=O or C-O−). The
reorganization energy is given by:

(6)

(note that the precise details of the EVB energy terms are given elsewhere, see e.g. citations
in Ref. 45).

Since the LRA provides additive contributions, it is possible to extract the individual
contributions from the oxyanion, and the calculated results are given in Table 4. We also
explore the contribution of two water molecules in bulk water (this requires exploring the effect
of leaving the specific molecules near the oxyanion with an artificial constraint). As seen from
the table, a consistently modeled oxyanion stabilizes the C-O− more than the C=O, and also
stabilizes the C=O more than the bulk water does. This finding is in apparent contrast to the
conclusion that can be drawn from the work of Ref. 34, though this work (i.e. Ref. 34) attempted
to consider the C=O energy in the model active site relative to that in molecular crystals, rather
than the relevant reference state, which is the C=O species in water.

Now since examining the contribution from two water molecules in water is problematic (since
we actually have to consider the entire solvent system) we have also performed LRA
calculations which consider the complete environment (both in protein and in water), while
evaluating only the free energy associated with the formation of the C=O polar group and the
C-O− ionized group, and while keeping the rest of the substrate without its residual charges.
This type of study (Table 5) can tell us whether or not we have an RSD mechanism. The
evaluation of the energy of the C-O− is more complex, since in serine proteases the overall TS
involves the [His+ C-O−] system, which is stabilized by both the oxyanion hole and the Asp
102 (which is, in turn, stabilized by the Asp hole31), so we cannot consider just the C-O−

system when evaluating the observed catalytic effect. It should be noted that we have evaluated
the overall correct contribution of forming the TS many times before (as was shown in the
abovementioned references). Thus, we only focus here on the energy of the C=O system, where
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the effect of having or not having an ionized His does not change the solvation of the C=O
system. Furthermore, the true ground state has an unprotonated His, which makes the analysis
of the C=O species relevant to the actual reaction. At any rate, the calculations summarized in
Table 5 establish that the enzyme stabilizes the C=O state more than water does.

III.4 THE RISKS ASSOCIATED WITH A GAS PHASE ANALYSIS OF ENZYMES IN ENZYME
DESIGN

After having established the energetics in actual oxyanion holes, and in oversimplified gas-
phase models, we are ready to move on to a comprehensive discussion of the problems with
oversimplified treatments of oxyanion holes. That is, basically, the analysis above has
established the problems with performing oversimplified studies of artificial oxyanion holes,
but, in order to prevent further errors, it is useful to be specific here.

The first issue is the risk of overinterpreting the hydrogen bonding orientations found in fixed
X-ray structures. Here, one has to not only consider the poor resolution of the hydrogen
positions, but, also (and far more importantly), the consequences of not allowing the oxyanion
to relax, and thus not realizing that an infinitely rigid protein leads to completely unrealistic
findings that do not reflect the preorganization correctly.

Additionally, choosing an incorrect reference state for evaluating the relative stability is a
crucial problem. That is, not considering the energy of moving the “oxyanion hole” (i.e. the
two water molecules) from infinity towards the oxyanion makes it difficult to determine the
actual stabilization of the negative charge, which is perhaps reflected in the results shown in
Fig. 8 of Ref. 34 (see also the SI of this paper). Following from this, comparison to the stability
of small molecules in crystals (which was not done by any worker with actual calculations of
the crystal) instead of the stability in water may lead to incorrect conclusions, as the crystal is
already relaxed in such a way as to try to provide optimal stabilization to the C=O system. This
fact has been demonstrated above, in addition to showing that the protein has not been designed
to destabilize the C=O system. In any case, attempts to introduce structural constraints on an
unrelaxed X-ray structure are problematic, and unlikely to reproduce any observed energy.
Similarly, it should be noted that the active site arrangement can be quite different in the case
of an inhibitor than in the case of the actual TS. Finally, with the focus given to enzyme design
(e.g. Ref. 38), and the importance of small molecule catalysts for progress in this area, it would
be remarkable to see gas phase models that can reproduce the known catalytic effect of an
enzyme (a task which has been achieved very effectively by our approaches46).

An additional problematic issue we would like to touch on here is the idea presented in e.g.
Ref. 34 that the preorganization effect cannot be important because even “optimally placed”
water molecules will not be able to stabilize the reactant state less well than the ground state.
That is, disproving the conclusions of quantitative earlier work (e.g. Ref. 22) about
preorganization in oxyanion holes cannot be accomplished by modeling some gas-phase
system without the enzyme (especially when doing this using the problematic assumption that
the enzyme should destabilize the ground state in order to achieve catalysis). It is basically
hard to accept the idea that gas-phase calculations are somehow superior to QM/MM
calculations that have consistently reproduced the effect of mutations.

After discussing the general problems with gas-phase studies of enzymes, we would like to
point out that this issue becomes more serious when being used to draw general conclusions
about enzyme design. Here, the problem is two-fold. First and foremost, even though the use
of models where the TS features are determined in the gas-phase are quite popular (e.g. Refs.
47,48), such an approach is not so effective for enzyme design. That is, since it is not capable
of reproducing the TS binding free energy or the catalytic effect, it cannot be used to rank the
different design constructs in a quantitative manner (even if an approach like that used in Refs.
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47,48, where the emphasis was on the generation of protein structures with reasonable
interactions with the TS model, can be an effective way to generate structural candidates). In
other words, an approach that does not treat the protein-TS electrostatic free energy in a
consistent way, will, as discussed in Section III.1, miss the preorganization effect and the
reorganization penalty, and thus the corresponding catalytic effect. Another problem is the fact
that such gas-phase models have no dielectric screening, and the absence of this can lead to
irrelevant results such as the LBHB proposal, as was for example the case in Refs. 49,50. Thus,
in short, a consistent treatment of electrostatics which captures the protein preorganization
effect (by including the protein reorganization during the simulations) is crucial for successful
enzyme design, and recently, we made great progress on this front46,51. Without this, the only
way to reach a highly catalytic enzyme would be through extensive and costly experimental
trial and error, and using gas-phase models with two water molecules is clearly not the way to
go about this addressing this issue.

III.5. REVISITING THE GENERAL GROUND STATE DESTABILIZATION IDEA
In light of the fact that the RSD idea still reappears in different incarnations in the literature
(including the works that have been discussed above), it is quite important to reclarify (in
greater detail) some of the problems with this proposal. Now while we could of course refer
the reader to several careful studies of this issue (see Ref. 2, and references cited therein), we
nevertheless find it useful to address the recent appearances of this proposal, in the particular
case of orotidine 5'-monophosphate decarboxylase (ODCase)52. That is, the catalytic effect
of ODCase was first proposed to involve the desolvation effect53. However, this was shown
to involve an incomplete thermodynamic cycle (see e.g. Ref. 52). The elucidation of the
structure of this enzyme showed that its active site is extremely polar (highly charged),
however, this led to a new RSD proposal, where it was argued that the negatively charged
protein group destabilizes the carboxylate of the orotate group of the substrate54. This proposal
was shown to be inconsistent with the nature of the system, since a destabilized orotate will
accept a proton and become stable52. Furthermore, a careful computational study has
illustrated that the protein works by TSS and not by RSD (see discussion in Ref. 52 and below).
Moreover, studies by Wolfenden and co-workers53,55 have provided clear evidence against
the RSD proposal (see Ref. 2, as well as the discussion below of the experimental work of Ref.
56).

The problems with the RSD proposal were dramatically emphasized by the experimental work
of Amyes and coworkers57, who explored the origin of the catalytic power of ODCase (trying
to support the RSD proposal) by studying the decarboxylation of a truncated substrate (called
EO), which lacks the 5'-phosphodianion part. These workers found that while the reaction of
this substrate is quite slow, binding an exogenous phosphate dianion to ODCase results in an
80000-fold increase in kcat/Km. This appeared to be in a clear conflict with the proposal that
the presumed RSD is due to the binding free energy of the 5'-phosphodianion part of the
substrate, which is supposed to induce extremely large reactant RSD, and thus to catalyze the
reaction (see e.g. Ref. 54). In this proposal, the negatively charged groups of the protein (i.e.
Asp70 and Asp75B in Fig. 8) are used to destabilize the carboxylate of the orotate. In fact, this
view has been presented as confirmation of Jencks' proposal that enzymes work by using
binding energies to destabilize the ground state of the reactive part of the substrate. However,
a logical analysis of the work of Ref. 57 indicated that the RSD idea is incorrect, and thus
confirmed our careful analysis52. That is, the RSD proposal of Ref. 54 is based on the idea that
the phosphate part is bound so strongly that it pulls the chemical part (thorough the R-C bond
in Fig. 8) towards its destabilizing environment, and leads to about 20 kcal/mol RSD.
Unfortunately, not only was this shown to be problematic in Ref. 52, but also, the experiments
of Ref. 57 showed that catalysis occurs in the absence of a bond between the phosphate and
EO parts, such that the presumed strain cannot be transferred between these parts. Of course,
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the binding of the negative part of the substrate does help the active site reach its proper
preorganization, and thus, to use this for the electrostatic stabilization of the TS. This, however,
has little to do with the classical Jencks idea of using the binding energy for RSD.

Now a more recent work58 focused on a part of the reverse reaction, starting from the product
uridine 5'-monophosphase (UMP) without the CO2 part, and asked how much it “costs” to
remove the proton from the C6 carbon in the presence of the protonated Lys (or what the energy
of the transition state with a protonated lysine and negatively charged carbanion actually is).
This energy, which is directly related to the pKa for the deprotonation of the C6 carbon, was
determined by use of deuterium exchange. It was found that the pKa is reduced by at least 10
units, or more than 14 kcal/mol, which means that the corresponding system, that strongly
resembles our TS, is stabilized by at least 14 kcal/mol. This provides another overwhelming
specific example that counters the RSD idea and provides direct proof of the TSS idea.

Despite these convincing points, and the illustrations that theoretical support for the RSD idea
in the case of ODCase is fundamentally flawed (including contradictions of the first law of
thermodynamics by Ref. 59, see the discussion in Ref. 2), we nevertheless still see conflicting
analyses and significant confusion about the meaning of the very clear experimental findings.
An illustrative example is given in a very recent work60, where a D70N mutation reduced
kcat by about 200, while leaving KM almost unchanged. This finding essentially proved that
the ionized acid is not involved in any ground state destabilization (otherwise its mutation
would have led to a larger binding energy as well as a reduction in KM), and yet the authors
ventured to say that their finding supports the RSD idea of Ref. 54. In an effort to find a way
around this convoluted argument, and again, perhaps in light of the difficulties with
understanding the preorganization idea, the authors suggested a new definition of RSD (see
footnote 4 in Ref. 60). They also suggested that somehow, RSD is related to an undefined
destabilization of the path to the TS. Of course one has to define such a proposal, since the
issue is the free energies of the RS and TS, and destabilization at any point on the path between
them that cannot change the activation energy and the rate constant (unless such a point is a
transition state, and we have TS destabilization).

The misunderstandings of the authors of Ref. 60 may be due to the difficulty of conceptualizing
the preorganization effect, which thus leads them to misinterpret the observation60 that the
mutation does not change the effect of the protein on the above proton transfer to the C6 of
UMP. This finding seems to increase the difficulty of analyzing unique information about RSD.
That is, without a clear energy based concept, it is basically impossible to define, analyze and
understand the key experiments (see a related discussion in Ref. 17). The problem starts with
the assumption that the role of D70 is to destabilize the RS, a point which was already shown
to be incorrect by any of the points above (including the fact that such an effect would lead to
protonation of the orotate), and, of course, if this point were correct, we would have observed
an increase rather than a decrease in the pKa of C6. Now the only model that has up to now
succeeded to rationalize and quantify the catalysis in ODCase is the model presented in Fig.
8. In this model, the role of D70 is to stabilize the TS formed by Lys72 and the negatively
charged C6. Of course, this stabilization depends on the exact preorganization, and is not
expected to be identical in UMP and in the TS of ODCase, but rather, to exhibit a similar trend.
Our point is that the exact trend in the mutation cannot be predicted (and even understood)
without the calculation of clear energy based concepts, but, in any case, starting from an
incorrect premise and reformulating the meaning of key concepts such as RSD is not so useful.

Finally, despite the attempts to use clear evidence against the RSD proposal as support for this
idea, we see that in their most recent paper56, the authors now propose that TSS is entropically
helped by putting together residues (in this case Arg235), which participate in electrostatic
stabilization (relating this to Jencks' entropic idea61). Of course, this is another example of the
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difficulty in understanding the preorganization idea. That is, having electrostatic stabilization
by an enzyme has nothing to do with Jencks' entropic idea (which is about the entropy of placing
the substrate fragments together). Folding the enzyme (Step 1 in Fig. 1b) is part of the
formation of the catalyst, and not the explanation for its catalytic effect.

IV. CONCLUDING DISCUSSION
This work has re-analyzed the contribution of preorganized hydrogen bonds to the catalysis of
oxyanion formation in enzymes, and further established their role in TS stabilization. It has
also clarified the problems associated with an oversimplified “theozyme” analysis for
preorganized systems. The first important issue we have addressed is the idea that in the
oxyanion hole, the hydrogen bonds are arranged in such a way that the oxyanions are reasonably
but sub-optimally stabilized, in order to avoid overstabilizing the ground state34. This idea
seems to result in an apparently new version of the popular ground state destabilization (GSD)
(i.e. RSD) proposal, which suggests that enzymes reduce the activation barrier of the reaction
by destabilizing the ground states of their reactant fragments (as was put forward by many
workers, such as, for instance, the works of Ref. 62–64 amongst others). However, this proposal
has not been supported by systematic computational studies, which have demonstrated that the
TS is in fact “solvated” much more strongly in the enzyme than in the reference solution
reaction (see discussion in e.g. Refs. 2,32,65, and references cited therein, as well as in Section
V). In Section III, we demonstrate once again that in this case, there is also much larger TS
stabilization than an RS destabilization effect, and that the water molecules provide a
comparatively much smaller interation with the RS. This issue ties in directly with the most
risky problem with treatments that ignore the reorganization energy, which (in an ideally
preorganized enzyme) can reach half of the final stabilization. That is, the misunderstanding
of the nature of solvation effects, which are due to the total environment rather than just one
or two water molecules, prevents one from comprehending the reorganization effect, which,
in water, can be estimated by taking half of the solvation free energy as the upper possible
limit.

Now, of course, there are other major problems that are associated with using high-level
calculations and then forgetting about the entropy, which is a crucial part of the free energy,
and automatically included in proper EVB calculations. Clearly, calculating the entropy
correctly is a non-trivial issue, as we discussed at length in e.g. Ref. 66. However, ignoring
this issue compromises the obtained results (for a related example of this problem, see Ref.
67). Additionally, it is not useful to focus on the secondary issue, namely, the effect of changing
the angle of the hydrogen bond, rather than the change in the free energy interaction between
the hydrogen bonds and the oxygen upon the formation of the oxyanion charge (see the
demonstration of this in Section III.2). Yet another fundamental problem can be found in the
idea that the enzyme is not designed to provide optimal stabilization to the TS. This conclusion
may come from not trying to optimize the hydrogen bonding interactions at the TS in the
protein. Of course, the initial structure is not perfect, and there is some reorganization.
However, this reorganization is much smaller than that for the same reaction in water, which
is the origin of enzyme catalysis.

These oversimplified views are problematic, not only because they reflect a misunderstanding
of the reorganization concept, but also because of the problems it leads to in attempts to
understand deeper issues, such as was the case in the argument about KSI. This issue clearly
cannot be examined by those who trivialize the detailed analysis of Ref. 22 and assume that
this work is about charge delocalization in water and in the protein, rather than a careful
quantitative analysis of the preorganization effect. That is, as discussed in detail above, it is
not possible to provide a meaningful judgment about problems that are on the level of those
we addressed in our most recent work on the topic13 by using a model involving two water
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molecules in the gas-phase as a presumably physically meaningful representation of the
oxyanion hole, and assuming that this can conclusively resolve the argument about KSI.

What we now see in the literature is a progression from workers who proposed the study of
gas-phase reacting systems (e.g. Refs. 47,48,68,69) to now including also a model oxyanion
hole34,70,71. However, perhaps it would be better to give more credit to studies that include all
the protein from the beginning. In other words, this is similar to progress in studies of proton
transfer in bacteriorhodopsin, where irrelevant studies with a single water molecule and a gas-
phase proton such as that of Ref. 72 were viewed by the community as being much more
reasonable than calculations of the whole solvation environment73–75, and leads to problematic
concept such as proton wires. In any case, we have already discussed the enormous problems
associated with the belief that gas-phase calculations, which completely miss the
preorganization effect, are useful in enzyme design. Here, we would like to conclude by
pointing out that even larger problem will arise if one were to follow studies that reach
conclusions about catalysis by calculations that do not involve the enzyme, or are “solution”
calculations without the solvent
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FIGURE 1.
An illustrative example of preorganization in the case of the formation of an ion pair where
the negative side is stabilized by an oxyanion hole in the protein. Shown here are (a) the energy
balance that is involved in the formation of the ion-pair type transition state in solution, and
(b) the corresponding energetics in the protein. The solvent dipole-dipole interaction is
designated by ΔGμμ, and in water, the reaction involves the reorganization of the solvent
dipoles (see main text), and thus significant ΔGμμ (note that, to a good approximation, ΔGμμ
= −½ ΔGQμ). Here, the subscripts Q and μ denote charge and dipole respectively. On the other
hand, in the protein, a major part of the reorganization energy is invested (in this particular
example) in the folding process, where the folding energy is used in order to fix the active site
dipoles in a configuration that is unstable in the ground state. The polarized dipoles then create
a site that stabilizes the transition state. This figure was originally presented in Ref. 26. Note
that for simplicity, we assume that the reactant state is nonpolar, and we refer to the value
obtained when the solvent dipoles are already oriented toward the solute charges as the
“interaction free energy”.
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FIGURE 2.
Oxyanion formation in a typical reaction of serine proteases. This figure was originally
presented in Ref. 23.
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FIGURE 3.
A simplified schematic of oxyanion formation by nucleophilic attack. Note that this model is
intentionally oversimplified (see text).
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FIGURE 4.
Cycle showing the energetics involved in the stabilization of an oxyanion. Here, Δ denotes the
disappearance of . The superscripts w and p denote the reaction in water and in a protein
respectively, and the subscripts Qμ and μμ denote charge-dipole and dipole-dipole interactions
respectively. Note that the geometry in the protein model is for illustration purposes only, and,
in any actual study, we considered the correct relaxed oxyanion geometry in the given protein.
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FIGURE 5.
Model “oxyanion hole” used for our minimal model (see Section III.1). Note that the exact
orientation of the water molecules in this figure is not intended to represent the actual
orientation in the protein, but rather, to demonstrate the general problems with using a gas-
phase model with two water molecules as a representation of the active site.
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FIGURE 6.
Cycle comparing the effect of the two water molecules on the relative species in our model
oxyanion hole. Here, (a) and (c) represent the C=O and C-O− species respectively with the two
water molecules 5Å away from the C=O, and (b) and (d) represent the C=O and C-O− species
with the two water molecules brought to within approximately 1.9Å (measured by the O--H
distance) of the carbonyl/oxyanion oxygen. From this cycle, it can be clearly seen that the two
water molecules provide significantly greater stabilization to the charged C-O− species than
to the C=O.
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Figure 7.
Illustrating the change in the total system energy (quantum+classical, in kcal/mol) as a function
of the step number. Shown here is the sample case of Deformed Structure 6 of Table 2, after
1000 steps of QM/MM minimization, using a 0.5 kcal mol−1 Å−2 constraint. From this figure
it can be seen that 1000 steps of QM/MM minimization is sufficient to obtain convergent results
for this system.
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FIGURE 8.
A schematic description of the reacting system in the reaction catalyzed by orotidine 5'-
monophosphate decarboxylase. This figure depicts the rate-determining step in the lysine-
assisted mechanism assumed for the enzyme. In addition to the orotate + LysH+ reacting
system, this figure also includes a schematic description of the protein environment, as well
as illustrating the fact that the mechanism involves a significant increase in the dipole moment
of the reacting system upon transfer from the reactant to the transition state. This figure is
adapted from Ref. 52.
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TABLE 1

The solvation energies of fragments relevant to the present study.[a]

Fragment ΔGsol
w

HCOOH −10

HCOO− −80

Imidazole −4

Imidazole+ −62

C(O)(CN)C −6

OC(O−)(CN)C −85

CH3CH2OH −6

CH3CH2O− −92

[a]
The data, which is presented in kcal/mol, is taken from Ref. 33.
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TABLE 2

Showing the relevant energetics when the two water molecules are either minimized to the optimal configuration
relative to the carbonyl/oxyanion, or “deformed” in one of six ways. In order to obtain the deformed configuration,
we altered the Owat-H-O-C dihedral angle in one or both water molecules, while keeping all other atoms fixed.
Note that the precise “deformed” geometries were chosen at random, with the only concern being that these six
structures are sufficiently different from each other for the comparison to be meaningful[a].

Ketone (C=O) Oxyanion (C-O−)

Good Structure −15.4 −47.4

Deformed Structure 1 15.1 −8.4

Deformed Structure 2 100.2 79.8

Deformed Structure 3 17.3 −7.1

Deformed Structure 4 −3.6 −32.0

Deformed Structure 5 9.7 −16.8

Deformed Structure 6 15.4 −14.2

[a]
All energies are given relative to the having the two water molecules at 5Å separation from either the C=O or C-O− (as relevant), in kcal/mol, and,

from this table, it can be clearly seen that as expected, moving the water molecules away from the optimal configuration reduces the stability of the
system, and that even small perturbations in the position of the water molecules can have a very large effect of the energy. However, as can be seen
in Table 3, to then maintain these deformations requires extremely (and unphysically) large force constants, and with smaller force the system will
try to very quickly “relax” to an optimal conformation.
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TABLE 3

The effect of constraints of different magnitude on the relaxation of the “deformed” water molecules of Structures
1 and 6 of Table 2 (see main text) relative to either the C=O or C-O− species, after 1000 steps of QM/MM
minimization using the MOLARIS simulation package39 interfaced with Gaussian 0340, with the MPW1PW91
functional41 and the 6-311++G** basis set.[a]

Constraint Structure 1 Structure 6

Ketone (C=O) Oxyanion (C-O−) Ketone (C=O) Oxyanion (C-O−)

Unminimized 15.1 −8.4 15.4 −14.2

5000 12.5 −10.0 12.9 −15.0

500 7.3 −17.2 8.4 −19.5

50 −1.0 −28.7 −3.8 −33.3

5 −11.1 −42.3 −13.5 −44.1

0.5 −14.8 −46.2 −15.2 −45.9

0.0 −15.2 −46.7 −15.4 −46.1

[a]
For comparison, the energy of the deformed structure with no minimization is also presented. All energies are given relative to the having the two

water molecules at 5Å separation from either the C=O or C-O− (as relevant), in kcal/mol (see Table S1 for the absolute energies of these structures),

and the constraint is given in kcal mol−1 Å−2. From this table, it can be seen that in order to maintain the deformation, extremely large force constants

of in excess of 50 kcal mol−1 Å−2 are required, and that the smaller constraints result in a relaxation to a more optimal structure. Note that a typical

force constant in a protein for a small deformation is, at most, 5 kcal mol−1 Å−2, and thus it is not possible to maintain the deformation without an
unphysically large force constant. This indicates that using large constraints may lead to completely unrealistic results.
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TABLE 4

Evaluating the LRA contributions of the oxyanion dipoles in subtilisin, and of the two water molecules in water
[a].

Fragment < ΔU >C=O < ΔU >C-O− ΔG λ

Subtilisin (K=0.1) −8.3 −12.3 −10.3 2.0

Water (K=0.1) −0.01 −1.5 −0.8 0.75

Water (K=1.0) −1.5 −15.0 −8.2 6.7

[a]
Energies in kcal/mol. Here, < ΔU >C=O and < ΔU >C-O− designate the average, < ΔUC-O− − UC=O > over trajectories where the system (either

protein or water) sees the indicated state and λ is the reorganization energy. The results for the water simulations are given with different constraints,

where K is the constraint magnitude, in kcal mol−1 Å−2, on the distance between the oxyanion oxygen and the water oxygen. This is necessary since
the contribution of the water molecules in water is poorly defined (which is why it only makes sense to examine the total solvation).
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TABLE 5

The contribution of the overall environment to the free energy of the C=O fragment[a].

Fragment < ΔU >C=O(np) < ΔU >C=O(p) ΔG

Subtilisin (C=O) −5.0 −10.0 −6.8

Water (C=O) −0.4 −5.8 −2.18

[a]
Energies in kcal/mol. Notation as in Table 4. Here, the reported energies correspond to a change in the residual charges of the indicated system
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