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Abstract

Modulations of amplitude and frequency are common features of natural sounds, and are prominent
in behaviorally important communication sounds. The mammalian auditory cortex is known to
contain representations of these important stimulus parameters. This study describes the distributed
representations of tone frequency and modulation rate in the rat primary auditory cortex (Al).
Detailed maps of auditory cortex responses to single tones and tone trains were constructed from
recordings from 50-60 microelectrode penetrations introduced into each hemisphere. Recorded data
demonstrated that the cortex uses a distributed coding strategy to represent both spectral and temporal
information in the rat, as in other species. Just as spectral information is encoded in the firing patterns
of neurons tuned to different frequencies, temporal information appears to be encoded using a set of
filters covering a range of behaviorally important repetition rates. Although the average Al repetition
rate transfer function (RRTF) was low-pass with a sharp drop-off in evoked spikes per tone above 9
pulses per second (pps), individual RRTFs exhibited significant structure between 4 and 10 pps,
including substantial facilitation or depression to tones presented at specific rates. No organized
topography of these temporal filters could be determined.
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1. Introduction

Cortical neurons are often precisely tuned for relevant features of sensory stimuli. This strategy
of analyzing sensory information with neural filters distributed across the cortical surface
results in the representation of individual stimuli by patterns of activity in large populations of
neurons. In many sensory systems, neurons with varying filter properties are organized into
‘maps’ (Pubols and Pubols, 1971; Hubel and Wiesel, 1968; Merzenich and Brugge, 1973).
Receptor surfaces, for example, are commonly systematically mapped in the cortex (Schreiner,
1992).

The auditory sensory epithelium, the cochlea, has a one-dimensional surface representing
sound frequency. In every mammalian species investigated to date, the topography of the
cochlea is maintained in its representation within the primary auditory cortex (Merzenich and
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Brugge, 1973; Merzenich et al., 1975, 1976; McMullen and Glaser, 1982; Aitkin et al., 1986;
Kelly et al., 1986; Sally and Kelly, 1988; Dear et al., 1993; Thomas et al., 1993; Stiebler et al.,
1997; Batzri-lzraeli et al., 1990; Suga and Jen, 1976; Tunturi, 1950; Imig et al., 1977; Reale
and Imig, 1980; Hellweg et al., 1977; Romani et al., 1982; Jen et al., 1989). Neurons tuned to
particular sound frequencies are organized from low to high across the cortex. Because the
cortex is a two-dimensional structure with a columnar organization, stimulus features can be
mapped along the other (‘iso-frequency’) representational dimension (Imig and Brugge,
1978; Middlebrooks et al., 1980; Scheich, 1991; Schreiner, 1992; Ehret, 1997). In the cat, for
example, tuning curves are narrower at the center of the isofrequency contour and broader near
the ends. In this study we examined the topography of both spectral and temporal filters in the
rat auditory cortex.

The rat auditory system has been used in a number of neuroanatomical studies that have
indicated that the thalamocortical system is similar to that of other mammals (Roger and
Arnault, 1989; Clerici and Coleman, 1990; Winer and Larue, 1987; Arnault and Roger,
1990; Shi and Cassell, 1997). Despite detailed descriptions of cytoarchitecture and connectivity
in the rat, few detailed electrophysiological studies have been conducted in the rat auditory
cortex. Sally and Kelly (1988) investigated the organization of the frequency map in rat primary
auditory cortex (Al) and demonstrated that high to low frequencies are represented from
anterior to posterior. This organization parallels that defined in detailed mapping studies
conducted in Al of the gray squirrel (Merzenich et al., 1976). Rat Al neurons were found to
respond to tones with phasic short latency responses. Unlike cats and monkeys, rat A1 neurons
exhibit little non-monotonicity (Sally and Kelly, 1988).

Rat vocalizations exhibit modulations in the 2-20 Hz range (Kaltwasser, 1990). Gaese and
Ostwald (1995) used sinusoidal amplitude modulated (SAM) stimuli to investigate temporal
coding in rat auditory cortex. The majority of responses had band-pass transfer functions for
modulation rate, preferring rates between 8 and 12 Hz. The sinusoidal nature of the stimuli
used makes it difficult to determine whether the cortex is band-pass for repetition rates of other
simple stimuli because amplitude slope and repetition rate cannot be varied independently with
SAM stimuli (Eggermont, 1991). The auditory cortex responds briskly to transients (Heil,
1997a,b). Itis likely that the band-pass modulation transfer functions (MTFs) observed resulted
because the rise time at low modulation rates was too slow to be detected by auditory cortex
neurons (Eggermont, 1998).

In this study, the neural responses to single and repeated tones were investigated in detail to
define the fundamental aspects of the distributed representations of basic spectral and temporal
information in rat auditory cortex.

2. Methods

This study is based on neural responses collected from 440 microelectrode penetrations into
the right primary auditory cortex in nine adult female Sprague-Dawley rats. Surgical anesthesia
was induced with sodium pentobarbital (50 mg/kg). Throughout the surgical procedures and
during the recording session, a state of areflexia was maintained with supplemental doses of
dilute i.p. pentobarbital (8 mg/ml). The trachea was cannulated to ensure adequate ventilation
and to minimize breathing-related noises. The skull was supported in a head holder. The
cisterna magna was drained of CSF to minimize cerebral edema. After reflecting the temporalis
muscle, auditory cortex was exposed via a wide craniotomy and the dura mater was resected.
The cortex was maintained under a thin layer of viscous silicone oil to prevent desiccation.
The location of each penetration was reproduced on a 40x digitized image of the cortical surface
and sited with reference to the surface microvasculature.
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The primary auditory cortex was defined on the basis of its short latency (8—20 ms) responses
and its continuous topography of ‘best frequency’ (BF, frequency to which neurons respond
at lowest intensity). Responsive sites that exhibited clearly discontinuous best frequencies
and either long latency responses, unusually high thresholds, or very broad tuning were
considered to be non-Al sites. Penetration sites were chosen to avoid damaging blood vessels
while generating a detailed and evenly spaced map. The boundaries of the map were
functionally determined using non-responsive and non-Al sites.

Recordings were made in a shielded, double-walled sound chamber (IAC). Action potentials
were recorded simultaneously from two Parylene-coated tungsten mi-croelectrodes (FHC, 250
um separation, 2 MQ at 1 kHz) that were lowered orthogonally into the cortex to a depth of
~550 um (layers IV/V). The electrodes were oriented such that they were usually within the
same isofrequency contour. The neural signal was filtered (0.3-8 kHz) and amplified (1000x).
Action potential waveforms were recorded whenever a set threshold was exceeded, allowing
off-line spike sorting using Autocut software. Although most responses in this study
represented the spike activity of several neurons, single units were separated when possible,
confirming that single units exhibited tuning that was qualitatively similar to multi-unit
response samples.

Monaural stimuli were delivered to the left ear via a calibrated ear phone (STAX 54) positioned
just inside the pinna. Frequencies and intensities were calibrated using a B&K sound level
meter and a Ubiquitous spectrum analyzer. Two types of stimuli were generated using
Brainwave (Datawave). Auditory frequency response tuning curves were determined by
presenting 45 frequencies spanning 3-4.5 octaves centered on the approximate best frequency
of the site. Each frequency was presented at 15 intensities ranging between 0 and 75 dB (675
total stimuli). Tuning curve tones were randomly interleaved and separated by 500 ms. In four
animals, repetition rate transfer functions (RRTFs) were derived at all recording sites by
randomly interleaving 12 repetitions of 16 different tone repetition rates (3—-25 pulses per
second (pps)). A 2 s silent period separated the tone trains. The frequency of the RRTF tones
was set to the frequency that resulted in consistent vigorous responses at both of the recording
sites. In a few cases, tuning curves did not overlap and trains of two different tone frequencies
were used. RRTF stimuli were presented at 70 dB SPL. All tonal stimuli used in this study
were 25 ms long, including 3 ms rise and fall times.

Tuning curve parameters were defined by an experienced blind observer using custom software
that displayed raw spike data without reference to the frequencies and intensities that generated
the responses. For each tuning curve, best frequency, threshold, and bandwidth (10, 20, 30 and
40 dB above threshold) measurements were made. The minimum latency was defined as the
time from stimulus onset to the earliest consistent response for all 15 intensities, for the three
frequencies that were nearest the BF (45 stimuli). The signal to noise ratio is the number of
spikes evoked by a 70 dB tone near the best frequency within a 35 ms window divided by the
number of spikes expected due to spontaneous activity.

RRTF data were quantified by determining the number of spikes that arrived within a fixed
window (4-39 ms) after tone onset. In this study the RRTF is the average number of spikes
for each of the last five tones of the six tone train plotted as a function of repetition rate. To
allow for comparisons across sites, normalized spike rates were generated by dividing the
number of spikes per tone by the number of spikes in response to a single tone presented in
isolation (first tone). Normalized spike rates above one indicate facilitation, while rates less
than one indicate adaptation of the neural response relative to the response to an isolated tone.
The highest repetition rate that generates a consistent multi-unit response (4—39 ms after tone
onset) of one spike per tone (above background activity) is defined as the maximum following
rate.
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Voronoi tessellation (Matlab, MathWorks, Inc.) was used to generate polygons from a set of
non-uniformly spaced points such that every point in the polygon was nearer to the sampled
point than to any other (Kayser and Stute, 1989). These polygons served two purposes. (1)
They provided an easy method of visualizing the cortical topography. (2) They allowed area
information to be estimated from discretely sampled penetrations, by assigning each point on
the cortical surface the qualities of the closest sampled point. For example, this simple measure
generates reliable estimates of the percent of the cortex that responds to a given frequency-
intensity combination. The percent of Al neurons responding to a given stimulus was estimated
by adding all of the areas of the penetrations that responded, divided by the total area of Al.
This measure allows higher sampling of cortical regions of particular interest without
introducing bias into group data because densely sampled regions result in smaller polygons
that contribute less to this measure. By contrast, the percentage of sites exhibiting a particular
response characteristic can be easily biased by non-uniform sampling densities. As it was often
not possible to perfectly circumscribe Al with penetrations that were either non-responsive or
clearly non-Al, in some these cases borders were estimated by connecting non-Al sites to
approximate the most likely Al shape based on other maps.

3. Results

3.1. Size and location of Al

Auditory cortex in the rat can be reliably located using the lateral suture and underlying blood
vessels as landmarks (Sally and Kelly, 1988). Al is located ~1 mm dorsal to the horizontal
portion of the suture and ~1.5 mm posterior to the vertical portion of the suture. The widest
anterior-posterior extent was 1.9 + 0.2 mm (mean + S.E.M.). The widest dorsal-ventral extent
was 1.5 = 0.2 mm. The average Al area was 1.92 + 0.16 mm?2.

3.2. Tuning curves

Rat Al frequency-intensity tuning curves derived for almost all neuronal samples were V-
shaped, like most tuning curves recorded in rodents (Sally and Kelly, 1988). Fig. 1A illustrates
a representative tuning curve and the parameters derived from it, including threshold and
bandwidth. A range of tuning curve shapes were observed, although the basic V-shape
predominated (Fig. 1B). The “best frequency’ is the frequency that evokes a consistent neural
response at the lowest tone intensity. We recorded from units at 440 sites in nine animals with
best frequencies ranging from 0.8 to 60 kHz. Both behavioral thresholds and neural thresholds
were higher near the extremes of the hearing range (Kelly and Masterton, 1977). The
distribution of best frequencies was observed to be fairly regular across the entire rat hearing
range (Fig. 1C). The average bandwidths were 0.92 £ 0.41, 1.42 + 0.54, 1.73 £ 0.62, and 2.08
+ 0.68 octaves (mean £ S.D.) at 10, 20, 30 and 40 dB above threshold, respectively. Although
there was substantial variability in the degree of spectral selectivity across the frequency map,
tuning curves with high BFs tended to be more sharply tuned, compared to lower frequency
tuning curves (Fig. 1D). For example, the average bandwidth 20 dB above threshold for sites
above 20 kHz was 1.09 octaves, compared to 1.53 for sites below 20 kHz (t-test, P <0.00001).

The best frequencies of Al neurons increased from posterior to anterior, as illustrated in maps
from two representative rats (Fig. 2A,B). Each polygon in a map represents one penetration;
the color indicates the best frequency of neurons sampled at that site. Continuous topography
of frequency tuning was observed in every animal. The bottom part of Fig. 2 illustrates the
relationship between the distance from the posterior border of Al and the best frequency of
each penetration from six animals. Fig. 3A shows all of the tuning curve tips from the map
shown in Fig. 2B. The reproducibility of these maps and the relatively even distribution of
frequency tuning make the rat a useful species for studying the effects that behavioral training
and other plasticity paradigms have on cortical representations of sound frequency.
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Although Al topography is well ordered for tones presented near threshold, highly overlapping
populations of neurons respond to loud tones. For example, more than one-fourth of the cortical
surface is activated by a 40 dB 8 kHz tone. The average percent of the cortex responding to
any frequency-intensity combination was derived by overlaying each of the tuning curve
outlines weighted by the area of the polygons (Fig. 3B). This measure is useful in plasticity
studies because it can be used to quantify changes in the percent of the cortex representing
stimulus features (Kilgard and Merzenich, 1998).

3.3. Topography

The only recorded response property that varied systematically across the isofrequency contour
was the response strength, quantified as the signal to noise ratio. Although this tendency was
not obvious in every map, it was clear in the group data. The median (10-90 percentile) signal
to noise ratio within 0.25 mm of the A1 midline running anterior to posterior was 18 (8-59),

compared to 12 (5-42) for sites greater than 0.25 mm from the midline. No consistent mapping
of response latency, stimulus threshold, or frequency tuning bandwidth was observed.

3.4. Repetition rate transfer functions

RRTFs were derived at 142 sites from responses to trains of six short tone pips presented at
repetition rates ranging from 3 to 25 pps. The carrier frequency of the RRTF tones was selected
to be near the best frequency of each site. On average, 1.9 £ 0.9 (mean + S.D.) spikes were
evoked by a tone in isolation within the sampling window. The spontaneous rates over this
interval ranged from about 0.025 to 0.25 spikes/s. The minimum latency of driven responses
was 15 £ 5 ms.

Many sites responded with approximately the same number of spikes per tone at repetition
rates less than 8 pps, with sharply decreasing number of spikes per tone from 10 to 14 pps, and
few spikes to tones presented at rates of more than 15 pps (Fig. 4A). The RRTF was quantified
by measuring the number of spikes occurring in a fixed window (35 ms) after each stimulus.
The plot next to the dot rasters shows the average number of spikes for each of the five tone
pips after the first (60 stimulus presentations/symbol). The solid line shows the average number
of spikes for the first stimulus in the train (168 presentations), and the dotted line shows the
number of spikes expected in a 35 ms sampling window due to spontaneous activity. The
average RRTFs from different sites were normalized by dividing the number of spikes for each
tone by the number of spikes in response to the first tone. The mean response of the 142 Al
RRTFs derived in this study clearly shows that the average normalized response of the cortex
to repeated stimuli was a low pass function that fell off rapidly above 10 pps (Fig. 5A).

Although simple low-pass RRTFs were common, it is important to note that a substantial
diversity of temporal response properties was observed across sites. In general, cortical RRTFs
had a significant amount of structure from 2 to 9 pps, but reliably fell off above about 10 pps.
The standard deviation of the normalized spike rate for repetition rates near 8 pps was as large
as the mean, indicating that a range of temporal filter functions are used to represent time-
varying inputs within Al (Fig. 5B). Responses to 8.4 pps trains, for example, ranged from
substantial adaptation to strong facilitation (more than twice as many spikes for each tone in
the train compared to single tones in isolation (Fig. 5C). Some sites were simply slow and
followed poorly at repetition rates faster than 8 pps (Fig. 4B), while other sites could respond
to each event at 15 pps and followed every other stimulus at 20 pps (Fig. 4C). In addition to
these examples, which represent simple shifts in the maximum following rate of cortical
neurons, many sites had temporal response properties that included strong adaptation or
facilitation at specific repetition rates (Fig. 6). In a few cases, the number of spikes per tone
was changed two-fold by increasing the interval between tone pips by as little as 10 ms.
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Both notched and band-pass RRTFs were observed in rat Al (Fig. 7A,B). In the example of a
notched RRTF, only half as many spikes were evoked per tone at 7 pps compared to 9 pps.
Such temporal filters transform information about repetition rate into modulation of the number
of evoked spikes per tone. Thus temporal information is expressed in both the timing of neural
discharges and the number of action potentials evoked by each stimulus event. In approximately
60% of Al sites, the response to some range of repetition rates slower than the best rate resulted
in more than a 30% decrease in the number of spikes per tone compared to the best rate (Fig.
8A). Thus, although the mean RRTF had no peaks, most individual sites preferred particular
repetition rates.

The distribution of best rates (rates that evoke the maximum number of spikes per tone pip)
was fairly even; there were approximately equal numbers of sites preferring repetition rates
ranging from about 12 pps to less than 3 pps (Fig. 8B). It is interesting to note that best repetition
rates also appeared to be roughly evenly distributed when plotted as a function of best
frequency, suggesting that any band of cortex representing a significant range of frequencies
contained neurons that ‘represented’ all rates less than 12 pps (Fig. 8C). Fig. 9 illustrates the
‘topography’ of best repetition rate in relation to best tone frequency. Although similar
repetition rates were sometimes clustered together in individual animals, there were no
consistent patterns of such clustering across animals.

Maximum following rate was correlated with both minimum latency and number of spikes in
response to an isolated tone (Fig. 10). The average minimum latency for sites that were able
to follow tones presented at rates above 11 pps was 15.3 + 0.2 ms, compared to 17.3 + 0.3 ms
for the sites with maximum rates less than 11 pps (P <0.00001). The mean driven response to
an isolated tone was 2.3 + 0.1 spikes for the fast sites compared to 1.6 £ 0. 1 for the slower
sites (P <0.00001). Thus, as reported in cat A1, vigorous, short latency responses tended to be
able to follow repeated stimuli at faster rates (Schreiner et al., 1997;Raggio and Schreiner,
1994;Brosch and Schreiner, 1997).

Some sites exhibited multiple cycles of repetitive spiking following stimulus trains of 10-15
pps (Fig. 11A), consistent with these stimuli evoking oscillations in cortical excitability. At
the same time, the diversity of temporal responses indicates that A1 neurons can exhibit more
complicated dynamics than simple oscillations. As an extreme example, two sites responded
with a burst of spikes at a fixed latency relative to the first tone when the first tone was followed
closely by a second tone (Fig. 11B).

3.5. Non-Alresponses

Several auditory fields surrounding A1 have been shown to receive projections from regions
of the medial geniculate other than the ventral division (Arnault and Roger, 1990; Romanski
and LeDoux, 1993; Winer and Larue, 1987). The posterior field was the easiest to identify
because neurons in that region responded fairly well to tones. Additionally, this field appeared
to have a tonotopic organization that was a mirror image of A1. Neurons in this field had longer
latencies and adapted to repeated stimuli even at low stimulus repetition rates (Fig. 11C).
Responses were more sustained compared to A1, where neurons usually responded with only
ashort burst of spikes at tonal onsets. As observed in several other rodent species, tuning curves
in the other non-primary fields generally responded poorly to tones and had high thresholds,
long latencies, and/or broad tuning (Redies et al., 1989; Stiebler et al., 1997; Thomas et al.,
1993; Sally and Kelly, 1988). No clear representational topography of these peri-Al zones
could be determined from our data sampling which was focused on Al.
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4. Discussion

The aim of this study was to elaborate how the primary auditory cortex in the rat represents
spectral and temporal features of auditory stimuli. Detailed maps were constructed with data
collected from nine adult animals. Tuning curves were derived for neurons sampled at every
penetration to investigate the organization of tuned responses for tone frequency. Trains of
short tone pips presented at various rates were used to investigate the nature of the distributed
representations of repetition rate.

Rat Al neurons have V-shaped tuning curves and respond to tones with phasic, short latency
responses. Minimum thresholds were consistent with published behavioral thresholds (Kelly
and Masterton, 1977). Bandwidths at 20 dB above threshold ranged from 0.4 to 2.5 octaves.
Rat Al exhibited an orderly map of increasing tone frequency from posterior to anterior (Sally
and Kelly, 1988). In cat A1, most response characteristics (including latency, monotonicity,
threshold, dynamic range, and tuning curve width) exhibit systematic variations across the
isofrequency contour (for review, see Ehret, 1997). Response strength was the only response
characteristic that varied systematically across the dorsal-ventral extent of Al in the rat. It may
not be surprising that no other topographies were observed, given the variability of response
topographies observed in the cat and the size of rat A1 (2 mm? compared to 12 mm? in a cat).

The majority of rat A1 neurons responded well to trains of tone pips presented at rates below
10 pps. However, substantial variability exists in temporal response properties. A few sites did
not follow well at rates above 5 pps, while others responded well to each tone presented at 15
pps. Some sites exhibit response profiles that manifested oscillatory processes. As others have
suggested, this variability in RRTFs may represent an important coding strategy for temporal
information (Dinse et al., 1997; Schreiner and Langer, 1986; Schreiner etal., 1997; Eggermont,
1991; Buonomano and Merzenich, 1995). These results are consistent with a distributed
representation of repetition rate such that any frequency band of substantial width contains
neurons that selectively prefer stimulus rates ranging from about 2 to 15 pps. In the mynah bird
analogue of the mammalian auditory cortex, an orderly representation of repetition rate tuning
was recorded orthogonal to the frequency map (Hose et al., 1987). Although nearby cortical
penetrations often exhibited similar RRTFs in our study, the resolution of this data sample
makes it impossible to definitively demonstrate whether or not repetition rate is systematically
mapped in rat auditory cortex.

If individual neurons expressed the same degree of variability locally as was observed from
penetration to penetration across Al, individual multi-unit RRTFs should exhibit the low-pass
property observed in the population RRTF. The high degree of structure in the RRTFs recorded
in this study provides evidence that local groups of neurons have similar temporal response
properties, although it remains unclear whether this is due to local similarity of intrinsic cellular
properties, local network interactions, or both. Strong local similarities of response
characteristics have been documented in cats by comparing the responses of single units sorted
from the same electrode (Imig et al., 1990; Schreiner and Sutter, 1992; Shamma et al., 1993).

The low-pass nature of the RRTFs described in this study is different from the predominately
band-pass MTFs observed by Gaese and Ostwald (1995). It appears that differences in the
stimuli presented and analysis performed account for the apparent discrepancy. The most
important is that SAM tones were used in the previous study, while tones with a constant
amplitude ramp were used in the present study. Primary auditory cortex responds well to
intensity transients, while it responds poorly to stimuli with slowly increasing amplitude. Thus,
Al neurons may be tuned for 10 Hz SAM stimuli not because they cannot follow slower rates
but because they prefer steeper-amplitude ramps. Consistent with similar findings in cat Al

Hear Res. Author manuscript; available in PMC 2010 October 14.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Kilgard and Merzenich Page 8

(Eggermont, 1998), we observed that the mean RRTF for Al neurons was clearly low-pass
when a fixed amplitude ramp was used.

Additionally, Gaese and Ostwald (1995) quantified MTFs using either a synchronization
measure or a spike rate measure that was not normalized to the number of stimulus cycles. The
shallow amplitude ramps of slow SAMs provide the cortex with an impoverished time mark
for stimulus onset and result in a wider distribution of spike latencies that leads to lowered
synchronization scores (Eggermont, 1991). The spike rate measure used in the previous study
was normalized to stimulus power and not to number of stimulus cycles. Thus, in addition to
having a steeper amplitude ramp, the 10 Hz SAM stimulus had twice as many onsets as the 5
Hz stimulus. Our stimuli allowed spikes per tone onset to be measured as a function of repetition
rate, while maintaining constant stimulus power. Both studies clearly demonstrate that most
rat A1 neurons do not respond well to stimuli above about 15 pps.

Phillips et al. (1989) recorded the responses of cat Al neurons to trains of short tone pips, and
observed exclusively low-pass responses. Interestingly, they did not observe any facilitation
of spike rate to tones during a train compared to isolated tones. In one-fourth of the sites in our
study, stimulus repetition resulted in a more than 30% increase in spikes per tone compared to
a single tone in isolation. Phillips adjusted the frequency at each site precisely to that site’s
best frequency, while in the current study, frequencies were selected that evoked the strongest
responses in the two simultaneously recorded penetrations. Phillips suggested that facilitation
may only occur when off-BF frequencies are used. Systematic studies are needed to determine
whether tones delivered to different regions of the tuning curve can have different RRTFs.

An important parameter that was not varied in our study was stimulus duration. It will be
interesting to determine the contribution of stimulus off-time in cortical RRTFs by increasing
stimulus duration.

The reduction in the ability of cortical neurons to follow repetitive stimuli compared to
subcortical auditory nuclei can be explained by strong inhibition following excitatory input.
Inhibitory influences would create a refractory period and generate a low-pass temporal
response profile. The richness of RRTFs observed in this study likely results from interactions
between a number of factors shaping cortical processing of temporal information (Buonomano
etal., 1997; Buonomano and Merzenich, 1995). Paired pulse facilitation and depression clearly
play a role. Rebound from inhibition could provide facilitation over a specific range of
repetition rates. Intrinsic properties have also been implicated in shaping the timing of cortical
responses (Langner, 1992).

Oscillatory responses have been observed in auditory cortex in a number of studies in rats,
cats, and monkeys (Schreiner and Urbas, 1986; Eggermont and Smith, 1995; Sally and Kelly,
1988; Dinse et al., 1997). These oscillations appear to influence cortical responses for up to
several hundred milliseconds after an initial excitatory input. Oscillations are commonly
observed in the auto-correlations of spontaneous activity, and can be reset by single tone pips.
Two studies have shown that best modulation frequencies are correlated with intrinsic
oscillation rates (Kenmochi and Eggermont, 1997; Dinse et al., 1997). A presence of notched
RRTFs in our data may be further evidence that oscillatory processes shape temporal
information processing. This relationship warrants further study, including correlating intrinsic
and spontaneous oscillatory response properties with RRTF notch location and width.

Rats have been used in a wide range of learning paradigms using auditory stimuli. To infer
neural mechanisms involved in this learning, it is important to better understand the
representation of auditory stimuli in normal animals. This study demonstrates that rat auditory
cortex has a distributed representation of both spectral and temporal information. Regions of
Al representing a sufficient range of carrier frequencies contain neurons that can act as
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temporal filters that respond well to rates ranging from two to 15 pps. This is consistent with
the progressive reduction in the maximum following rate of temporal modulations from
auditory nerve to higher stations of the auditory pathway (Langner, 1992). Bilateral lesions of
rat auditory cortex have been shown to abolish differentiation between unmodulated and 5 Hz
AM modulated tonal stimuli in a simple classical conditioning paradigm, leaving
differentiation of 50 and 500 Hz modulations intact (Grigor’eva and Vasil’ev, 1981). These
results indicate that the relatively long integration time of cortical neurons is useful for
extracting temporal stimulus features below 20 Hz.

In the present study, we have shown that rat primary auditory cortex is similar to other
mammalian species. Spatial and temporal information is encoded in the firing patterns of
neurons exhibiting a wide range of response tuning profiles. These results suggest that the
representation of stimulus parameters of complex auditory signals are likely to involve spike
rate, place and temporal coding strategies.

Acknowledgments

Supported by NIH Grant NS-10414, ONR Grant N00014-96-102, Hearing Research, Inc., and NSF pre-doctoral
fellowship. The authors thank Drs. H.W. Mahncke and R.C. deCharms for assistance with stimulus generation and
data acquisition software, and Dr. H.L. Read for helpful comments on the manuscript, and gratefully acknowledge the
invaluable intellectual and technical support provided by C.E. Schreiner throughout these experiments.

References

Aitkin LM, Merzenich MM, Irvine DR, Clarey JC, Nelson JE. J Comp Neurol 1986;252:175-185.
[PubMed: 3782506]

Arnault P, Roger M. J Comp Neurol 1990;302:110-123. [PubMed: 1707895]

Batzri-lzraeli R, Kelly JB, Glendenning KK, Masterton RB, Wollberg Z. Brain Behav Evol 1990;36:237—
248. [PubMed: 2279237]

Brosch M, Schreiner CE. J Neurophysiol 1997;77:923-943. [PubMed: 9065859]
Buonomano DV, Merzenich MM. Science 1995;267:1028-1030. [PubMed: 7863330]

Buonomano DV, Hickmott PW, Merzenich MM. Proc Natl Acad Sci USA 1997;94:10403-10408.
[PubMed: 9294223]

Clerici WJ, Coleman JR. J Comp Neurol 1990;297:14-31. [PubMed: 2376630]

Dear SP, Fritz J, Haresign T, Ferragamo M, Simmons JA. J Neurophysiol 1993;70:1988-2009. [PubMed:
8294966]

Dinse HR, Kruger K, Akhavan AC, Spengler F, Schoner G, Schreiner CE. Int J Psychophysiol
1997;26:205-227. [PubMed: 9203004]

Eggermont JJ. Hear Res 1991;56:153-167. [PubMed: 1769910]

Eggermont JJ. J Neurophysiol 1998;80:2743-2764. [PubMed: 9819278]

Eggermont JJ, Smith GM. J Neurophysiol 1995;73:227-245. [PubMed: 7714568]
Ehret G. J Comp Physiol A 1997;181:547-557. [PubMed: 9449816]

Gaese BH, Ostwald J. Eur J Neurosci 1995;7:438-450. [PubMed: 7773441]

Grigor’eva TI, Vasil’ev AG. Zh Vyssh Nerv Deiat 1981;31:284-291. [PubMed: 7269777]
Heil P. J Neurophysiol 1997a;77:2616-2641. [PubMed: 9163380]

Heil P. J Neurophysiol 1997b;77:2642-2660. [PubMed: 9163381]

Hellweg FC, Koch R, Vollrath M. Exp Brain Res 1977;29:467-474. [PubMed: 913526]
Hose B, Langner G, Scheich H. Brain Res 1987;422:367-373. [PubMed: 3676796]
Hubel DH, Wiesel TN. J Physiol 1968;195:215-243. [PubMed: 4966457]

Imig TJ, Brugge JF. J Comp Neurol 1978;182:637-660. [PubMed: 721972]

Imig TJ, Ruggero MA, Kitzes LM, Javel E, Brugge JF. J Comp Neurol 1977;171:111-128. [PubMed:
401509]

Hear Res. Author manuscript; available in PMC 2010 October 14.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Kilgard and Merzenich Page 10

Imig T, Irons W, Samson F. J Neurophysiol 1990;63:1448-1466. [PubMed: 2358885]

Jen PH, Sun XD, Lin PJ. J Comp Physiol A 1989;165:1-14. [PubMed: 2585357]

Kaltwasser MT. J Comp Psychol 1990;104:227-232. [PubMed: 2225759]

Kayser K, Stute H. Pathol Res Pract 1989;185:729-734. [PubMed: 2560544]

Kelly JB, Masterton B. J Comp Physiol Psychol 1977;91:930-936. [PubMed: 893752]

Kelly JB, Judge PW, Phillips DP. Hear Res 1986;24:111-115. [PubMed: 3771373]
Kenmochi M, Eggermont JJ. NeuroReport 1997;8:1589-1593. [PubMed: 9189897]

Kilgard MP, Merzenich MM. Science 1998;279:1714-1718. [PubMed: 9497289]

Langner G. Hear Res 1992;60:115-142. [PubMed: 1639723]

McMullen NT, Glaser EM. Exp Neurol 1982;75:208-220. [PubMed: 7060676]

Merzenich MM, Brugge JF. Brain Res 1973;50:275-296. [PubMed: 4196192]

Merzenich MM, Knight PL, Roth GL. J Neurophysiol 1975;38:231-249. [PubMed: 1092814]
Merzenich MM, Kaas JH, Roth GL. J Comp Neurol 1976;166:387-401. [PubMed: 1270613]
Middlebrooks JC, Dykes RW, Merzenich MM. Brain Res 1980;181:31-48. [PubMed: 7350963]

Phillips DP, Hall SE, Hollett JL. Repetition rate and signal level effects on neuronal responses to brief
tone pulses in cat auditory cortex. J Acoust Soc Am 1989;85:2537-2549. [PubMed: 2745878]

Pubols BH Jr, Pubols LM. J Comp Neurol 1971;141:63-75. [PubMed: 4992481]

Raggio MW, Schreiner CE. J Neurophysiol 1994;72:2334-2359. [PubMed: 7884463]

Reale RA, Imig TJ. J Comp Neurol 1980;192:265-291. [PubMed: 7400399]

Redies H, Sieben U, Creutzfeldt OD. J Comp Neurol 1989;282:473-488. [PubMed: 2723148]
Roger M, Arnault P. J Comp Neurol 1989;287:339-356. [PubMed: 2778109]

Romani GL, Williamson SJ, Kaufman L. Science 1982;216:1339-1340. [PubMed: 7079770]
Romanski LM, LeDoux JE. Cereb Cortex 1993;3:499-514. [PubMed: 7511011]

Sally SL, Kelly JB. J Neurophysiol 1988;59:1627-1638. [PubMed: 3385476]

Scheich H. Curr Opin Neurobiol 1991;1:236-247. [PubMed: 1821187]

Schreiner CE. Curr Opin Neurobiol 1992;2:516-521. [PubMed: 1525552]

Schreiner, CE.; Langer, G. Auditory Function. Edelman, G.; Gall, E.; Cowan, M., editors. John Wiley;
New York: 1986. p. 337-362.

Schreiner CE, Sutter ML. J Neurophysiol 1992;68:1487-1502. [PubMed: 1479426]

Schreiner CE, Urbas JV. Hear Res 1986;21:227-241. [PubMed: 3013823]

Schreiner CE, Mendelson J, Raggio MW, Brosch M, Krueger K. Acta Otolaryngol (Stockh) 1997;532
(Suppl):54-60.

Shamma S, Fleshman J, Wiser P, Versnel H. J Neurophysiol 1993;69:367-383. [PubMed: 8459273]

Shi CJ, Cassell MD. J Comp Neurol 1997;382:153-175. [PubMed: 9183686]

Stiebler I, Neulist R, Fichtel I, Ehret G. J Comp Physiol A 1997;181:559-571. [PubMed: 9449817]

Suga N, Jen PH. Science 1976;194:542-544. [PubMed: 973140]

Thomas H, Tillein J, Heil P, Scheich H. Eur J Neurosci 1993;5:882-897. [PubMed: 8281300]

Tunturi A. Am J Physiol 1950;162:489-502. [PubMed: 15432724]

Winer JA, Larue DT. J Comp Neurol 1987;257:282-315. [PubMed: 3571530]

Hear Res. Author manuscript; available in PMC 2010 October 14.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Kilgard and Merzenich

Page 11

A B
LR LR R LA R R RN R LN R EL I ) R
LA ML L L LI LR [ LR Y Y I A
560} - & BWA0 360 \V4
o . o
« e 7]
@ e m
T40 . e e Bwzo B40
= =
"§ Tetiie BWIO G
o ool . . @ onl
£ 20 'B.F' Threshold £ 20
L |
0 - o . . .
6 10 16 27 45 1 2 4 8 16 32 64
C Frequency (kHz) Frequency (kHz)
80 R I T T T T T
SEOF iR P : . 3 .
< e - . D : .o .
8401 ) ' - R ot 7
£ ool e i
= AT - T
0 1 | hd 1 1 1 1
D 1 2 4 8 16 32 64
g T T T T T T ]
g o
ez2r LT :
8 1r N - 5 .
%0 1 1 1 1 - 1
1 2 4 8 16 32 64
Frequency (kHz)
Fig. 1.

A: Tuning curve for representative rat Al penetration. BF is the frequency that elicits a
consistent neural response at the lowest intensity, threshold. BW is the range of frequencies

the neurons are responsive to at the specified intensity above threshold. B: Eleven tuning curve

outlines from Al in a single animal. C: Thresholds to elicit excitatory responses at BF, for

neurons sampled from nine animals. D: Bandwidths at 20 dB above threshold as a function of

BF.
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Page 12

Kilohertz

A, B: Representative BF maps of primary rat auditory cortex from two adult rats. Each polygon
represents one penetration. Color represents each site’s best frequency. Non-responsive and
auditory responding non-A1 sites are marked o and x, respectively. Bottom panel: Best
frequency as a function of distance from the posterior border of Al. Each color represents data

from an individual animal.
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Fig. 3.

A: Tuning curve tips for all of the penetrations from one rat (Fig. 2B). The tip of each V depicts
the minimum threshold for each site. Width of the V represents tuning curve width 10 dB above
threshold. B: Mean percent of the cortical surface that responds to a tone of any frequency/
intensity combination.
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Fig. 4.

A: Dot raster and repetition rate transfer function for an Al site representative of the median
response. Short horizontal lines mark time windows used for RRTF quantification. Vertical
solid lines in panels to the right mark the average response to first tone. Vertical dotted line
marks spontaneous rate. B: A1 RRTF with an unusually low (7 pps) cutoff. C: A1 RRTF with
unusually fast (high repetition rate) following.
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Fig. 5.

A: Mean normalized spike rate as a function of repetition rate with standard errors of the mean.
B: Standard deviation of normalized spike rate as a function of repetition rate. C: Distribution
of normalized spike rates at 8.4 pps. Examples shown in Figs. 4 and 7 have ratios of 0.97, 0.22,
1.07, 1.83, and 1.9 at 8.4 pps, respectively.
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Fig. 6.
RRTFs for six penetrations with strong tuning for specific repetition rates. Note that the sum
of these RRTFs has a low-pass shape.
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Fig. 7.
A: Example of a notched RRTF. B: Example of a band-pass RRTF.
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Fig. 8.

A: Distribution of RRTF modulation depth, expressed as the minimum response for repetition
rates less than the best rate divided by the response to the best rate. The examples in Figs. 4
and 7 have depths of 8, —, 26, 47 and 63%, respectively. Note that only sites with best repetition
rates greater than 4 pps are shown. B: Distribution of best repetition rates (rate that evokes the
most spikes per tone). C: Best repetition rate as a function of BF.
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Fig. 9.

Representative map of Al from one animal with the best tone frequency and best repetition
rate labeled for each penetration. Reliable RRTFs could not be generated from sites labeled
zero.
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Fig. 10.
A, B: Scatter plots of maximum following rate as a function of minimum latency and spikes
evoked per tone, with best linear fits.
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Fig. 11.

A: An RRTF that exhibits oscillatory responses after trains of greater than 10 pps. B: Unusual
A1 RRTF. Note the fixed-latency response following the second tone presented at greater than
14 pps. C: Representative RRTF for the posterior auditory field. Note sustained discharge and
strong adaptation to repeated stimuli.
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