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How much does the intensity of purifying selection vary among populations and species? How uniform are the shifts in
selective pressures across the genome? To address these questions, we took advantage of a recent, whole-genome poly-
morphism data set from two closely related species of yeast, Saccharomyces cerevisiae and S. paradoxus, paying close attention to
the population structure within these species. We found that the average intensity of purifying selection on amino acid sites
varies markedly among populations and between species. As expected in the presence of extensive weakly deleterious mu-
tations, the effect of purifying selection is substantially weaker on single nucleotide polymorphisms (SNPs) segregating within
populations than on SNPs fixed between population samples. Also in accordance with a Nearly Neutral model, the variation
in the intensity of purifying selection across populations corresponds almost perfectly to simple measures of their effective
size. As a first step toward understanding the processes generating these patterns, we sought to tease apart the relative
importance of systematic, genome-wide changes in the efficacy of selection, such as those expected from demographic
processes and of gene-specific changes, which may be expected after a shift in selective pressures. For that purpose, we
developed a new model for the evolution of purifying selection between populations and inferred its parameters from the
genome-wide data using a likelihood approach. We found that most, but not all changes seem to be explained by systematic
shifts in the efficacy of selection. One population, the sake-derived strains of S. cerevisiae, however, also shows extensive gene-
specific changes, plausibly associated with domestication. These findings have important implications for our understanding
of purifying selection as well as for estimates of the rate of molecular adaptation in yeast and in other species.

[Supplemental material is available online at http://www.genome.org.]

A striking observation to emerge from comparative genomics is

that a large number of core proteins are preserved across the three

domains of life (Koonin 2003). This observation highlights the per-

vasiveness and effectiveness of natural selection: Despite repeated,

injurious mutations, core proteins remain virtually unchanged

across organisms, because purifying selection eliminates deleteri-

ous changes from the population. At the same time, other proteins

are markedly dissimilar across taxa (Amos et al. 2004), with whole

families of proteins appearing and disappearing (Snel et al. 2002;

Lynch 2007). So, while purifying selection can be extremely ef-

fective, it is also a dynamic force that varies across the genome and

changes intensity over evolutionary time scales. These consider-

ations raise a number of questions, notably: How quickly does the

intensity of purifying selection change? How uniform are the shifts

in selective pressures across the genome? Are they primarily driven

by changes in the environment, which alter the nature of selective

pressures at a subset of genes, or by demographic changes that

shape the efficacy of purifying selection across the genome?

In principle, answers to these questions can be garnered by

analyzing patterns of variation within and between species. Be-

cause purifying selection eliminates deleterious mutations that

arise in a population, its signature is a reduction in the level of

diversity within species, as well as a decrease in the rate of evolu-

tionary change between species, relative to what is seen at neutral

sites. Therefore, one way to characterize the intensity of purifying

selection is to measure the strength of this effect as the fraction of

mutations removed by selection (Halligan and Keightley 2006). In

particular, this approach can be used to study purifying selection in

protein-coding regions, under the simplifying assumption that

synonymous mutations are neutral. The decrease in the number of

amino acid substitutions due to selection can be estimated from

the ratio of nonsynonymous to synonymous divergence between

closely related species as 1-dN/dS. Similarly, the reduction in amino

acid diversity can be estimated from the ratio of nonsynonymous

to synonymous polymorphism levels, 1-pN/pS (henceforth we de-

note dN/dS as v [Yang 1997] and pN/pS as f, following Smith and

Eyre-Walker 2002). Both measures have been used widely in order

to identify genomic regions that are likely important to organismal

fitness (Dermitzakis et al. 2002; Frazer et al. 2003; Siepel et al. 2005;

Woolfe et al. 2005; Molina and van Nimwegen 2008) as well as to

quantify the intensity of purifying selection on coding and non-

coding regions within a species (Fay et al. 2001; Keightley and

Gaffney 2003; Halligan et al. 2004; Halligan and Keightley 2006;

Haddrill et al. 2008). To date, divergence-based measures have been

used much more extensively, as divergence data were more readily
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available than polymorphism data (Eyre-Walker et al. 2002;

Keightley and Gaffney 2003; Halligan and Keightley 2006).

In a random mating population of constant size and under the

assumptions of the Neutral theory—in which mutations either are

so strongly deleterious that they contribute to neither polymor-

phism nor divergence, or neutral—the polymorphism and diver-

gence-based measures are expected to be similar (Kimura 1983;

Graur and Li 2000; Lynch 2007). But departures from these as-

sumptions can lead to differences between the two measures.

Notably, weakly deleterious mutations contribute much more to

polymorphism than to divergence (Kimura 1983). Therefore, if

many amino acid mutations are weakly deleterious, f is expected to

be larger than v (Ohta 1973, 1992). Nonequilibrium demographic

processes and population structure also affect the two measures

differently. For example, changes in the effective size of a pop-

ulation, Ne, can increase the efficacy of selection, rendering pre-

viously nearly and effectively neutral mutations more strongly

deleterious (i.e., leading Ne|s| to exceed 1, where s is the selection

coefficient) (Woolfit 2009). As polymorphism stems from the ac-

cumulation of mutations over the last ;4Ne generations, whereas

divergence reflects changes that accumulated since the time at

which the species under consideration split, f will tend to capture

the intensity of purifying selection in the relatively recent history

of the population and v its cumulative effects over a longer period.

In addition to reflecting the intensity of purifying selection on

amino acid mutations in distinct ways, v and f are differentially

sensitive to other evolutionary forces. For instance, if many synon-

ymous mutations are weakly selected—as indicated by studies of

codon-usage bias in a range of species (Sharp et al. 1988)—then

measures such as v and, to a lesser extent, f, will tend to suggest a

weaker intensity of purifying selection on nonsynonymous muta-

tions than is actually the case (Eyre-Walker 2002). In addition, v may

suggest that purifying selection is weaker than it is if directional pos-

itive selection on amino acid mutations contributes substantially to

divergence; f should be much less affected, as favorable mutations are

unlikely to be sampled while polymorphic (Sawyer and Hartl 1992).

The use of a single measure such as f or v collapses the effects of

purifying selection into a single number. A second approach has

been instead to quantify the effects of purifying selection by char-

acterizing the full distribution of mutational selective effects (DME).

Studies using this approach tend to estimate the DME of amino acid

mutations by assuming a parametric family of distributions and

fitting it to summaries of polymorphism data (e.g., the site-fre-

quency spectrum) from a single species and to divergence from

a closely related species (Sawyer et al. 1987; Sawyer and Hartl 1992;

Templeton 1996; Bustamante et al. 2001; Fay et al. 2001; Piganeau

and Eyre-Walker 2003; Wakeley 2003; Williamson et al. 2004; Eyre-

Walker et al. 2006; Huerta-Sanchez et al. 2008). Recent extensions

have also incorporated the effects of nonequilibrium demography

into the inference scheme (Williamson et al. 2005; Keightley and

Eyre-Walker 2007). Some studies took a slightly different approach,

inferring the DME from multilocus polymorphism data in two

closely related species of Drosophila, under the assumption that all

changes in f between them reflect differences in their effective

population size (Loewe and Charlesworth 2006; Loewe et al. 2006).

While such model-based approaches to the study of purifying se-

lection have the potential to describe the workings of purifying se-

lection in great detail, they necessarily rely on strong assumptions,

the realism and effects of which remain largely unknown.

Moreover, while many studies have examined how purifying

selection varies among different genomic regions or estimated the

DME at specific classes of sites (e.g., nonsynonymous sites), little or

no attention has been paid to how the intensity of purifying se-

lection changes among populations or species (but, see Boyko et al.

2008; Foxe et al. 2008). On theoretical grounds, the effective size of

a species is expected to affect the intensity of selection (cf. Kimura

1983). In accordance with this prediction, Ohta and others found

that v increases with the generation time of a species, which is

inversely correlated to population size (Ohta 1972; Li et al. 1987;

Chao and Carr 1993; Ohta and Ina 1995; Keightley and Eyre-

Walker 2000). Other studies have reported tentative evidence for

a negative relationship between v and measures of the extant ef-

fective population size, such as synonymous heterozygosity (Eyre-

Walker et al. 2002; Eyre-Walker and Keightley 2007).

While most previous studies relied on divergence data, there

are several advantages to studying these questions with polymor-

phism data. As described above, polymorphism-based measures

such as f will be relatively insensitive to the confounding effects of

adaptive evolution, in contrast to measures such as v (McDonald

and Kreitman 1991). Moreover, because f reflects the selective his-

tory over a more recent period, it is easier to relate to estimates of the

current effective population size.

To examine the evolution of purifying selection, the ideal

polymorphism data set would be genome-wide to allow one to de-

termine whether changes in the intensity of purifying selection

occur across genes or only at a subset, and collected in closely re-

lated species, which are likely more comparable with respect to

other parameters. The recent publication of genome-wide poly-

morphism data from two closely related yeast species, S. cerevisiae

and S. paradoxus, offers one of the first, if not the first, datasets of this

kind (Liti et al. 2009). Yeast is also an interesting test case for several

reasons. First, previous studies indicated the presence of clear pop-

ulation structure in both S. cerevisiae and S. paradoxus (Koufopanou

et al. 2006; Liti et al. 2009), potentially allowing one to treat di-

versity patterns within a subpopulation as reflecting evolutionary

forces in that population alone (Kimura and Maruyama 1971).

Second, the comparison of S. cerevisiae, some strains of which were

affected by human domestication (Fay and Benavides 2005), to the

wild species S. paradoxus, may shed light on the effects of domesti-

cation at the genomic level. Third, accumulating functional geno-

mics studies of S. cerevisiae (Wall et al. 2005; Drummond et al. 2006;

Zhu et al. 2008) will make it possible to relate changes in purifying

selection with functional attributes.

Two recent studies have used genome-wide variation data

from one or two of these species in order to study the effects of

natural selection on genome evolution (Doniger et al. 2008; Liti

et al. 2009). Focusing on polymorphism from one species and di-

vergence data, they found few or no genes with significant evi-

dence of adaptive evolution (following the approach of McDonald

and Kreitman [1991]). Instead, both studies reported extensive

evidence for purifying selection, which was also supported by a

comparison of the site-frequency spectrum at synonymous and

nonsynonymous sites (Liti et al. 2009). These studies did not ac-

count for the population structure, but rather treated each species

as a single, panmictic population. Here, we focused on the single

nucleotide polymorphism (SNP) data from both yeast species with

population structure as our starting point.

Results

The data set

Our analysis focused on resequencing polymorphism data in

coding regions of two closely related yeast species, S. cerevisiae and
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S. paradoxus. The data set was generated by the Saccharomyces Ge-

nome Resequencing Project (Liti et al. 2009); we focused on the

subset consisting of the genome-wide sequences from 16 strains

of S. cerevisiae and 24 strains of S. paradoxus, covered to a depth of

1–33 by ABI resequencing (see Methods) and used orthologous

open reading frames (ORFs) identified in both species by Kellis

et al. (2003). After applying several quality control steps (see below

and Methods), we retained 3132 protein-coding genes (of the 6610

identified in S. cerevisiae [http://www.yeastgenome.org]), which

had been sequenced to an average sample size of approximately

eight strains in S. cerevisiae and ;13 strains in S. paradoxus.

Our analysis treats synonymous diversity as reflective of neu-

tral polymorphism levels, even though selection for synonymous

codon usage is well documented in yeast (Bennetzen and Hall 1982;

Sharp et al. 1986, 1988; Akashi 2003; Qin et al. 2004). To assess the

possible effects of this selection on synonymous diversity, we ex-

amined the correlation between levels of codon usage bias, mea-

sured by the codon adaptation index (CAI) (Sharp and Li 1987), and

synonymous diversity in our samples (Supplemental Fig. 1). We did

not find a significant correlation between the two (Supplemental

Methods), leading us to conclude that, in this data set, statistics

based on synonymous SNPs are not markedly affected by selection

on synonymous codon usage. Nevertheless, out of precaution we

removed genes with high CAI values (CAI > 0.5), which are known

to be associated with high expression levels and are enriched for

ribosomal genes (Sharp et al. 1986; Akashi 2003). This procedure left

us with 3037 of 3132 genes.

The demographic structure of the two species

Throughout our study, we relied on the demographic analysis of

the data set performed by Liti et al. (2009), the qualitative con-

clusions of which were confirmed by our own analysis (Supple-

mental Methods). Specifically, we focused on the 24 strains in S.

paradoxus and 16 strains in S. cerevisiae found to be of ‘‘clear’’ ori-

gin, i.e., not mosaics or hybrids, by Liti et al. (2009). We also fol-

lowed their assignment of these strains into distinct populations.

Using both the program structure (Pritchard et al. 2000; Falush et al.

2003) and neighbor-joining trees (cf. Graur and Li 2000), they

found three distinct populations in S. paradoxus, with consistent

trees across the genome. In S. cerevisiae, five populations appear to

be related by a consistent tree along the genome, corresponding to

four nonadmixed clusters and one admixed cluster in the structure

analysis (Liti et al. 2009). Overall, the classification of strains fol-

lows their ‘‘geographic’’ origin: In S. paradoxus, the three clusters

consist of: (1) 15 strains from Europe, (2) five from North America,

and (3) four from the Far East, while in S. cerevisiae, the five clusters

correspond to (1) eight strains from Europe, including those de-

rived from wine, (2) one from West Africa, (3) three derived from

sake and palm wine (including one from the Ivory-Coast in Africa),

(4) three from Malaysia, and (5) one from North America.

Patterns of genetic variation within and between populations

We considered the population structure as inducing a partition of

the SNPs in our samples. A subset of SNPs is segregating within

a population sample. A second set of SNPs is fixed for one allele in

a sample from one population and for another allele in a second

population sample. In this case, we inferred which allele is derived

and assigned it to the population sample in which it appeared as

fixed by using the consensus sequence of the other species as an

outgroup (see Supplemental Methods for the construction of the

consensus sequences). In an analogous manner, we assigned an-

cestral and derived states to SNPs at which one allele was fixed in

samples from two populations but differed from a third, more

distant population sample. Overall, we found 4040 SNPs segre-

gating within population samples in S. cerevisiae and 12,975 in

S. paradoxus, compared with 26,125 SNPs fixed among population

samples in S. cerevisiae and 74,956 in S. paradoxus.

Additional classes of potential interest consist of SNPs that are

shared among two or more populations. If there is little genetic

exchange between populations and a small contribution of ances-

tral polymorphism, as the demographic analysis suggests, then

we would expect to find relatively few shared SNPs. To examine

whether this is the case, we focused on synonymous SNPs. In

concordance with this expectation, we found few SNPs that are

segregating in more than one population—20 such SNPs in

S. cerevisiae and 53 in S. paradoxus—which is roughly an order of

magnitude higher than the number expected by chance, assuming

that the populations are completely independent (Supplemental

Methods), but still negligible compared with the numbers of SNPs

segregating in each population (i.e., <1.5% of the total number of

segregating SNPs). In turn, when we examined the number of SNPs

that are segregating in one population sample and fixed for the

derived allele in another, which might also be considered as shared,

we found substantially more than expected by chance. However,

once we accounted for errors in the inference of the derived state

due to a substitution on the lineage leading to the outgroup, the

numbers of shared SNPs were similar to those expected by chance

(Supplemental Methods). Although not definitive, these findings

suggest that the populations identified by the demographic analy-

sis are largely independently evolving. We therefore did not treat

shared SNPs as a distinct category in our subsequent analyses.

Moreover, we assumed that the patterns of polymorphism seen in

a population reflect selection pressures in that population alone.

We note that a SNP could appear as fixed between popula-

tions either because a derived allele was fixed in one of the pop-

ulations, or because an allele is segregating in a population, but

we happened only to sample the derived allele. Considering the

levels of synonymous heterozygosity in each population and as-

suming the standard neutral model, we calculated the number of

segregating sites expected to appear as fixed in our samples (cf.

Ewens 1979). Based on this calculation, we estimated that the

fraction of segregating SNPs comprises 3%–8.5% of the SNPs that

appear fixed in S. paradoxus population samples, 7.5% in the

European S. cerevisiae population, 5.5% in the Malaysian pop-

ulation, and 43% in the sake-derived population (Supplemental

Methods). These are likely to be overestimates, because the observed

site-frequency spectra appear to be skewed toward rare alleles (Liti

et al. 2009) relative to what is expected under the standard neutral

model. Examining the site-frequency spectrum of SNPs from the

European samples of S. cerevisiae and S. paradoxus (Supplemental

Fig. 3) further suggests that the vast majority of SNPs that are fixed

in these samples are fixed in the corresponding populations. An

exception may be the sake-derived population of S. cerevisiae, in

which a considerable fraction of SNPs that appear fixed may actu-

ally be segregating. Henceforth, we refer to this category as ‘‘fixed’’

SNPs, distinguishing them from ‘‘segregating’’ SNPs, i.e., cases

where both alleles are found within the same population sample.

The relationship between demographic structure
and the intensity of purifying selection

We considered several measures of the intensity of selection in

a population, which differ in the summary of polymorphism on
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which they rely; all are cases of what was generally referred to as

f in the introduction to this paper. For segregating SNPs, we used

a measure based on heterozygosity, p (Tajima 1983), denoted fp,

as on average it should be insensitive to sample size differences

among populations. Similar qualitative results, however, were ob-

tained using a measure based on Watterson’s u (Watterson 1975), fu

(Supplemental Table 1). We also used a measure based on the av-

erage number of fixed SNPs, denoted fu.

The measures defined above can be viewed as parameters that

describe the genome-wide ratio pN/pS (where p stands for the cor-

responding polymorphism statistic) expected over repeated re-

alizations of both the evolutionary process and the sampling of

individuals from the extant population. As we have noted, these

measures reflect the combined action of multiple evolutionary

processes, for which we have not provided a model. Nonetheless,

we can associate a measure of uncertainty with our estimates of fp,

fu, and fu by assuming that each gene is an independent draw from

the evolutionary and sampling process (which is essentially equiv-

alent to a standard ergodicity assumption [Crow and Kimura

1970]). Specifically, we estimated these parameters by treating all

of the genes in our sample as a single, concatenated gene, and

found approximate confidence intervals by bootstrapping over

genes.

First, treating all of the SNPs within each species as if they

come from a single population, as done in genomic analyses of

yeast data to date (Doniger et al. 2008; Liti et al. 2009), we found

a substantial (and significant) difference between the estimates of

fp in the two species: 0.18 in S. cerevisiae and 0.14 in S. paradoxus

(see Table 1 for confidence intervals). When we excluded rare SNPs

(i.e., singleton alleles)—a common practice intended to minimize

the effect of weakly deleterious amino acid mutations (Fay et al.

2001, 2002; Sawyer et al. 2003; Bierne and Eyre-Walker 2004;

Andolfatto 2005; Charlesworth and Eyre-Walker 2008)—the esti-

mates in the two species became significantly lower, as expected,

and more similar to one another: 0.15 and 0.13, respectively. These

point estimates are similar to those obtained by Doniger et al.

(2008), although the methodologies used are slightly different.

Interestingly, we obtained a markedly different answer when

we heeded the population structure in these species. When we

analyzed purifying selection intensities by population, we found

extensive variation in the average intensities within each of these

species (Table 1): Using segregating SNPs from all frequency classes,

fp varies from 0.27 to 0.37 in S. cerevisiae and from 0.16 to 0.25

in S. paradoxus; using fu, the measure based on fixed SNPs, there

is ;1.7-fold variation in each of the species. Thus, while an analysis

that ignores population structure would suggest that there are

negligible genome-wide changes in the average intensity of puri-

fying selection between the two species, taking the population

structure into account reveals extensive variation among pop-

ulations both within and between species. Moreover, it suggests

that, given the extensive population structure of the two species,

comparisons between species as a whole are not readily inter-

pretable—as, for example, they would depend strongly on the

number of strains taken from different populations within each

species.

Contrasting the measure of purifying selection based on SNPs

that are segregating, fp, to the one based on fixed SNPs, fu, one can

conceive of two opposing expectations: If a substantial number of

the amino acid differences between populations reflect adaptations

to their local environments, we might expect fu to exceed fp. The

idea being that locally beneficial amino acid mutations are likely to

be rare compared with neutral mutations and to ascend rapidly in

frequency and with higher probability of fixation, thus contribut-

ing considerably less to segregating than to fixed nonsynonymous

SNPs (by the same logic that underlies the McDonald-Kreitman

test) (McDonald and Kreitman 1991). In contrast, if slightly dele-

terious mutations contribute substantially to the amino acid SNPs

segregating within populations, as expected under the Nearly

Neutral theory, we might expect fp to exceed fu, because alleles

under weak purifying selection are less likely to become fixed than

they are to segregate (Ohta 1974). Our observations support the

latter expectation: In all of the populations that we examined,

measures based on fixed SNPs are smaller than those based on

segregating SNPs, i.e., fu < fp (Table 1). (We note that since fu reflects

changes over a different and likely longer period than fp, in prin-

ciple, other processes could account for this difference.)

In the European populations of both species, for which our

sample sizes are largest, we also estimated fp after excluding sin-

gleton alleles. We observed a slight reduction from 0.37 to 0.36 in

S. cerevisiae (4%) and a more substantial reduction from 0.24 to 0.20

in S. paradoxus (18%) compared with when rare alleles are not ex-

cluded (Table 1). The estimates based on intermediate frequency

alleles tend to be less precise, since they rely on smaller counts of

polymorphic sites. Taking into account the uncertainty in these

estimates, only the reduction in S. paradoxus appears to be signifi-

cant. Together, these findings are consistent with the Nearly Neu-

tral theory of molecular evolution, in which a substantial fraction

of nonsynonymous segregating alleles are weakly deleterious. If

this interpretation is correct, then the selective effects of non-

synonymous alleles are closer to neutral when they are fixed (Foxe

et al. 2008). Of course, this interpretation does not exclude the

possibility that some of the amino acid differences between pop-

ulations reflect local adaptations, but it does suggest that their

overall fraction is relatively small.

The Nearly Neutral theory also predicts that the efficacy of

selection should increase with the effective population size (Ohta

1974) and, therefore, that we expect to find a greater intensity of

purifying selection on amino acid mutations in populations with

Table 1. Different measures of the genome-wide intensity of purifying selection

Genome-wide
measures

S. cerevisiae S. paradoxus

All populations European Malaysian Sake All populations European Far Eastern North American

f̂p 0.18 0.37 0.37 0.27 0.14 0.24 0.25 0.16
(3 3 10�3) (2 3 10�2) (5 3 10�2) (1 3 10�2) (2 3 10�3) (6 3 10�3) (1 3 10�2) (5 3 10�3)

f̂p excluding
rares

0.15 0.36 0.13 0.20 0.23 0.12
(3 3 10�3) (3 3 10�2) (2 3 10�3) (7 3 10�3) (5 3 10�2) (1 3 10�2)

f̂u 0.15 0.18 0.17 0.15 0.19 0.13
(4 3 10�3) (5 3 10�3) (9 3 10�3) (3 3 10�3) (4 3 10�3) (2 3 10�3)

The standard errors (based on bootstrapping) appear within parentheses. For additional measures see Supplemental Table 1.
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larger effective sizes. Could such demographic differences account

for the variation in the intensity of purifying selection among

populations? To examine this possibility, we calculated the average

synonymous heterozygosity, pS, across the genome for each pop-

ulation and used it as a proxy for the effective population size, Ne.

Since the expected neutral heterozygosity is ;4Neu (cf. Ewens

1979), where u is the mutation rate, differences in synonymous

heterozygosity should reflect differences in the effective popula-

tions size (assuming that the mutation rate does not vary among

populations). Figure 1A shows the relationship between estimates

of f based on segregating SNPs and the average synonymous het-

erozygosity among populations. In S. paradoxus, we observed a

monotonic negative relationship between the two. In S. cerevisiae,

the Malaysian population has a lower f estimate than does the

European population, in spite of having lower heterozygosity.

However, this estimate of f is imprecise (as evidenced by the wide

confidence interval), and we cannot reject the possibility that the

underlying intensity of purifying selection accords with the ex-

pected relationship to the effective population size. Thus, as far as

we can tell, the relationship between the intensity of purifying

selection among populations in each of the two species is in full

agreement with the expectations of the Nearly Neutral theory.

When we considered populations from both species jointly, we

still found a marginally significant negative relationship, but it is

no longer strictly monotonic (Spearman’s r = �0.77, one-tailed

P-value = 0.051 with six points).

One possible explanation for the deviations from a strict

negative relationship is that the mutation rate varies between

S. cerevisiae and S. paradoxus. Because we know of no direct mea-

surements of the mutation rate in S. paradoxus, we assessed this

possibility indirectly. To control for differences in mutation rates

between species, we normalized the heterozygosity by the syn-

onymous divergence along the lineage leading to each species, dS,

which should be proportional to the mutation rate (Fig. 1B). We

note that this procedure relies on additional assumptions about

which little is known, most notably that the generation times along

the lineages leading to each of the extant species are similar. Using

this proxy, we observed a clear negative relationship between esti-

mates of f and the effective population size (Spearman’s r = �0.94,

one-tailed P-value = 0.0083 with six points) and a relationship that

is strictly monotonic if the imprecise estimate for the Malaysian

population of S. cerevisiae is ignored. To better assess the statistical

significance of this relationship, we simulated datasets under the

assumption that f is identical in all of the populations and used the

resulting slope of the least squares fit as a test statistic (see Methods).

We note that this procedure corrects for any artifacts that might

arise from having pS appear in both axes (although these should be

small, as evidenced by the relatively small horizontal standard errors

in Fig. 1B). Based on 1000 simulations, we estimated that the

probability of a negative relationship as steep as or steeper than

observed is <10�3. This relationship supports the notion that de-

mographic changes, notably changes in the effective population

size, strongly affect the efficacy of selection, accounting for the

differences in the intensity of purifying selection.

To examine this possibility in more detail, we used the re-

lationship in Figure 1B to infer the distribution of scaled muta-

tional selective effects (2Nes) in each population using an approach

akin to that of Loewe and Charlesworth (2006). To this end, we

assumed that all of the populations share the same distribution of

mutational selective effects (DME) and that the differences in

f among them result from changes in Ne alone (see Methods). The

fit obtained using a gamma distribution plus a point mass at s =�‘

Figure 1. The relationship between the intensity of purifying selection and
the effective population size. The intensity of purifying selection is measured
as the genome-wide estimate of fp; the two proxies used for the effective
population size are the genome-wide average synonymous heterozygosity
values, �pS (A) and �pS=�dS (B), where �dS is the average synonymous divergence
(see text). Central 95th percentiles for the estimates, represented by the
horizontal and vertical bars, were estimated by bootstrapping over genes.
The dashed line in B shows the expected relationship between f and �pS=�dS

assuming a gamma-shaped distribution of mutational selective effects with
a point mass at s = �‘ (see text and Methods). (C ) Using the same distri-
bution, the estimated fractions of effectively neutral, weakly deleterious, and
strongly deleterious amino acid mutations in each population.
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is shown as a dashed line in Figure 1B (two other fits are shown in

Supplemental Fig. 4A). Figure 1C presents estimates of the fractions

of effectively neutral (2Ne|s| < 1), weakly deleterious (1 < 2Ne|s| < 10),

and strongly deleterious (10 < 2Ne|s|) amino acid mutations in each

of the populations (shown only for the above distribution, but fairly

similar for different choices [Supplemental Fig. 4B]). These types of

inferences have important limitations, as discussed above. None-

theless, we note that the proportion of weakly deleterious mutations

remains fairly constant across populations, whereas, as expected

based on the Nearly Neutral theory, the effectively neutral pro-

portion decreases and the strongly deleterious proportion increases

substantially with increasing effective population size, respectively.

Genome-wide versus gene-specific changes
in purifying selection

To a first approximation, changes in the intensity of purifying se-

lection acting on individual genes can be viewed either as caused

by genome-wide changes in the efficacy of selection (e.g., due to

a change in the effective population size) or by gene-specific re-

sponses to the environment. Thus far, our approach focused on

the average differences between populations, but did not address

the possibility of gene-specific changes. In particular, do all genes

experience changes in purifying selection due to a genome-wide

trend, or are there additional gene-specific changes in the intensity

of purifying selection? And if so, how frequent or large are the gene-

specific changes?

A simple approach to addressing these questions might be to

estimate the intensity of purifying selection on each gene in two

populations and examine their correlation across the genome. Fig-

ure 2A shows the scatter plot of such a comparison, for the esti-

mates of f based on SNPs fixed in the European population of

S. cerevisiae and the European population of S. paradoxus. Two obser-

vations emerge from this comparison: First, the correlation is sig-

nificant, but is very low (Spearman’s r = 0.24, one-tailed P-value <

10�23). Second, the per-gene estimates of f seem to be both biased

and noisy, as indicated by the fact that the average of the estimates

across genes is substantially higher than the genome-wide estimate

obtained from collating all genes, and that many per-gene estimates

exceed 1 (the highest possible value of the underlying parameter).

The imprecision and bias of per-gene f estimates are to be

expected. The observed numbers of synonymous and non-

synonymous SNPs in a gene are small and are expected to be highly

variable due to the randomness of the mutation and coalescence

processes across loci (Hudson 1990). Moreover, because the count

of synonymous SNPs appears in the denominator of the estimator,

this randomness should generate an upward bias (Smith and Eyre-

Walker 2002). These considerations suggest that much of the var-

iability in the scatter plot is introduced by noise in the estimates,

and therefore, that the underlying correlation among genes in the

two populations may, in fact, be much greater than suggested.

Indeed, when we simulated polymorphism datasets that mimicked

the observed one, but assuming that each gene has an identical

intensity of purifying selection in the two populations (Fig. 2B; see

the model below), we found similarly low correlations between the

estimates in the two populations (average Spearman’s r = 0.26,

central 95th percentiles [0.22, 0.30] obtained in 1000 replicates

of the datasets). Thus, in order to learn about changes in the in-

tensity of purifying selection among genes, one must account for

the stochasticity of the processes leading to counts of the SNPs.

To this end, we moved to inference. Because we are interested

in studying changes in purifying selection between populations

rather than its characteristics in a single population, we used the

simplest model for purifying selection on a gene and reserved most

of the parameters (i.e., the complexity) of the model to describing

changes in it. Specifically, we followed the Neutral theory in as-

suming that nonsynonymous mutations are either strongly dele-

terious or strictly neutral. In the context of the model, f therefore

denotes the neutral fraction of amino acid mutations in a gene.

Our model relates the counts of synonymous and non-

synonymous polymorphisms observed across genes in two pop-

ulations to the genome-wide and gene-specific changes in the in-

tensity of purifying selection between these populations (Fig. 3;

see Methods). We started with a univariate distribution of f across

genes (Fig. 3A). Given an f for a gene, we introduced a stochastic

change to this value in each of the populations independently.

This gene-specific change is realized through the application of

a stochastic transformation to the univariate distribution, once for

each population, resulting in a bivariate distribution of f (Fig. 3B).

The genome-wide changes were then incorporated through a de-

terministic transformation that shifts the

f values across all genes in one of the

populations either upward or downward

(Fig. 3C). The magnitudes of both gene-

specific and genome-wide changes at any

given gene depend on the value of f

before the transformations, allowing for

a dependency between the intensity of

purifying selection on a gene and the

extent to which it changes (Fig. 3D,E).

The resulting bivariate distribution re-

flects the underlying intensity of purify-

ing selection in the two populations.

To relate this distribution to the

observed counts of polymorphisms, we

needed to specify the distribution of neu-

tral diversity levels, u, across genes in the

two populations. We described it by a

bivariate distribution, which allows for

a difference in the mean and variance of

u between populations (due, for example,

to a difference in the effective population

Figure 2. Correlations between per-gene estimates of fu in two populations. (A) The estimates of fu for
each gene in the European samples of S. cerevisiae and S. paradoxus. The dashed lines mark the range of
possible values of the parameters. (B) A similar scatter plot generated by simulation, under a model
where f for each gene is identical in the two populations.
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size) and for a correlation among homologous genes in the

two populations (e.g., accounting for similarity in mutation rates

and other locus-specific influences such as background selection

[Charlesworth et al. 1993]) (Fig. 3F). We then obtained the prob-

abilities of observing a given synonymous count at a gene (Fig. 3G)

by assuming that the number of neutral mutations in a sample

follows a Poisson distribution, the parameter of which depends on

the sample size and u (Hudson 1990) and for nonsynonymous

sites, on the sample size, u and f.

For each pair of populations that we compared, we estimated

the 12 parameters of the model by maximum likelihood (ML). We

summarized the results of each comparison in terms of estimates

of three quantities of interest. (1) The genome-wide f in the two

populations. (2) The difference between these values then reflects

the genome-wide change (although the model for the genome-

wide change includes additional parameters, which describe how

the systematic change depends on f at a gene, we chose to focus on

this simple summary, as it is readily comparable to the results of the

previous section). (3) A summary, denoted R, that captures the

correlation between the per-gene intensities of purifying selection

in the two populations; it is the correlation coefficient between the

underlying distributions of f in the two populations, before the

application of the deterministic trans-

formation (Fig. 3B; Methods). A value of 1

reflects a perfect correlation between per-

gene f values, while a lower value of R

indicates a greater effect of gene-specific

changes between the populations.

We first applied the ML estimation to

analyze changes in the intensity of puri-

fying selection between populations in

different species. To this end, we used

only fixed SNPs, because per-gene counts

of SNPs segregating within a population

sample were too small to allow for reliable

estimation (data not shown). The ML-

estimates of the genome-wide f are very

similar to those that we estimated more

simply above using the concatenation of

genes. This is to be expected as, given the

large number of genes analyzed, precise

estimation of the genome-wide average

does not require the application of a like-

lihood framework. However, the concor-

dance of the two approaches is reassur-

ing, as it suggests that the model describes

the data appropriately.

To further evaluate whether the model

is reasonable, we performed a goodness-

of-fit test on 10 summaries of the data.

Results are shown in Figure 4 for the model

describing changes between the European

samples of S. cerevisiae and S. paradoxus.

As can be seen, the model provides an

adequate fit to the statistics examined.

Similar results were obtained for the other

comparisons (Supplemental Table 2).

Given the reasonable fit of the model,

we turned to estimates of the extent of

gene-specific changes in the intensity of

purifying selection between populations

(Fig. 5A). In the comparison between

the European populations of S. cerevisiae and S. paradoxus, we es-

timated a correlation, R, of 0.92 between the underlying f val-

ues (with a central 80th percentiles [0.82, 0.98]), suggesting few

gene-specific changes in purifying selection between the two

populations. We arrived at similar findings based on all of the

possible comparisons between the European, Malaysian, or North

American populations of S. cerevisiae and the European or North

American populations of S. paradoxus (Fig. 5A). This conclusion

differs markedly from the one reached on the basis of the corre-

lation between the naı̈ve per-gene estimates of f in the two pop-

ulations (Fig. 2), underscoring how important it is to account for

the stochasticity in the processes underlying such data. Taken to-

gether, our results suggest that, for most of the populations, there

is little evidence for substantial gene-specific changes in the in-

tensity of purifying selection. Strikingly, however, we found

markedly lower correlations when we compared the sake pop-

ulation sample of S. cerevisiae with both the European (R̂ = 0.63,

central 80th percentiles [0.49, 0.77]) and the North American (R̂ =

0.69, central 80th percentiles [0.53, 0.76]) populations of S. para-

doxus. These findings suggest that the sake population is an outlier,

in having experienced more substantial gene-specific changes in

the intensity of purifying selection than the other populations.

Figure 3. Our model for shifts between two populations in the intensity of purifying selection on
a gene. See text for details. Subindices 1 and 2 refer to population 1 and 2, respectively. S(f ) denotes
the stochastic transformation and D(f ) the deterministic transformation. Dark gray represents the
central 50th percentiles of the probability mass, and light gray represents the central 95th percentiles.
The arrows in D and E represent the values of f before and after the transformation.

Elyashiv et al.

1564 Genome Research
www.genome.org



Next, we applied the likelihood estimation to populations

within the same species. In these comparisons, it is problematic to

use an outgroup to infer the derived allele, as errors induce spurious

correlations between the polymorphism levels of different pop-

ulations, which, in turn, lead to an overestimation of the correlation

R (data not shown). To circumvent this problem, we used SNPs fixed

between two populations, X and Y, without inferring their derived

state, and compared them with SNPs fixed for the same allele in

these two populations, but fixed for another allele in a third out-

group population, Z (Fig. 5B). Assuming a fixed tree along the ge-

nome, the first set of SNPs can be viewed as alleles that fixed on the

branches between the common ancestor of X and Y and the extant

X or Y populations, while the second set is composed of alleles that

fixed on the branch between the common ancestor of lineages in

X and Y and lineages in population Z; the idea being that if popula-

tion X or Y experienced substantial gene-specific changes in purify-

ing selection relative to population Z (or vice versa), this should result

in a low correlation between the underlying f values.

We estimated the correlation for two interspecies comparisons

(Fig. 5B). In S. paradoxus, we took the Far Eastern and European

populations as X and Y and the North American population as Z.

We found R̂ = 0.96 (central 80th percentiles [0.92, 0.99]), which is

consistent with the results of the intraspecies comparisons and

suggests few gene-specific changes in purifying selection between

these populations. In S. cerevisiae, we took the sake and North

American populations as X and Y and the European population as

Z. Here, in contrast, we found a markedly lower correlation R̂ = 0.65

(central 80th percentiles [0.49, 0.76]). This lends further support to

our findings based on intraspecies comparisons, again suggesting

that the sake population has experienced substantial gene-specific

changes in the intensity of purifying selection.

Discussion
Our goal was to study how the intensity of purifying selection

varies between populations and species by taking advantage of a

recent, genome-wide polymorphism data set in two closely related

species, S. cerevisiae and S. paradoxus. Previous analyses of these data

(Liti et al. 2009) as well as our own follow-up analysis (Supple-

mental Methods) suggest that there are several populations within

each species and that the vast majority of SNPs in our sample are

private to one of them. We therefore heeded this population

structure in subsequent analyses. Doing so, we found that in accor-

dance with the Nearly Neutral theory, the genome-wide ratio of

nonsynonymous to synonymous polymorphism levels decreases

as polymorphisms of increasingly higher frequency are consid-

ered. Also consistent with this theory, we found that genome-wide

measures of the intensity of purifying selection increase nearly

monotonically with proxies of the effective population sizes.

These findings suggest that demographic factors, such as changes

in the effective population size, have a marked genome-wide effect

on the intensity of purifying selection both within and between

these species. To tease apart the contribution of such genome-wide

shifts and gene-specific changes, we developed a model-based ap-

proach and estimated parameters of the model using maximum

likelihood. Our inference suggested that most populations of yeast

experienced relatively few gene-specific changes, with most dif-

ferences reflecting genome-wide trends. The notable exception was

the sake-derived sample of S. cerevisiae, which seems to have un-

dergone extensive gene-specific changes in comparison to other

populations in its own species and to S. paradoxus.

The high level of gene-specific changes in the sake-derived

strains is intriguing. One hypothesis is that the domestication of

the sake population involved dramatic changes in the environ-

mental conditions of the strains, relaxing selective pressures on

specific pathways associated with the conditions experienced in

the wild and leading to a number of gene-specific changes, while

imposing strong constraints on new and possibly more narrowly

defined functions. However, this hypothesis raises the question of

why we did not find a similar pattern in the European sample that

has also experienced recent domestication, likely independently

from that of the sake population (Fay and Benavides 2005; Legras

et al. 2007). In this respect, it is interesting to consider recent results

by Kvitek et al. (2008). This study examined the response of

S. cerevisiae isolates from European vineyards, commercial sake

production, and wild strains from diverse environments to a range

of stresses. The sake-derived strains varied greatly in their growth

rate in response to different stresses, being extremely resilient to

a subset and highly sensitive to others, while, in contrast, the

vineyard strains grew moderately well in most of the environments

examined (Kvitek et al. 2008). These results are broadly consistent

with relaxed selection on specific pathways in the sake population,

with less of a dramatic change in the nature of purifying selection

acting on the vineyard population. We caution, however, that the

Figure 4. Testing the fit of the model for the European populations of
S. cerevisiae and S. paradoxus. We compared five summaries of the distri-
bution of observed synonymous polymorphism levels, pS, and nonsyn-
onymous polymorphism levels, pN, to what is expected under the model
with the ML-parameter estimates (based on 1000 simulated data sets; gray
lines are the observed; black bars are the histogram of simulated values).
Shown are results for the mean and standard deviation in each population
as well as the correlation between the two populations; below each his-
togram are the P-values associated with the observed values. Similar fits
were obtained for the other pairs of populations (Supplemental Table 2).
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sake-derived sample is unusual in harboring a large fraction of

polymorphisms that appear fixed, likely due to the combination of

a small sample size and close relatedness to the North American

population. Although this property is unlikely to account for our

finding, the question of the selective pressures acting on sake

would best be pursued by collecting a larger population sample.

Limitations of the current model

While the qualitative conclusion that there are more gene-specific

changes in the sake-derived isolates is well supported statistically,

estimates of the extent of gene-specific changes need to be taken

with a grain of salt. For one, we focused only on genes conserved

enough between species to be aligned accurately. Given that genes

for which reliable alignments were not found tend to be more di-

vergent, this likely leads to an underestimate of the extent of gene-

specific change. On the other hand, differences between the true

systematic change and the form allowed in our model will tend to

inflate the estimate of the stochastic component, leading us to

overestimate gene-specific changes. We might also overestimate

the gene-specific changes because we re-

duced the DMEs in a protein to the frac-

tion of amino acid mutations that are

neutral. For example, if two genes have

different DMEs, but happen to have a

similar value of f for a given Ne, they will

have different values of f at another Ne,

even when there has not been a change in

the relative importance of these genes

to the organism. Finally, even if all gene-

specific changes are induced by shifts in

specific selective pressures, we may have

misspecified the form of such changes.

For example, a more realistic description

might be a bimodal distribution, where

some sets of genes become immaterial to

the organism, while the importance of

others remains unchanged. The last three

limitations stem from simplifying mod-

eling assumptions that we made in an

attempt at a reasonable compromise be-

tween computational complexity, statis-

tical power, and model flexibility, but

could be overcome by extending the

model.

Implications for the study
of adaptive evolution

Independent of our model and its po-

tential limitations, we found that the

genome-wide intensity of purifying se-

lection varies extensively among popu-

lations and increases with proxies for the

effective population size. These results

likely reflect a substantial class of weakly

deleterious amino acid mutations in both

yeast species (as also found by Connallon

and Knowles 2007; Doniger et al. 2008;

Liti et al. 2009), such that differences in

the effective size of populations can lead

to substantial changes in the intensity of

purifying selection among them. Importantly, this implies that

plausible demographic processes can cause marked changes in the

intensity of purifying selection over a relatively short evolutionary

time span. That such variation in intensity across structured pop-

ulations and over time is probable is an important finding in its

own right and carries profound implications for widely used tests

for adaptive evolution.

Indeed, the McDonald-Kreitman test and its extensions

(McDonald and Kreitman 1991; Bierne and Eyre-Walker 2004;

Welch 2006) rely on estimates of f based on polymorphism in one

species to predict v between that species and a closely related one

in the absence of adaptive evolution. A value of v significantly over

that of f is interpreted as evidence for adaptive evolution (as

adaptive mutations should contribute much more to divergence

than to polymorphism) (McDonald and Kreitman 1991). Similarly,

the values of f and v can be used jointly to estimate the fraction

of advantageous amino acid fixations (Sawyer and Hartl

1992; Charlesworth 1994; Eyre-Walker 2006; Sella et al. 2009).

Both the test of neutrality and the estimation procedure implicitly

assume that f, which reflects polymorphism patterns that have

Figure 5. Correlation between the intensity of purifying selection on a gene in different populations
between species (A) and within species (B). The number of gray squares represents the sample size in
each population. (A) The estimated correlation coefficient in the comparison between population
samples from S. cerevisiae and S. paradoxus. The gray arrows point to the sister population that was used
to call SNPs as fixed (see Methods). (B) The estimated correlation coefficient based on fixed SNPs be-
tween two populations, X and Y, and fixed SNPs between the common ancestor of these populations
and a third population, Z, from the same species. See text for further details. The central 80th percentiles
of the correlation coefficient (in gray) were estimated by parametric bootstrap (with 100 replicates).
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accumulated in the past ;4Ne generations, is a good proxy for the

intensity of purifying selection over the longer evolutionary time

in which the divergence between species has accumulated

(McDonald and Kreitman 1991; Fay et al. 2001; Eyre-Walker 2002;

Williamson et al. 2005; Welch 2006). That the violation of this

assumption would undermine the interpretation of the test was

already noted in the original study (McDonald and Kreitman 1991)

and was elaborated on by Ohta (1993) shortly afterward; similarly,

that it may bias estimates of the fraction of beneficial amino acid

fixations was pointed out by a number of other investigators (e.g.,

Eyre-Walker 2002). The possibility that f may change among pop-

ulations or across time was also clear, although the extent of the

problem was hard to quantify because of the dependence on the

largely unknown DMEs. Our findings suggest that, in yeast at least,

and in other species in which weakly deleterious mutations con-

tribute substantially to amino acid variation, it may be a serious

concern. For example, Figure 1B indicates that an order of magni-

tude change in the effective size of populations during divergence

(as seems plausible, e.g., Chen and Li 2001; Piganeau and Eyre-

Walker 2009) could cause am approximately twofold change in the

genome-wide f. Importantly, such a change would be enough to

account for the high rates of adaptive amino acid evolution esti-

mated, for example, in Drosophila (Eyre-Walker 2006; Sella et al.

2009), even in the absence of any actual adaptation.

Our findings also raise a second issue concerning the implemen-

tation of McDonald-Kreitman-based methodologies: If f varies ex-

tensively among populations from the same species, such that the

outcome of tests strongly depends on the population sample used

to measure polymorphism levels, what is the optimal choice, if

there is one (see Wakeley 2003 for treatment of a related problem

in a specific model of population structure)? Previous studies that

applied the McDonald-Kreitman test to yeast data ignored the

population structure. For example, Doniger et al. (2008) used poly-

morphism data from three strains of S. cerevisiae of diverse origins

(lab, vineyard, and Oak tree strains) and divergence data between

S. cerevisiae and S. paradoxus, finding essentially no genes with evi-

dence of adaptive evolution. In turn, Liti et al. 2009 studied the same

data set as examined here, but using polymorphism data from all of

the S. cerevisiae strains. After excluding rare SNPs, they again found

no genes with evidence of adaptive evolution after correcting for

multiple testing.

To illustrate how the choice of population sample could affect

the outcome of McDonald-Kreitman tests in more detail, we per-

formed an analysis of protein-coding genes along the S. paradoxus

lineage. Divergence along the lineage leading to S. paradoxus from its

common ancestor with S. cerevisiae was estimated using S. mikitae as

an outgroup, and polymorphism levels were measured in two dif-

ferent ways: (1) using all of the strains within the species, i.e., ig-

noring the population structure, and (2) using only SNPs that are

segregating within the well-defined European population (for

which the sample size is largest). We down-sampled the sample

from the whole species to control for differences in sample size (see

Methods) and excluded singletons (following Bierne and Eyre-

Walker 2004; Proschel et al. 2006). We then calculated the one-tailed

P-values testing the null hypothesis of neutrality (i.e., v = f ) for each

gene. If the null hypothesis were valid, we would expect the distri-

bution of P-values to be approximately uniform (Schweder and

Spjotvoll 1982). Figure 6 shows the two distributions that we ob-

tained, based on the different sampling strategies. Visual inspec-

tion of these histograms leads to two observations. First, in both

distributions, the density increases toward 1, suggesting that weakly

deleterious mutations make a major contribution to the non-

synonymous polymorphism in many, if not all of the genes. This is

consistent with our findings and those of others (Doniger et al.

2008; Liti et al. 2009), confirming that slightly deleterious muta-

tions can mask the signal of adaptations in McDonald-Kreitman

tests and cause a substantial underestimate of the number of genes

experiencing adaptive evolution (Charlesworth 1996; Templeton

1996; Fay et al. 2001). Second, in the European population sample,

there is no evidence for a mass near 0 (i.e., no low P-values indicative

Figure 6. Histograms of P-values across 1727 genes obtained for the McDonald-Kreitman test based on SNP data in S. paradoxus, using two different
sampling strategies. P-values for each gene were classified into 20 bins of width 0.05, and smoothed using LOWESS (Cleveland and Devlin 1988). Note
that we used a different scale on the y-axes of the two histograms. While near 0, no excess of P-values is observed using SNPs segregating in the European
sample (A), such an excess (highlighted by the dashed rectangle) is observed using SNPs from the entire population sample (B). This excess provides
evidence for the existence of genes that experienced adaptive evolution, and allows us to estimate a lower bound on their number.

Shifts in purifying selection

Genome Research 1567
www.genome.org



of positive selection). In contrast, the distribution based on the

entire population sample has an excess of P-values near 0 (dashed

rectangle in Fig. 6B), suggesting the existence of genes that have

experienced positive selection. Using different methods, we esti-

mated the number to be between 25 and 35 out of the 1727 genes

examined (see Methods).

These findings can be explained as follows. In S. paradoxus,

the genome-wide estimate of v is greater than measures of f

based on SNPs fixed in the European and Far Eastern samples and

only slightly smaller than measures of f based on SNPs fixed in the

North American—two classes that together comprise more than

60% of the SNPs in the whole population sample—while v is much

smaller than measures of f based on SNPs from all other segre-

gating and fixed classes (Supplemental Table 1). These observa-

tions explain both why there are no genes with evidence of

positive selection when SNPs segregating in the European sample

are considered, as well as why a number of genes do show such

evidence when the entire population sample is used. Since mea-

sures of f based on the whole population sample better mask the

contribution of weakly deleterious mutations, one might argue

that this choice is preferable when the goal is to estimate the

number of genes that experienced positive selection. While this

happens to be the choice made in previous yeast studies (Doniger

et al. 2008; Liti et al. 2009), it is important to note that our con-

clusion is highly dependent on the specific sampling scheme and

thus will not hold generally.

Conclusions

Our study is only a first step in exploring the evolution of purifying

selection among populations and species and its implications for

the study of adaptive evolution. In this respect, our understanding

would greatly benefit from examining closely related species in

other taxa, which should be possible in the near future as genome-

wide polymorphism datasets in many species become readily

available (e.g., in humans [http://www.1000genomes.org] and

Drosophila [http://www.dpgp.org]). One can then examine whether

the intensity of purifying selection is similarly affected by changes

in the effective population size, in turn informing us about the

distribution of mutational fitness effects in different taxa. One can

also inquire whether the paucity of gene-specific changes in the

intensity of purifying selection is specific to yeast or holds for other

taxa as well.

It may also be worthwhile to explore extensions to the model

that we used to tease apart genome-wide and gene-specific changes.

We noted a number of potential limitations stemming from sim-

plifying assumptions of the current implementation, which could

be further explored. For example, it would be interesting to exam-

ine whether other forms for gene-specific changes might better fit

the data, and to incorporate more complex distributions of muta-

tional fitness effects. Another promising direction would be to ex-

plore the functional basis for changes in the intensity of purifying

selection. Yeast is a particularly appropriate taxon in this regard, as

a wealth of functional data exists, notably for S. cerevisiae (http://

www.yeastgenome.org) (Drummond et al. 2006; Kvitek et al. 2008;

Zhu et al. 2008), with more forthcoming. Thus, one could ask how

the average intensity of purifying selection varies among broad

functional classes (as done with divergence data [Fraser and Hirsh

2004; Wall et al. 2005; Drummond et al. 2006]) or whether changes

in the intensity of purifying selection between populations differ

among classes. One might also extend our model by incorporating

parameters for the functional characteristics of a gene in order to

gain a better understanding of how changes in purifying selection

relate to gene function. It would be interesting to see, for example,

whether genes that show shifts in the intensity of purifying selec-

tion in the sake-derived strains stand out in functional assays such

as those of Kvitek et al. (2008).

Methods

The data set
We used the genome-wide resequencing data set of 34 aligned
strains of S. cerevisiae and 38 aligned strains of S. paradoxus
that were generated by the Saccharomyces Genome Resequenc-
ing Project (SGRP) (http://www.sanger.ac.uk/research/projects/
genomeinformatics/sgrp.html). These data were collected by a
combination of ABI and Illumina GA (Solexa) sequencing. To
avoid the problems of integrating data collected using different
technologies, we focused on ABI-sequenced reads and considered
only the raw (nonimputed) data. This resulted in the exclusion of
four S. cerevisiae strains and eight S. paradoxus strains. We also ex-
cluded 14 S. cerevisiae and six S. paradoxus strains with unclear de-
mographic origin (Liti et al. 2009; Supplemental Methods).

We focused exclusively on protein-coding regions, using the
alignments of 4125 genes between S. cerevisiae and S. paradoxus
strains obtained by Kellis et al. (2003), based on both synteny and
nucleotide-level alignments. To reduce biases caused by the unusual
behavior of small groups of genes, we filtered out mitochondrial
genes (31), genes containing introns (296), genes with extremely
high codon-usage bias (175, CAI > 0.5; Supplemental Methods), and
genes that appear to have introgressed from another yeast species
(14) (Liti et al. 2006). This procedure left us with 3037 genes out of
6610 identified in S. cerevisiae (http://www.yeastgenome.org).

To minimize the effects of sequencing errors that arise from
low read coverage, we applied two filters to the sequence data. First,
we used only nucleotides that were classified as high quality by Liti
et al. (2009). Second, we classified an ORF in a given strain as invalid
if it contained internal stop codons, indels, or clusters of dense
SNPs, as these are likely to reflect sequencing or alignment prob-
lems (Supplemental Methods). We then analyzed valid nucleotides
in valid ORFs.

Estimating levels of synonymous and nonsynonymous
polymorphism and divergence

Given that we classified SNPs as synonymous and nonsynonymous,
we included in our analysis only biallelic polymorphic codons, in
which the two alleles were separated by a single mutation (thereby
removing <0.2% of the observed SNPs). The partition of strains
into populations, based on the demographic analysis of Liti et al.
(2009), induced a further classification of the SNPs in our sample.
Specifically, we classified them as segregating in a population if
they were found segregating within the sample from that pop-
ulation. They were classified as fixed in a population if the sample
from that population was fixed for one allele, whereas the sample
from a second population was fixed for an alternative allele, and
a comparison with an outgroup suggested that the former was
derived. The list of populations and the second population to
which they were compared is as follows: In S. cerevisiae, Euro-
pean vs. Malaysian, West African vs. Malaysian, Sake vs. North
American, Malaysian vs. European, North American vs. Malay-
sian; in S. paradoxus, Far Eastern vs. European, North American
vs. European, and European vs. Far Eastern for the genome-wide
estimates and vs. North American for the likelihood analysis (due
to statistical power considerations). The derived states of SNPs
were inferred using the reference genome for the European pop-
ulation of the other species as an outgroup (see Supplemental

Elyashiv et al.

1568 Genome Research
www.genome.org



Methods for the construction of these reference genomes). In the
few cases where the outgroup genome did not resolve which allele
was derived (;8%), either because it had a third allele at that codon
or because it was not covered in the sequencing, the SNPs were ex-
cluded from the analyses (with the exception of the interspecies
likelihood analyses that did not require this information).

To obtain measures of synonymous and nonsynonymous
polymorphism, we calculated the number of synonymous and
nonsynonymous sites by applying the yn00 model from PAML
with default parameters (Yang 1997; Yang and Nielsen 2000) to the
reference genomes of the two species constructed by the SGRP
(using the European reference genomes yielded similar results). We
also used this software to estimate the synonymous and non-
synonymous divergence along the lineages leading from the com-
mon ancestor of S. cerevisiae and S. paradoxus to each of these spe-
cies, using the sequenced genome of S. mikitae as an outgroup
(Kellis et al. 2003).

Assessing the significance of the relationship between f and Ne

Our goal was to use simulations in order to assess how often a re-
lationship as strong as or stronger than observed is obtained under
a model in which f does not depend on the effective population
size. As a first step, we inferred the distribution of u (i.e., the pro-
bability of observing a SNP at a neutral site with sample size two)
across genes in each of the populations, as well as the distribution of
f across genes, assuming that it is identical in all populations. To
that end, we assumed a gamma distribution of u values across genes
in each of the populations, i.e., that uj ; G(aj, bj), where j = 1,. . .,6.
We also took a gamma distribution of f values across genes, shared
by all populations, such that f ; G(af, bf ). We further assumed that
the number of synonymous SNPs observed at a gene follows a
Poisson distribution, Pi

s;j ; Poisson(cj
i � Li

s;j � uj
i ) and that the number

of nonsynonymous SNPs follows a Poisson distribution Pi
n;j ;

Poisson(cj
i � Li

n;j � f
i � uj

i ) that is independent of the number of syn-
onymous SNPs, where Li

s;j and Li
n;j denote the numbers of synony-

mous and nonsynonymous sites in gene i for which we have poly-
morphism data in population j, and cj

i is Watterson’s correction for
the sample size at gene i in population j (cf. Ewens 1979).

For population j, the parameters of the u distribution were
estimated by maximizing the likelihood of the observed counts of
synonymous SNPs, Pi

s;j, across genes i = 1,. . .,G, i.e., by maximizing

Lðaj;bjjfPi
s;jgi = 1;...;GÞ= Pi = 1;...;G Eu½PrðPi

s;jju; ci
j ;L

i
s;jÞ�: ð1Þ

In turn, we estimated the parameters of the f distribution by
maximizing the likelihood:

Lðaf ;bf jfPi
s;j;P

i
n;jgi = 1;...;G ;j = 1;...;6Þ

» Pj = 1;...;6Pi = 1;...;G Ef ;uj½PrðPi
s;j; P

i
n;jjf ; uj; ci

j;L
i
s;j;L

i
n;jÞ�: ð2Þ

Note that we made the simplifying assumption that the f values for
a given gene are drawn independently in different populations. For
further discussion of these modeling assumptions, see the section
on the model for shifts in the intensity of purifying selection.

Based on the inferred distributions of u and f and the Poisson
sampling model, we simulated 1000 datasets of synonymous and
nonsynonymous SNPs across genes in the six populations. The
datasets were generated to mimic the observed samples, except for
a conservative assumption that our sample size equals two across
genes and populations. For each data set, we then generated a graph
similar to Figure 1B (using the same dS estimates as in the original
graph). Using the slope of the least square fit as a test statistic, we
found a mean of �0.17, a lower 5 percentile of �2.5, and a mini-
mum of�7.3, whereas the value for the observed data was�47.5. In
other words, the probability of a relationship this steep or steeper is

likely much smaller than 10�3 under a model with no relationship
between f and the effective population size.

Inferring the distribution of deleterious selection coefficients
based on the relationship between f and Ne

We assumed that all of the populations share the same distribution
of amino acid mutational selective effects (DME) and that the dif-
ferences in f among them result from changes in Ne alone. We
further assumed that the effective size of population j, Ne

j, is pro-
portional to our proxy bj = �p

j
s

.
�d

j

s . We formalized these assump-
tions by writing the distribution of scaled selection coefficients g(g)
in terms of the first population, where g = Ne

1s, and the distribu-
tion for population j as g b1

b j g
� �

, where g = 2Ne
js. To indicate that

these distributions are members of a parametric family with a set
of parameters Q, we use the notation g (g|Q). In order to relate f in
the different populations with the DME, we used the Poisson
random field model (Sawyer and Hartl 1992). In this model, the
density of mutant alleles with a scaled selection coefficient g that
are at population frequency x is given by

4NeuðgÞ1� e�2gð1�xÞ

1� e�2g

dx

xð1� xÞ ;

where u(g) is the rate at which mutations with coefficient g arise.
From this expression, we obtained the density of mutant alleles
with a scaled selection coefficient g and population frequency x

m x;g; j Qjð Þdxdg = 4Nj
eu � g b1

bj
g Qj

 !
1� e�2gð1�xÞ

1� e�2g

dx

xð1� xÞ dg; ð3Þ

where u denotes the overall mutation rate. The expected f as
a function of b j is then given by:

f Qðb
jÞ[

E p
j
n Qj

� �
E p

j
s

� � =

R
2xð1� xÞ

R
m x;g; j Qjð Þdgdx

4Nj
eu

=

ð
2

1� e�2g
� 1

g

� �
g

b1

b j
g Qj

 !
dg: ð4Þ

We considered four parametric families of DMEs: a gamma, a
gamma with a point mass at g = 0, a gamma with a point mass at
g = �‘, and a gamma with two point masses at g = 0 and �‘. The
parameters for these distributions were estimated by weighted
nonlinear least squares fit of fQ(bj) to the points in Figure 1B, where
the points were weighted by their estimated variance on the y-axis.
(For the distributions with point masses, we took the appropriate
limits of Equation 4). For the gamma distribution, we obtained
shape and scale parameters of 0.63 and 30, respectively; for the
gamma with a point mass at g = 0, we obtained shape and scale
parameters of 0.96 and 30, respectively, with 12.6% of the proba-
bility mass at g = 0; for the gamma with a point mass at g = �‘, we
obtained shape and scale parameters of 0.355 and 30, respectively,
with 41% of the probability mass at g = �‘; and for gamma with
two point masses at g = 0 and�‘, the fit was the same as that with
the point mass at g =�‘ (i.e., no mass at g = 0). The fit provided by
these distributions is shown in Supplemental Figure 4A.

The model for shifts in the intensity of purifying selection
between populations

We developed a model that relates changes in the intensity of
purifying selection between two populations to the numbers of
synonymous and nonsynonymous polymorphic sites in samples
from these populations (Fig. 3). Previous studies (notably Loewe
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and Charlesworth 2006; Loewe et al. 2006) have used the dis-
tribution of selection coefficients of new mutations to model
changes in the genome-wide intensity of purifying selection.
While these methods relied on an explicit ‘‘biological’’ model, they
are forced to make strong assumptions. For example, they assumed
that all changes in the efficacy of selection are genome-wide,
thereby ignoring the possibility of gene-specific changes. For our
purposes, we instead chose a descriptive model with relatively few
parameters (see further discussion in the main text).

Specifically, the intensities of purifying selection were de-
scribed in terms of a distribution over genes of the fractions of
neutral amino acid mutations in the two populations. We began
from a univariate gamma distribution of neutral fractions f ; G(m,
s2) (Fig. 3A), which is defined in terms of the expectation m and
variance s2 rather than the shape and scale parameters. The family
of gamma distributions was chosen because of its flexibility and its
ability to provide a good fit to the distribution of f estimates (data
not shown). We note that although f is restricted to [0,1] and the
gamma distribution has an infinite tail, this tail has negligible
weight in the range of parameters that we investigated, and could
therefore be ignored.

To account for gene-specific changes in the intensity of pu-
rifying selection between the two populations, we introduced a
stochastic transformation, S, that operates on the univariate dis-
tribution of f (Fig. 3D). To each value, f, this stochastic trans-
formation associates Beta-distributed values f9 = S( f ) such that
f9|f ; Beta(a, b), where the shape and scale parameters a and b
are determined by the following requirements:

1. The first two moments of the conditional distribution are linear
functions of f, i.e.,

Eðf 0jf Þ = e0 + e1 � f and Vðf 0jf Þ = n0 + n1 � f: ð5Þ

This allows for the changes in the intensity of purifying selection
in a gene to depend on the intensity of selection that the gene
experienced before the transformation.
2. The first two moments of the entire distribution of f remain

invariant under the stochastic transformation, i.e.,

Eðf 0Þ = Eðf Þ = m and Vðf 0Þ = Vðf Þ = s2: ð6Þ

This minimizes the change that the stochastic transformation
causes to the overall distribution of f, approximating a model
where the gene-specific changes do not alter the overall charac-
teristics of purifying selection in the genome, which are assumed
to be in a steady state. From these requirements, it follows that the
expectation of the conditional distribution takes the form E(f 9|f ) =

m + e1 � ( f � m), where e1 = (s2 � v0 � v1 � m)1/2/s, thus reducing the
number of free parameters to two, v0, and v1. These relationships
have an intuitive interpretation: To maintain the invariance of the
second moment in f, the stochastic transformation has to offset
the dispersion that it causes by pushing f values toward the mean.

Given f, we took two conditionally independent copies of this
two-parameter stochastic transformation, S( f ), in order to obtain
a bivariate distribution of neutral fractions in the two populations
(Fig. 3B). Denoting these two copies as ( f9, f2), their joint distri-
bution is given by:

gðf 0; f 2Þ =
ð

gðf 0jf Þ � gðf 2jf Þ � gðf Þdf ; ð7Þ

where g stands for the probability density function of the indicated
variable.

To introduce genome-wide, systematic differences in the in-
tensity of purifying selection between populations, we then in-
troduced a deterministic transformation, D (Fig. 3E). The de-
terministic transformation was modeled as a quadratic, with three

parameters, D(f ) = D0 + D1f + D2f 2 truncated to [0,1], a form that
allows the degree of change to depend on the intensity of purify-
ing selection before the genome-wide change. We applied the de-
terministic transformation to the distribution of f values in one
population, which yields f1 = D( f9) = D[S( f )] and f2 = S( f ) (Fig. 3C).
Overall, the distribution of neutral fractions in the two pop-
ulations, (f1, f2), has seven parameters: two for the univariate dis-
tribution (m, s2), two for the stochastic transformation (v0, v1), and
three for the deterministic transformation (D0, D1, D2).

To connect the underlying distribution of intensities of puri-
fying selection at a gene with the observed per-gene counts of
synonymous and nonsynonymous SNPs in the two populations,
we modeled the probability of observing a synonymous or non-
synonymous SNP. We assumed that each gene is an independently
evolving, nonrecombining locus, assumptions that appear reason-
able for yeast where most recombination events occur outside of
coding regions (Gerton et al. 2000). We then modeled the proba-
bilities of observing a SNP at a neutral site in the two populations,
(u1, u2), as a bivariate gamma distribution of the form (Fig. 3F):

u1 = b1ðY1 + Y0Þ and u2 = b2ðY2 + Y0Þ; ð8Þ

with the independent random variables Yj ; G[aj� r�(a1 � a2)1/2,1],
j = 1, 2 and Y0 ; G[r � (a1 � a2)1/2,1]. The marginals of this bivariate
distribution, which represent the u values in each of the pop-
ulations, are gamma distributed with shape and scale parameters
aj, bj and the correlation coefficient between them is r (Schmeiser
and Lal 1982). This family of bivariates allows for non-negative
correlations in the range [0, min(a1,a2)/(a1 � a2)1/2], which ap-
proaches the full non-negative range [0,1] when the marginal
distributions have a similar shape parameter. Overall, this family of
bivariate distributions has five parameters. The choice of this bi-
variate family has several advantages. The gamma marginal dis-
tributions allow for considerable flexibility in describing the dis-
tribution of polymorphism levels per gene in each population and,
indeed, this distribution fits the data well (data not shown). (We
note that although we denoted the probability of observing a SNP
at a neutral site by u—suggesting that we are considering only SNPs
segregating within the population—this parameter is also used to
describe the probability of observing fixed SNPs, in which case, it
reflects 2Tu, where T is the time to the common ancestor of a line-
age from each population.) In turn, the correlation coefficient, r,
between neutral polymorphism levels in the two populations al-
lows us to account for similarities in the effective population size
and mutation rates between orthologous genes (e.g., whether
similar chromosomal locations and recombination rates leads to
similar effects of background selection [Charlesworth et al. 1993]).

Next, we related the distributions of f and u to the observed
numbers of synonymous and nonsynonymous SNPs, Pi

s;j and Pi
n;j,

at gene i (i = 1,. . .,G) in population j = 1, 2 through Poisson sampling
(Fig. 3G):

Pi
s;j ; Poissonðci

j � Li
s;j � ui

jÞ and

Pi
n;j ; Poissonðci

j � Li
n;j � f

i
j � ui

jÞ; ð9Þ

where (f1
i, f2

i) are independently distributed for each gene i
according to the distribution of (f1, f2), Li

s;j and Li
n;j denote the

number of synonymous and nonsynonymous sites of gene i, for
which we have polymorphism data in population j, which we es-
timated directly for each gene using PAML (Yang 1997; Yang and
Nielsen 2000), and cj

i is Watterson’s correction for the sample size at
gene i in population j (cf. Ewens 1979). In summary, our 12-pa-
rameter model describes the probability of observing the synony-
mous and nonsynonymous SNP counts at a gene in two popula-
tions, as a function of gene-specific (two parameters) and genome-
wide (three parameters) changes in the intensity of purifying
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selection (and of other parameters), and the model can therefore be
used as a basis for inference.

Estimating the parameters of the model using
maximum-likelihood

To infer the 12 parameters of the model (jointly denoted Q), we
maximized their likelihood given the numbers of synonymous
and nonsynonymous SNPs observed at genes in two populations.
The likelihood function took the following form:

LðQjfPi
s;1; P

i
n;1;P

i
s;2;P

i
n;2; c

i
1; c

i
2;L

i
s;j;L

i
n;jgi = 1;...;G;j = 1;2Þ

= Pi=1;...;GEðf 1;f 2Þ;ðu1;u2Þ½PrðPi
s;1;P

i
n;1; P

i
s;2; P

i
n;2jf1; f 2; u1; u2; ci

1; c
i
2;L

i
s;1;

Li
n;1;L

i
s;2;L

i
n;2Þ�; ð10Þ

where the expectation was taken over the bivariate distributions
of f and u.

We used the standard maximization algorithms from MATLAB
Optimization Toolbox to find the parameters that maximize the
likelihood function. The evaluation of the likelihood function was
performed by numerical integration (as the function has no ana-
lytical closed form). To control for unsuccessful runs of the maxi-
mization routine, we discarded runs that met at least one of the
following conditions:

1. The MATLAB routine indicated that the maximization has
failed.

2. One of the parameters other then r, v0, and v1 was estimated as
lying on the boundary of the search space. This criterion was
used because the ranges of the search space for these parameters
were chosen to be very large, such that their boundary values
were highly unlikely.

3. The first moments of the inferred marginal distributions of f
and u deviate by more than 33% from the genome-wide values
obtained concatenating all genes. This criterion was used be-
cause the maximization generally yielded genome-wide average
estimates that were very close to those estimated directly, and
the examination of a few cases where this was not the case
revealed the estimates to be unreliable.

For each comparison, the reliability of the maximization was
assessed by performing parametric bootstrap, then applying the
estimation method to 100 simulated datasets in order to verify that
the estimates were similar to those obtained from the actual data.

Confidence intervals

We also used parametric bootstrapping in order to obtain con-
fidence intervals. Specifically, we generated 100 datasets under
a model with the ML estimates by simulation, applied the likeli-
hood maximization to these simulated datasets, and measured the
mean and central 80th percentiles associated with the parameter
estimates.

McDonald-Kreitman tests

For each gene, we built 2 3 2 contingency tables of the numbers
of synonymous and nonsynonymous substitutions and poly-
morphisms. The numbers of substitutions along the lineage lead-
ing to S. paradoxus from its common ancestor with S. cerevisiae was
estimated using the yn00 model with default parameters from
PAML (Yang 1997; Yang and Nielsen 2000) and S. mikitae as an
outgroup. The numbers of polymorphic sites were measured based
on two different population samples: (1) using all of the strains
within the species, i.e., ignoring the population structure, and (2)
using only SNPs that are segregating within the well-defined Eu-
ropean population (the population for which the sample size is

largest). To control for the effects of having different sample sizes,
we down-sampled the sample from the whole species, such that
the number of codons covered to any given sample size equaled
that of the European sample. Next, we counted the number of
synonymous and nonsynonymous sites segregating in each of the
samples, excluding singleton SNPs from the counts (following
Bierne and Eyre-Walker 2004; Proschel et al. 2006). We then cal-
culated the P-value for one-tailed Fisher’s exact test of the null
hypothesis of neutrality (i.e., v = f ).

Estimating the number of genes that have experienced
positive selection

Our estimates of a lower bound on the number of genes that ex-
perienced adaptive evolution rely on the premise that the genes in
our sample represent a mixture of two sets: one that adheres to the
assumptions of the nearly neutral theory, and another that experi-
enced adaptive evolution. While the precise form of the distri-
butions of P-values under the McDonald-Kreitman test associated
with each set is unknown, we can make some plausible assump-
tions about them. Given the evidence that we found for pervasive
slightly deleterious amino acid mutations, we can assume that,
near 0, the ‘‘nearly neutral’’ density of P-values increases with the
P-value. The ‘‘adaptive’’ density, in contrast, could exhibit a peak
near 0 and is expected to decrease with the P-value to the right of
that peak. Thus, if we observe a local minimum near 0 in the
density of P-values, we can infer the existence of genes that ex-
perienced adaptive evolution. Specifically, if this minimum is
obtained at a P-value of p0, where the density is D(p0), then a lower
bound on the number of genes that experienced adaptive evolu-

tion is given by
Rp0

0

½DðpÞ �Dðp0Þ�dp. In reality, estimates of this

bound may be noisy because of the statistical problems of esti-
mating minima with a finite sample. In estimating p0 and D(p0), we
therefore relied on smoothed P-value histograms, which reduce
these errors by ‘‘borrowing information’’ from neighboring points.
The histogram of P-values was calculated using 20 bins of equal
size, followed by two alternative smoothing schemes. In the first,
we used LOWESS smoothing with a window size of five bins
(Cleveland and Devlin 1988) and estimated that there are 25 genes
that experienced adaptive evolution. In the second, we used least-
squares to fit a quadratic to the histogram in the range [0,0.25]; by
this approach, we found 35 genes to have experienced adaptive
evolution. Regardless of which approach is most reliable, our
qualitative point—that there is evidence for a subset of genes un-
der adaptive evolution based on one population sample but not
the other—is apparent from the histograms in Figure 6.
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