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Summary
For the results of randomized controlled clinical trials (RCTs) and related meta-analyses to be useful
in practice, they must be relevant to a definable group of patients in a particular clinical setting. To
the extent this is so, we say that the trial is generalizable or externally valid. Although concern about
the generalizability of the results of RCTs is often discussed, there are few examples of methods for
assessing the generalizability of clinical trial data. In this paper, we describe and illustrate an approach
for making what we call generalizability judgments and illustrate the approach in the context of a
case study of the risk of suicidality among pediatric antidepressant users.
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[T]he carefully controlled clinical trials currently conducted premarket under the
existing statutory framework consists of study populations that are commonly
different in composition and health status from populations that will use the marketed
drug. Study populations are chosen for a legitimate reason: to make data from the
trials clearer and thus to make safety and efficacy testing more efficient. After
approval, drugs are used by larger and more heterogeneous populations …

‘The Future of Drug Safety: Promoting and Protecting the
Health of the Public’,

IOM Report, 2007, pp. 153 [1].

1. Introduction
Randomized clinical trials (RCTs) are the gold standard for generating evidence about the
efficacy and effectiveness of interventions in medicine. Critical elements of trial design,
however, are essential for making unbiased inferences about treatment effects obtained from
these trials. One of these critical elements is the extent to which the sampling and recruitment
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strategies yield a sample population that is representative of the target population [2,3].
Although concern about the generalizability of the results of RCTs is often discussed (e.g.
[4]), there are few examples of methods for assessing the generalizability of clinical trial data
or examples where subject selection effects make a difference. In this paper we illustrate both
in the context of a case study of the risk of suicidality among pediatric antidepressant users.
We begin with the background for the case study.

1.1. Case study: Background
Newer antidepressants and related drugs are among the most widely prescribed and fastest
growing classes of medication. During the period from 1998 to 2002, the prevalence of SSRI
antidepressant use in children and adolescents nearly doubled from 0.93 to 1.66 per cent [5].
Starting in 2004, however, this trend began to change after the Food and Drug Administration
(FDA) issued a black box warning advising physicians and patients that antidepressants are
associated with an increased risk of suicidal ideation and behavior in youth. Following the back
box warning there has been a reported decrease in the number of prescriptions for
antidepressants [6,7] and a reported increase in suicidal events in this age group [8], not to
mention an increase in concern among clinicians, patients and families about the adverse
consequences of losing treatment options.

The basis for the FDA's black box warning was a meta-analysis of 24 randomized placebo-
controlled efficacy trials involving nearly 4600 children and adolescents, approximately half
treated with SSRIs and other atypical antidepressants. The FDA analysis using study reports
of adverse events found that youths receiving antidepressants had approximately twice the
amount of suicidal ideations and behaviors than youths in the placebo control groups (about 4
per cent versus 2 per cent, respectively). There were no completed suicides.

In contrast, several recent observational studies have found a decrease in risk of suicide and
suicidal behaviors among persons treated with antidepressants. Valuck et al. [9] using
insurance claims and a filled prescriptions database followed over 24 000 adolescents newly
diagnosed with a major depressive disorder (MDD) to investigate the relationship between
antidepressant use and the risk of suicide attempt. They did not find a statistically significant
increase in the risk of suicide attempts among antidepressant users even after adjusting for
confounding variables. Simon et al. [10] used computer health plan records to identify 65 000
depressed patients including adolescents in a new index episode of antidepressant treatment.
The outcomes of interest were suicide attempt with hospitalization and suicide death. They
found that the risk of suicide attempt was highest in the month before starting antidepressant
treatment and declined progressively after starting medication. Further, the risk of death by
suicide was not significantly higher in the month after starting medication than in subsequent
months. Using county-level vital statistics and county-level antidepressant prescription rate
data, Gibbons et al. [11,12] found that after adjusting for access to mental health care and
demographic factors, higher SSRI prescription rates were associated with lower suicide rates
in children and adolescents.

Cause-and-effect relationships cannot be established from observational studies such as these.
Nevertheless, such studies are large, typically more representative of the population of interest
and include more suicidal events than an RCT. Understanding why the results from these
observational studies differ from the results of the FDA meta-analysis is a key question we
consider in the remainder of this paper.

1.2. Methodological overview
One possible explanation for the difference in results between the observational studies and
the FDA's meta-analysis could be due to the fact that these studies are sampling from different
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patient populations. For example, Kaizar et al. [13] have expressed concern about the
generalizability of the findings from the FDA's meta-analysis due to the explicit exclusion of
patients at high risk of suicide from most of the randomized trials, a critical subset of the
population affected by the black box warning. Specifically, 14 of the 16 depression trials
included in the FDA meta-analysis excluded youth with an elevated baseline risk for suicide
[14,15]. To the degree that these exclusion criteria restricted the representativeness of the study
samples, any generalizations to a larger target population could be limited.

A strategy for assessing the generalizability of samples obtained in randomized trials is to
compare study samples with target populations on measured characteristics that might directly
modify outcomes or are correlated with unmeasured variables that might modify outcomes. If
the treatment interacts with some characteristic to produce an outcome that depends on the
treatment-by-characteristic combination, a situation called treatment heterogeneity, then
generalizing results from a study to the larger target population may not be appropriate [16].
Thus, if such a comparison shows that the study population is similar to the target population,
then we would be more confident in making inferences from the former to the latter. If,
however, the two populations are shown to be dissimilar and there is treatment heterogeneity
there would be reason to be cautious about generalizing the study results.

Using this approach, Stevens et al. [17] studied the representativeness of the sample from the
multi-site multimodal treatment of ADHD (MTA) trial. Their findings suggested that the trial
sample was similar to community-based epidemiologic cohorts on demographic
characteristics, although some differences in disease presentation were noted. This result may
not be surprising since the investigators of the MTA intentionally sought to include as many
sample sites as possible and to have as few exclusion criteria as they could.

In this paper, we describe and illustrate this approach for making what we call generalizability
judgments. Specifically, we are concerned with the representativeness of RCT patients with
respect to the target population of interest. Using the FDA meta-analysis of the risk of
suicidality among pediatric antidepressant users as a case study, we examine the similarity of
characteristics of the patients who participated in the trials used in the FDA meta-analysis to
characteristics of the general population of youth with depression. We are interested in how
well the samples from the randomized trials represent the target population of community youth
with depression. We compare the characteristics of the youths in the trials with those of a
nationally representative sample of youth completing the Youth Risk Behavior Survey (YRBS)
who responded positively to a screening question for depression. We first consider group
differences in the available demographic variables that may either directly or indirectly
moderate the suicidality outcome. Second, we compare the rates of suicidality, since significant
differences in the prevalence of suicidality may imply differences in underlying moderating
variables between the two populations.

Our interest in this case study for making generalizability judgments is twofold. First, the
assessment of adverse effects and drug safety, especially based on secondary analyses of RCT
data, is a problem of increased public health concern and therefore makes this case study of
timely interest. Second, by collecting and making the information from the relevant RCTs and
their results publicly available, the FDA has helped facilitate the continued scientific and
methodological developments that will help contribute to the monitoring of drug safety and
the assessment of adverse effects.
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2. Methods
2.1. General approach

First we describe an approach for assessing the representativeness of RCT data for a target
population. This methodology can be used when either individual-level data are available from
a trial (or trials) or when aggregate data are available as in a meta-analysis. Because every
situation will be different we first identify general steps and the types of decisions that will
typically need to be made in the implementation of this approach for making generalizability
judgments. We then illustrate these steps in the context of the case study.

Step 1: Identifying data sources—For a given RCT or collection of RCTs, we must
specify the question(s) of interest and identify the target population of interest. That is, to what
population will the results of the RCTs be applied? It is then necessary to identify relevant data
bases that are known to be representative of the population of interest or at least some
identifiable sub-component of the population of interest. In our experience we have used
nationally representative health surveys and epidemiologic studies. Large administrative data
bases may prove useful too.

Step 2: Data subsetting: demographic variables—Often there will not be a perfect
match between the demographic variables in the trials with the demographic variables available
from the outside data sources. For example, the RCTs may have included children and
adolescents but the available nationally representative databases may only have studied
adolescents. In this case, it is necessary to use the subset of patients in the trials or the collection
of trials that include only adolescents. By necessity this process will have restricted the target
population of interest, for example, to adolescents instead of to children and adolescents.
Another example is that there may be a possible mismatch between the specification of
demographic variables in the RCTs versus the outside data sources, e.g. the specification of
racial or income categories may not match up between the two. When this situation occurs, it
will be necessary to group categories together or collapse categories to achieve as close a match
as possible. These are examples of implementation decisions that arise in practice and need to
be made explicit.

Step 3: Outcome variable—In some cases the determination of the outcome of interest for
both the RCTs and for the outside data sources may be straightforward, e.g. if the outcome of
interest is mortality. In other cases, however, it may be necessary to construct an outcome
measure that is as similar as possible among the different data sources. The case study below
will illustrate such a situation. Just like in any data analysis many decisions will be made and
it will be important to assess the sensitivity of the conclusions to those decisions.

Step 4: Sensitivity analysis—When the basis for a data analytic decision is tenuous, it is
important to check whether reasonable alternatives to that decision appreciably affect the
conclusions. In other words, it is important to check how sensitive the conclusions are to the
method of analysis or to changes in the data. Sensitivity analysis is a systematic approach to
address the question, ‘What happens if some aspect of the data or the analysis is changed?’

2.2. Case study
Step 1
Identify data sources: We use two separate data sources in our analysis: the collection of
randomized controlled treatment trials used by the FDA in their meta-analysis and the YRBS
conducted by the Centers for Disease Control and Prevention that is a representative probability
sample of non-institutionalized adolescents in the United States.

Greenhouse et al. Page 4

Stat Med. Author manuscript; available in PMC 2010 October 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Randomized Controlled Trials: At the request of the FDA, manufacturers identified all
placebo-controlled trials of antidepressants conducted in children and adolescents, regardless
of the indication studied, and provided information from these trials to the FDA. As noted
earlier, this database consists of 24 randomized placebo-controlled efficacy trials of
antidepressants in children and adolescents [15,18]. Among the 24 pediatric placebo-controlled
trials, 16 studied efficacy for MDD and eight studied efficacy for other disorders. In this paper,
we focus only on the adolescent MDD trials. Table I presents some characteristics of these
studies.

Youth Risk Behavior Survey: For our target population, we sought a nationally representative
probability sample of depressed youth in the United States. The YRBS is conducted every
other year and is administered to students in grades 9–12 [19]. We focus on the federally
sponsored portion of the survey. Clearly, a population based clinical-interview survey would
give more accurate estimates of depression and suicidality rates in the population of interest
and would have been much better for our purpose than a survey based on self-report.
Unfortunately, we did not have access to such a data source.

The national YRBS sample was designed so the survey results are representative of the
behaviors of adolescents attending school throughout the United States. This was achieved by
first forming counties and other municipalities into primary sampling units (PSUs). These
PSUs were then stratified by urban character and size of black and Hispanic student
populations. Then, PSUs were randomly selected from each strata, and schools were randomly
selected from each chosen PSU. Finally, mandatory classes were selected from each 9th to
12th grade level of each chosen school. Seventy-seven per cent of the schools responded and
86 per cent of the students responded to the survey, resulting in an overall response rate of 66
per cent. Weighting methods were used to adjust the YRBS data to reduce the effects of the
nonresponse. In our analysis we use the 1999 YRBS because it is the median year of recruitment
commencement for the RCTs.

Step 2
Data subsetting: demographic variables: We begin by taking subsets of the available data
to accommodate the designs of both the RCTs and the survey. Because the YRBS only surveys
adolescents, our analysis is limited to those RCTs that only studied adolescents aged 12 or
older (see Table I). Since the YRBS does not ask about psychological disorders such as
obsessive-compulsive disorder, anxiety disorders or ADHD, our analysis is limited to the
subset of adolescents from the YRBS with self-report of depressive symptoms (details below).
Finally, because individual-level data are not available from the trials, we do not know the
demographic characteristics, even in the aggregate, of the adolescents in the trials that included
both children and adolescents. Therefore, our primary comparative analysis is based on the six
adolescent-only MDD RCTs.

The first part of our analysis compares the demographic profiles of the youths included in the
RCTs with the target population of United States' depressed adolescents, as estimated from the
YRBS. Taking the complex design of the survey into account using sampling weights, we
create a demographic profile of American adolescents with depression based on age, gender
and race (see, e.g. [20]). Since the YRBS is a survey of 9th to 12th graders, we approximated
as 12 years old all students who indicated they were ‘12 years old or younger’ and approximated
as 18 years old all students who indicated they were ‘18 years old or older’. All the clinical
trial investigators provided the racial demographics of their subjects according to four
categories: white, black, Hispanic and other. We re-coded the eight racial categories reported
by the YRBS respondents to match these four categories such that the YRBS categories
‘American Indian/Alaska Native’, ‘Asian’, ‘Native Hawaiian/Other PI’ and ‘Multiple-non-
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Hispanic’, were defined as ‘Other’ to correspond to the RCT categorization. To assess the
demographic generalizability of the RCT results, we compare this estimated target population
demographic profile with the estimated demographic profile of the population represented by
the RCT studies. We make the comparison by calculating a confidence interval for the
difference between the summary variables (means and proportions) in the two populations
under standard normality assumptions.

The estimates of the demographic characteristics of the RCT population are constructed by
combining the RCT samples and considering these subjects to be a random sample from an
infinite study population. To estimate the variances of the estimates of the study population
proportions, we use standard binomial variance formulas. Unfortunately, since individual data
are not available for the trials, variance estimates were not available at the RCT study level for
the age variables; we therefore conservatively use the maximum possible variance estimated
by assuming all the subjects' ages consist of only the extreme values of 12 and 18 years old.

Step 3
Primary outcome variable: The second part of the analysis compares the suicidality rates in
the two groups. For the RCTs, we use the FDA's definition of a suicidality event that was based
on the assessment and classification of adverse events conducted by an independent
adjudication committee [14,21]. According to the committee's scheme, an event is classified
as suicidal if it is a suicide attempt, preparatory actions toward imminent suicidal behavior or
suicidal ideation. We note that there were no completed suicides in any of the RCT studies.

We identified four self-report questions from the YRBS that we will use (i) to identify a subset
of youth in the population with depressive symptomatology and (ii) to identify those youth
with suicidal ideations and/or behaviors. Unfortunately, the YRBS does not ask the students
whether they are being treated for a disorder. The question used to identify the target population
of depressed youth is based on the SCID's stem question for depression [22]:

Depression screen: During the past 12 months, did you ever feel so sad or hopeless almost
every day for 2 weeks or more in a row that you stopped doing some usual activities?

All students who responded positively to this screen question represent our target population
and will be referred to as the ‘YRBS-depressed’ group. We note that Kessler et al. [23] suggest
that the rate of depression among adolescents who choose not to attend school is higher than
those who do. With this in mind, it seems reasonable to assert that those who choose to drop
out of school do not on average have less severe depression than those who stay in school.

We used the following YRBS questions to identify suicidal ideation and behavior in the sample
of youths:

A. During the past 12 months, did you ever seriously consider attempting suicide?

B. During the past 12 months, how many times did you actually attempt suicide?

C. If you attempted suicide during the past 12 months, did any attempt result in an injury,
poisoning or overdose that had to be treated by a doctor or nurse?

Question A from the YRBS is described by the National Center for Health Statistics as
measuring suicidal ideation [19]; Questions B and C both indicate suicidal behavior. If a
respondent endorsed at least one of the items A–C, we consider that respondent to have had a
suicidality event in the previous 12 months. We defer to the Appendix our analysis of the
comparability of these self-report questions to the clinical assessments conducted in the RCTs.
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When comparing the suicidality events between the two data sources, we balance the YRBS
and RCTs according to gender, race and age to eliminate the possibility that these variables
are actually the source of any differences we may find in the suicidality rates. We accomplish
this by raking the YRBS data according to gender and race so that the YRBS proportions match
the calculated RCT proportions. Raking is used in survey sampling for adjustments when a
survey sample may cover segments of the target population in proportions that do not match
the proportions of those segments in the population itself (see, e.g. [20, pp. 269–271]). We
used these post-stratified (raked) data to estimate the 12-month suicidality event rates for
depressed American adolescents.

To compare the RCT and YRBS suicidality events, we must also match the time frame of the
YRBS to the time frame of the RCTs. The RCTs lasted an average of 8 weeks, while the YRBS
measured suicidality over a 12-month period. We approximated an 8-week time period in the
YRBS by dividing the 12-month rates by 6.5, assuming a uniform distribution of events over
the 12 months. If this was not the actual distribution of events in the YRBS, there would be
peaks and valleys in the distribution of events. Thus, the estimate of event rate would
underestimate the peak time periods and overestimate the valley time periods. Because the
patients enrolled in the RCTs are more likely to be in a peak than a valley time period [10], the
8-week YRBS suicidality rate, should if anything, underestimate the 8-week rate observed in
the RCTs. We compare the rates estimated from the YRBS to the RCT rates using the same
criteria as for the demographic comparisons.

Step 4
Sensitivity analysis: We also created sub-groups of the RCT trials based on their exclusion
of subjects with an elevated risk of suicide. First, we compared all the MDD RCT studies of
adolescents with the ‘YRBS-depressed’ sample. Then, we compared the subset of MDD studies
that excluded youths at high-baseline risk of suicidality, and finally we compared the one MDD
study that did not have an exclusion for baseline suicidality with the age-adjusted ‘YRBS-
depressed’ sample. In each case, we repeat the post-stratification process and compare each
sub-group to the event rates of depressed adolescents, as estimated from the appropriately raked
YRBS sample.

3. Results
Table II presents a comparison of the demographic characteristics for all the RCTs, the
exclusion-based subsets of RCTs and the ‘YRBS-depressed’ sample. Values in bold represent
significant differences between the RCT and YRBS estimates. We note that the RCT subjects,
on average, tend to be younger than the YRBS population (although not significantly so), and
a significantly greater proportion of these subjects are white. The one RCT that did not exclude
subjects at elevated risk of suicide had a higher proportion of female subjects than the YRBS
estimate of the population proportion of depressed female adolescents in the United States.

Figure 1 displays the adjusted 8-week suicidality rates for the RCT studies (combined across
treatment arms and studies) and for the YRBS. Reading from left to right, the combined
suicidality rate based on all six RCTs is 3.6 per cent compared with 7.1 per cent, the estimated
rate among depressed United States adolescents and is a highly statistically significant
difference (p<0.001; 95 per cent CI for the difference in suicidality rates: [2.4, 4.6]). When we
remove the one RCT that did not exclude adolescents at high risk of suicide and compare the
five MDD RCTs that did exclude these children we have a similar statistically significant
difference in suicidality rates, 3 per cent versus 7.1 per cent (95 per cent CI for the difference
in suicidality rates: [2.9, 5.3]). Finally, when we compare the suicidality rate in the one RCT
that included the high-risk youth to the adjusted YRBS sample we still find a statistically
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significant difference but the magnitude of the difference as might be expected is smaller, 5.7
per cent versus 7.3 per cent (95 per cent CI for the difference in suicidality rates: [0.9, 2.3]).

Because individual age data are not publicly available for the RCTs, as a sensitivity analysis
for the effects of age differences between the two studies, we removed all the YRBS
respondents aged 16–18 from the analysis to obtain a mean age for the YRBS data closer to
that observed in the RCTs. The results (not displayed here) were nearly identifical to the above
analysis, which included the 16–18 year olds.

4. Discussion
4.1. Case study

We compared the characteristics of the adolescents who participated in the MDD trials used
in the FDA meta-analysis to characteristics of the general population of youth with depression.
Our goal was to assess the representativeness of the RCT participants, and in particular, to
assess whether there was a selection effect due to having excluded patients at high risk of
suicidality from the trials. We found that the RCT subjects and the YRBS population were
similar in terms of most demographic characteristics although a significantly greater proportion
of the trial patients were white. Our major finding is that the rate of suicidal ideation and suicidal
behaviors in the depressed adolescents who participated in the RCTs is approximately one-
half the adjusted rate among depressed adolescents in the United States as estimated by the
YRBS.

What are the implications of this difference in suicidality rates? Since ideal, representative
trials are not readily available we can only speculate on what these possible implications are.
Consider a very large randomized trial of antidepressant treatment versus placebo control in a
truly representative sample from the target population of depressed adolescents where the
outcome is suicidality. Let RRTP denote the relative risk for suicidal events for treated
versus control patients in the target population from this hypothetical study. We consider three
cases:

Case 1: In the target population antidepressants do increase the risk of suicidality:
RRTP>1.

Case 2: In the target population antidepressants do not effect suicidality either negatively
or positively: RRTP = 1.

Case 3: In the target population antidepressants prevent suicidal events: RRTP<1.

Case 1 is an example where the results from the ideal trial are consistent with the FDA's
findings. That is, even though the trial data used in the FDA meta-analysis came almost
exclusively from depressed youths who were at low baseline risk of suicidality, the results of
the meta-analysis would also apply to the target population. If Case 1 were true, it would then
follow that with an increased use of antidepressants in the general population, we would expect
to see an increase in the number of suicidal events and ideations. Recent reports, however, have
suggested that the opposite is the case at least for suicidal events (see, e.g. [7,8,11,12,24]. Cases
2 and 3, in comparison to the FDA result, are examples of a negative interaction between
treatment and the baseline risk of suicidality. If either of these cases were true, then the FDA
estimate of risk would be a biased over estimate of the risk for the target population, due, we
believe, to the unrepresentativeness of the patients in the trials included in the FDA meta-
analysis. There does seem to be evidence for Case 3 based on observational studies, e.g. [9,
10], and more recently [25,26]. Since the current state-of-knowledge is insufficient to know
with confidence which one of these cases is correct, clearly more research is required [27,
28]. Nevertheless, in the context of selection effects and heterogeneity of treatment response,
this discussion suggests a possible explanation for the differences in results reported in the
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FDA meta-analysis and the results reported from the large observational studies, see also
[29]. (Of course, other explanations are possible as well, such as differences due to the lack of
comparability between ‘placebo’ in an RCT versus no-treatment in an observational study. In
the Appendix we discuss additional issues related to the comparability of the YRBS
assessments of depression and suicidality to the assessments used in the RCTs.)

It is important to note that the FDA's analysis based on their meta-analysis of the RCTs did
identify an approximate two-fold increased risk of suicidality among the children and
adolescents who participated in those trials. From a regulatory perspective it is understandable
why the FDA recommended a black box warning to improve treatment safety. Specifically,
the FDA did not recommend against the use of antidepressants in pediatric treatment; its aim,
rather, was to improve medical care by stimulating more extensive and close monitoring of
children using antidepressants. These results, however, do suggest the need for further
investigation into the clinical significance of suicidal ideation [30], the need to identify risk
factors for suicide, suicidal behavior and suicidal ideation among pediatric antidepressant users
[31], and the impact on clinical practice of the FDA's black box warning.

4.2. General
RCTs are the gold standard for generating evidence about the efficacy of interventions, but to
the extent that participating patients are not representative of the target population, their
generalizability is limited. Similarly, the use of meta-analysis of RCTs is crucial for the
accumulation and evaluation of evidence, especially concerning questions of safety, but
combining information from a number of similar randomized trials often suffers from the
same selection biases as evidence generated from a single randomized trial. This case study
underscores the need to consistently assess the representativeness of study samples from
randomized trials, especially in considering the evidence for treatment guidelines or drug
approval for use in target community populations. The use of national health survey data and/
or epidemiology databases to evaluate the representativeness of randomized trial data is an
important step in the translation of findings from academic and pharmaceutical company
research to practice in the community.

As the practice of assessing generalizability becomes more common, it will become necessary
to reach a consensus on how ‘representative’ samples should be and what criteria are necessary
to determine whether a particular sample meets this goal. Moreover, such comparisons should
stimulate clinical investigators to broaden their study inclusion criteria and limit their exclusion
criteria to increase the generalizability of their findings, a recommendation recently made by
the Institute of Medicine concerning the practice of excluding patients at risk of suicide from
participation in clinical trials [32]. Until these changes are made, clinicians seeing patients in
community settings will not have unequivocal evidence upon which to base treatment and
safety decisions for life-threatening illnesses.
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Appendix
The validity of the argument comparing the suicidality rates in the RCTs with the target
population is based on the comparability of the YRBS assessments of depression and suicidality
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to the assessments used in the RCTs. There are a number of possibilities for misclassification
of students with respect to their depression and suicidality status, especially in the YRBS. Here
we consider specific cases that could have an impact on our results. First, consider the YRBS
self-report question for depression. As noted earlier, this is the SCID stem question that in a
clinical interview would lead to further diagnostic questions. Because the YRBS does not use
the follow-up questions, the respondents who endorsed the YRBS question would include not
only adolescents who are clinically depressed but also some who are not. Thus the group
identified as YRBS-depressed is a larger fraction of the population than those who would be
identified for participation in the clinical trials. How would our results have changed if we had
been able to restrict the YRBS sample to clinically depressed youths, similar to the RCT
sample? In a hypothetical clinically depressed YRBS subset, the rate would most likely have
been higher than was found in the YRBS-depressed group in Figure 1, because severity of
depression is associated with suicidality. Therefore, we believe that our estimate of the rate of
suicidality in the YRBS-depressed group is a lower bound to the suicidality rate for clinically
depressed youths in the general population.

Next, consider the comparability of the suicidality assessments in the RCTs and the YRBS. It
is possible that the methods of assessments in the RCTs might have detected more suicidality
than the method of the YRBS: the assessment of suicidality in the YRBS was limited to three
survey questions; the RCTs, however, often used both research instruments and adverse event
logs. By using multiple methods, the suicidality assessments in the RCTs might have been
more sensitive than the YRBS assessments. If this were the case, then the true difference
between the suicidality rates in the population of depressed adolescents and the subset of that
population that was enrolled in the RCTs would be even greater than we have reported here.

On the other hand, the method for detecting suicidality in the YRBS might have been more
likely to detect suicidality than the methodology of the RCTs. Perhaps the anonymity of the
YRBS, for example, made it more likely that respondents would endorse the suicidality items.
In this case, the true differences between the suicidality rates in the depressed population and
in the subset enrolled in the clinical trials would be smaller than reported here. Suppose for the
moment that this is true. How much could this effect our conclusions? Recall that there was
one RCT that did not exclude adolescents at high risk for suicide. The suicidality rate in this
RCT was lower than that found among YRBS-depressed youths, the difference being 1.6 per
cent (see Figure 1). This difference may be due to many factors, including other selection
biases. Let us assume, however, that the difference between the YRBS-depressed and the ‘no-
exclusion’ RCT rates is attributable entirely to the difference in the assessment techniques used
in the YRBS and this RCT. We note that this difference, 1.6 per cent, is not contained in the
95 per cent confidence interval for the difference between the rate estimated from all of the
trials versus the adjusted YRBS [2.4, 4.6]. Thus, even under a worst-case assumption about
the sensitivity associated with the varying suicidality assessment methods, the magnitude of
the observed difference is still greater than can be explained by the (hypothetical) measurement
artifact. In summary, we do not know whether the assessments in the YRBS or the RCT were
more likely to detect suicidality or whether they are both respectively unbiased. Whichever is
the case, the data support a generalizability bias in the RCT results.
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Figure 1.
Comparison of the 8-week suicidality rate in the RCT studies (both arms combined) versus the
age-adjusted YRBS rate. Reading from left to right, the first comparison is of the 6 adolescent
MDD RCTs; next is the subset of RCTs that excluded patients at high baseline risk of
suicidality; and finally is the one RCT that did not exclude high-risk patients.
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Table I

Properties of studies of MDD.

Drug class Drug formulation Number of patients Age range Exclude at risk

SSRI Citalopram (Celexa) 178 7–17 Yes

SSRI Citalopram (Celexa) 244 13–18 No

SSRI Paroxetine (Paxil) 206 7–17 Yes

SSRI Paroxetine (Paxil) 275 13–18 Yes

SSRI Paroxetine (Paxil) 181 12–18 Yes

SSRI Fluoxetine (Prozac) 221 12–17 Yes

SSRI Fluoxetine (Prozac) 96 8–18 No

SSRI Fluoxetine (Prozac) 219 8–17 Yes

SSRI Fluoxetine (Prozac) 40 12–17 Yes

SSRI Sertraline (Zoloft) 188 6–17 Yes

SSRI Sertraline (Zoloft) 185 6–17 Yes

Atypical Venlafaxine (Effexor) 165 7–17 Yes

Atypical Venlafaxine (Effexor) 196 7–17 Yes

Atypical Mirtazapine (Remeron) 259 7–17 Yes

Atypical Nefazodone (Serzone) 278 7–17 Yes

Atypical Nefazodone (Serzone) 190 12–17 Yes

Studies compared with YRBS estimates are in bold. SSRI denotes selective serotonin reuptake inhibitor.
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Table II

Demographic profiles of and tests of differences between depressed American adolescents aged 12–18 years old
and RCTs of MDD in adolescents aged 12–18 years old.

Depressed
American

adolescents, as
estimated from

1999 YRBS, aged
12–18 Estimate
(standard error)

All MDD RCTs of
adolescents n = 6, N = 1, 151
Estimate (standard error)

MDD RCTs that excluded
high risk n = 5, N = 907

Estimate (standard error)

MDD RCT that did not exclude
high risk n = 1, N = 244 Estimate

(standard error)

Average age 16.14 (0.04) 14.76 (2.99) 14.46 (2.95) 15.90 (2.86)

Per cent female 62.6 (1.8) 63.8 (1.4) 61.0 (1.6) 74.0 (2.8)

Per cent white 54.1 (3.5) 80.1 (1.2) 75.5 (1.4) 97.0 (1.1)

n denotes the number of RCTs and N denotes the total number of subjects. Bold values represent significant differences between the RCT and YRBS

estimates. Variances calculated using the continuity correction (adding  to each race count in that study).
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