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Abstract
Theoretical studies of proton-coupled electron transfer (PCET) reactions for model systems provide
insight into fundamental concepts relevant to bioenergetics. A dynamical theoretical formulation for
vibronically nonadiabatic PCET reactions has been developed. This theory enables the calculation
of rates and kinetic isotope effects, as well as the pH and temperature dependences, of PCET
reactions. Methods for calculating the vibronic couplings for PCET systems have also been developed
and implemented. These theoretical approaches have been applied to a wide range of PCET reactions,
including tyrosyl radical generation in a tyrosine-bound rhenium polypyridyl complex, phenoxyl/
phenol and benzyl/toluene self-exchange reactions, and hydrogen abstraction catalyzed by the
enzyme lipoxygenase. These applications have elucidated some of the key underlying physical
principles of PCET reactions. The tools and concepts derived from these theoretical studies provide
the foundation for future theoretical studies of PCET in more complex bioenergetic systems such as
Photosystem II.
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1. Introduction
Bioenergetic processes involving energy transformation play a vital role in all living organisms
and structures. For example, Photosystem II (PSII) catalyzes the light-driven oxidation of water
to molecular oxygen in plants.[1–3] In this process, absorption of light by the primary electron
donor chlorophyll P680 leads to charge separation. A redox-active tyrosine residue YZ is
thought to mediate the proton-coupled electron transfer (PCET) reaction between the oxygen
evolving Mn4 cluster and P680.[4–10] The detailed mechanism of charge separation in PSII
is still not well understood.

Given the large size and complexity of bioenergetic systems such as PSII, the fundamental
aspects of the PCET mechanisms in these processes are more easily studied with model
systems. Numerous experimental studies of model systems have been performed to elucidate
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the mechanism of tyrosine oxidation.[11–18] In some cases, photoexcitation of the metal in
tyrosine-bound metal polypyridyl systems induces electron transfer from the tyrosine to the
metal with concurrent proton transfer from the tyrosine to the solvent or the buffer.[14–18]
Other experiments involve the chemical oxidation of phenols in solution.[11,12] Often the data
are interpreted in the context of Marcus theory for electron transfer.[19,20]

A variety of theoretical approaches have been developed to study PCET reactions.[21–30] In
the vibronically nonadiabatic formulation for PCET, [25–27] the active electrons and
transferring proton are treated quantum mechanically, and the PCET reaction is described in
terms of nonadiabatic transitions between pairs of reactant and product mixed electron-proton
vibronic states. The dynamics of the proton donor-acceptor mode and the solvent/protein
environment can be included in this formulation. Rate expressions based on linear response
theory and the Golden Rule have been derived in various well-defined limits.[25,27] Methods
for calculating the vibronic couplings in PCET systems have also been developed and
implemented.[28,31] These theoretical approaches enable the calculation of rates and
deuterium kinetic isotope effects (i.e., the ratio of the rate for hydrogen to the rate for
deuterium), as well as their temperature and pH dependences.[32–35] Applications of these
theoretical approaches to a wide range of systems have provided insight into fundamental
concepts relevant to the PCET mechanisms in bioenergetic processes.

This review centers on PCET reactions that occur in a single chemical step (i.e., the electron
and proton transfer simultaneously without an experimentally observable intermediate). In
many cases, this type of PCET mechanism enables the system to avoid high-energy
intermediates. Alternative sequential electron and proton transfer mechanisms[36] can be
investigated with methods designed for studying single electron and single proton transfer
reactions. The remainder of the review is organized as follows. Section II summarizes the
vibronically nonadiabatic theoretical formulation for PCET reactions, providing the rate
expressions in various limits and methods for calculating the vibronic couplings. Section III
presents three applications of these theoretical approaches. The first application is the
investigation of the detailed mechanism for tyrosyl radical generation in a tyrosine-bound
rhenium polypyridyl complex that has recently been studied experimentally.[14,37] The
second application is the calculation and analysis of the vibronic couplings for the phenoxyl/
phenol and benzyl/toluene self-exchange reactions.[31] The third application is the study of
the PCET reaction catalyzed by the enzyme soybean lipoxygenase, with an emphasis on the
dynamical role of the enzyme and the magnitude and temperature dependence of the kinetic
isotope effect.[34,35] Section IV presents a summary and discussion of potential future
directions.

2. Theory
2.1 Rate calculations

This subsection summarizes the dynamical formulation for PCET reactions.[27] A PCET
reaction is vibronically nonadiabatic when the vibronic coupling is significantly less than the
thermal energy kBT. In this formulation, the active electrons and transferring proton are treated
quantum mechanically, and the PCET reaction is described in terms of nonadiabatic transitions
between pairs of reactant and product mixed electron-proton vibronic states. In the derivation
of the rate expression, the nonadiabatic rate constant is expressed as the time integral of the
probability flux correlation function, which in turn is expressed in terms of time correlation
functions of the energy gap  (i.e., the difference between the energies of the reactant and
product states) and the R coordinate, where R is the distance between the proton donor and
acceptor. The nonadiabatic coupling Vμν between the reactant and product vibronic states μ
and ν is approximated to be of the form[38]
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(1)

where R̄μ is the equilibrium value of the R coordinate on the reactant surface μ,  is the
vibronic coupling between states μ and ν at distance R̄μ, and αμν is a parameter that reflects the
distance dependence of the vibronic coupling.

As will be discussed in the next subsection, the vibronic coupling can be approximated as
Vμν (R) ≈ VelSμν (R) in the electronically nonadiabatic limit for proton transfer. Here Vel is an
effective electronic coupling, and Sμν (R) is the overlap between the reactant and product proton
vibrational wavefunctions at R. In the region about the equilibrium value of the R coordinate,
this vibronic coupling can be approximated to be of the form in Eq. (1) with , where

 is the vibrational overlap at R̄μ.[31,38] The rate expressions given in this section are valid
for any vibronic coupling with the form in Eq. (1).

Using linear response theory in conjunction with the Golden Rule and the form of the vibronic
coupling given in Eq. (1), we derived a series of rate expressions based on well-defined
approximations that have been tested for various systems. Two approximations that were found
to be valid for the systems studied are: (1) only the initial value of the energy gap correlation
function impacts the rate and (2) the R-coordinate correlation function can be represented by
the analytical expression for an undamped classical mechanical harmonic oscillator. These two
approximations lead to the rate expression[38,39]

(2)

where the summations are over the reactant and product vibronic states, Pμ is the Boltzmann
probability for the reactant state, is the Boltzmann constant,  is the driving force, Ω and

M are the frequency and mass corresponding to the R mode, , and λμν is the
reorganization energy. Related expressions have been derived for vibrationally nonadiabatic
proton transfer reactions.[40–45]

Invoking the additional approximation that the R-coordinate time correlation function is
approximately constant on the timescale of the probability flux correlation function decay leads
to the simpler expression[35]

(3)

This rate expression is similar to the Marcus theory expression for electron transfer except for

the factor of . It differs from Eq. (2) by the absence of the term λα in the
two denominators. Thus, the approximation leading from Eq. (2) to Eq. (3) is equivalent to the
assumption that λα ≪ λμν. If the R coordinate is assumed to be fixed during the PCET reaction,
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αμν= 0, and the first exponential factor in Eq. (3) becomes unity. In this limit, the expression
in Eq. (3) becomes equivalent to the non-dynamical rate expressions derived previously with
a multistate continuum theory for fixed R. [25] Further approximation that , in
addition to αμν= 0, leads to the Marcus theory rate expression for nonadiabatic electron transfer
modified by the inclusion of Franck-Condon overlap terms for the transferring hydrogen.[21,
22]

An alternative derivation of Equation (3) provides additional connections to previous studies.
Starting with the nonadiabatic PCET rate expression[25] derived for fixed R, the R-dependence
of the vibronic coupling can be included according to the form in Eq. (1) and thermally averaged
over a Boltzmann distribution for R. This procedure leads directly to Eq. (3) because

where

This approach is based on the assumptions that the reorganization energy and reaction free
energy are independent of R, the R mode behaves as a classical harmonic oscillator, and the
vibronic coupling depends exponentially on R. This relation provides a connection to the rate
expression of Kuznetsov and Ulstrup[46] as implemented by Klinman and coworkers, [47,
48] where the Marcus theory expression for nonadiabatic electron transfer is modified by the
inclusion of R-dependent Franck-Condon overlap terms for the transferring hydrogen,
thermally averaged over a Boltzmann distribution for R. Their rate expression leads to Eq. (3)
if the overlap between the reactant and product proton vibrational wavefunctions is assumed
to depend exponentially on R, as in Eq. (1) with . Thermal averaging over a
Boltzmann distribution for R can also be performed numerically for a general form of the
overlap between the reactant and product proton vibrational wavefunctions.

All of the quantities in the rate expressions above can be calculated from classical molecular
dynamics simulations on the reactant surface and quantum mechanical calculations of the
vibronic couplings. In linear response theory, the reorganization energy λμν can be expressed

in terms of the energy gap variance  as

(4)

and the driving force can be calculated as . The average R coordinate R̄
and the quantity kBT/MΩ2 = 〈δR2〉 can also be calculated directly from the molecular dynamics
simulations. The mass M and frequency Ω can be determined independently by fitting the R-
coordinate time correlation function from the classical molecular dynamics to the
corresponding analytical expression for an undamped classical harmonic oscillator for the
relevant time scale. The magnitude and distance dependence of the vibronic coupling (i.e.,
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 and αμν in Eq. (1)) can be determined from quantum mechanical methods described in the
next section. For additional simplification, the reorganization energy can be assumed to be the
same for all pairs of reactant and product states, so the reorganization energy and driving force
can be calculated for the ground reactant and product states (i.e.,μ= ν=0). In this case,

, where Δεμν is the difference between the product and reactant vibronic
energy levels relative to the ground states. In addition, the exponential factor αμν can also be
assumed to be the same for all pairs of reactant and product states.

The rate expression in Eq. (3) leads to a relatively simple expression for the KIE because only
the first two factors depend on the isotope. If only the nonadiabatic transition between the two
ground states is considered, the KIE can be approximated as[35]

(5)

where SH and SD are the overlaps of the hydrogen and deuterium wavefunctions, respectively,
at R̄, and αH and αD represent the exponential dependence of this overlap on R for hydrogen
and deuterium, respectively. Here we have assumed that , where the electronic
coupling Vel is independent of isotope. The simplified expression for the KIE given in Eq. (5)
provides insight into the magnitude and temperature dependence of the KIE for PCET systems.
The effects of excited vibronic states can be included by summing over these states in Eq. (3).

The rate expressions above can be modified to include the quantum mechanical effects of the

R coordinate motion. In this case, λα is replaced by  in Eq. (2), and

 is replaced by  in Eqs. (2) and (3). Analogous to the
classical treatment of the R mode, the quantum mechanical version of Eq. (3) can also be
obtained by starting with the nonadiabatic PCET rate expression[25] derived for fixed R and
including the R-dependence of the vibronic coupling according to the form in Eq. (1), averaging
over the quantum mechanical harmonic oscillator probability distribution function for R. In
this case,

where

. Note that these modified expressions lead to the original expressions given above for the
classical limit ĦΩ ≪ KBT.
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2.2 Vibronic coupling calculations
According to the Golden Rule, the rate of a nonadiabatic PCET reaction is proportional to the
square of the nonadiabatic vibronic coupling Vμν between the reactant and product diabatic
vibronic states. This vibronic coupling is defined to be the Hamiltonian matrix element between
the reactant and product mixed electronic-proton vibrational wavefunctions. The overall
reaction is vibronically nonadiabatic with respect to the solvent or protein environment when
this vibronic coupling is much less than kBT. The rate expressions given above for vibronically
nonadiabatic PCET reactions depend on the magnitude and distance dependence of the vibronic
coupling. Thus, the calculation of the vibronic coupling is essential for the determination of
rates and KIEs for PCET reactions.

Even for vibronically nonadiabatic PCET reactions, the proton tunneling can be electronically
nonadiabatic, electronically adiabatic, or in the intermediate regime. Here the electronically
nonadiabatic and adiabatic limits for general PCET reactions refer to the relative timescales of
the electrons and the transferring proton. The electrons respond instantaneously to the proton
motion in the electronically adiabatic limit but not in the electronically nonadiabatic limit. In
the electronically nonadiabatic limit, the vibronic coupling  can be expressed as the product
of the electronic coupling Vel and the Franck-Condon overlap Sμν of the reactant and product
proton vibrational wavefunctions:

(6)

In the electronically adiabatic limit, the proton dynamics occur on the electronically adiabatic
ground state potential energy surface, and the vibronic coupling  can be calculated by
standard semiclassical methods.[49,50] For a symmetric system, the vibronic coupling  is
half the splitting between the symmetric and antisymmetric proton vibrational states for the
electronic ground state potential energy surface.

In general, PCET reactions can be in the intermediate regime between the electronically
nonadiabatic and adiabatic limits. Georgievskii and Stuchebrukhov[28] derived a semiclassical
expression for the general vibronic coupling :

(7)

where the factor κ is defined as

(8)

In Eq. (8), Γ(x) is the gamma-function and p is the proton adiabaticity parameter defined as

(9)
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where vt is the tunneling velocity of the proton at the crossing point of the two proton potential
energy curves and |ΔF| is the difference between the slopes of the proton potential energy
curves at the crossing point. The tunneling velocity vt can be expressed in terms of the energy
Vc at which the potential energy curves cross, the tunneling energy E, and the mass m of the
proton:

(10)

In the electronically adiabatic limit, p≫1, κ = 1, and the vibronic coupling simplifies to .
In the electronically nonadiabatic limit, p≪1, , and the vibronic coupling reduces to

, as given in Eq. (6).

The adiabaticity of a general PCET reaction can be viewed in terms of the relative times of the
proton tunneling and the electronic transition. Within the semiclassical framework, the time
spent by the tunneling proton in the crossing region (i.e., the proton tunneling time) is

(11)

and the time required to change the electronic state (i.e., the electronic transition time) is

(12)

The adiabaticity parameter is simply the ratio of these two times:

(13)

When the proton tunneling time is much longer than the electronic transition time, the electronic
states have enough time to mix completely and the proton transfer occurs on the electronically
adiabatic ground state surface (i.e., the reaction is electronically adiabatic). When the proton
tunneling time is much less than the electronic transition time, the reaction is electronically
nonadiabatic because the electronic states no longer have enough time to mix completely during
the proton tunneling process.

The vibronic couplings can be calculated with several different methods. As shown in Ref.
[31], the input quantities for the semiclassical vibronic coupling expressions given above can
be calculated with conventional electronic structure methods. Alternatively, the Hamiltonian
matrix element between the reactant and product diabatic vibronic states can be calculated with
the nuclear-electronic orbital (NEO) method.[51] In the NEO method, mixed nuclear-
electronic wavefunctions are calculated with molecular orbital techniques. The diabatic
vibronic states can be defined to be the two nonorthogonal localized nuclear-electronic
wavefunctions obtained at the NEO-HF (Hartree-Fock) level. The Hamiltonian matrix element
between these two diabatic vibronic states can be calculated with the NEO-NOCI
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(nonorthogonal configuration interaction) approach.[52] The NEO-NOCI method has been
shown to agree well with the semiclassical methods for the phenoxyl/phenol system.[53]

3. Applications
3.1 PCET in tyrosine oxidation

Numerous experimental studies of model systems have been performed to study the
fundamental mechanism of tyrosine oxidation.[11–18] For example, Sjodin et al. studied
tyrosine-bound ruthenium-tris-bipyridine model systems with the flash-quench method.[15–
18] In these experiments, the excited state of Ru is quenched by an external quencher, followed
by electron transfer from the tyrosine to the photo-oxidized Ru. Sjödin et al. explained the pH
dependence of the experimentally measured rate constant in terms of a PCET mechanism in
which the proton transfers from tyrosine to bulk water.[15–18] Our theoretical calculations on
this model system were consistent with this interpretation.[32] Alternative interpretations of
this type of pH-dependence have also been proposed.[12,36] To avoid the use of external
quenchers, Reece and Nocera designed and studied tyrosine-bound rhenium polypyridyl
complexes.[14] In these experiments, tyrosine radicals are produced directly from the metal-
to-ligand charge transfer (MLCT) excited state without an external quencher. The rate constant
for emission quenching for this complex increases with pH in the range 4 < pH < 9 in the
presence of phosphate buffer. In addition, the rate constant is independent of pH for 4 < pH <
8 in the absence of the phosphate buffer, and the dependence of the rate on phosphate buffer
concentration is absent at low pH, where the dominant buffer species is H2PO4

−.[54] These
experimental observations are consistent with a PCET mechanism in which the proton is
transferred from the tyrosine to the phosphate buffer species HPO4

2− for 4 < pH < 9.[54]

Recently, we used our multistate continuum theory[24–26] for PCET reactions to investigate
the detailed mechanism for tyrosyl radical generation in the [Re(P-Y)(phen)(CO)3]PF6 system,
where phen denotes 1,10-phenanthroline and P-Y denotes triphenylphosphine-tyrosine. This
system is depicted in Figure 1. We evaluated two different models for tyrosyl radical generation
in this system. In the phosphate-acceptor model, the phosphate buffer species HPO4

2− serves
as the proton acceptor, and the pH-dependence of the overall rate arises from the titration
between the HPO4

2− and H2PO4
− forms of the phosphate buffer. In the water-acceptor model,

bulk water serves as the proton acceptor. Our calculations indicate that the phosphate-acceptor
model can successfully reproduce the experimentally observed pH-dependence of the overall
rate and H/D KIE, whereas the water-acceptor model is not physically reasonable for this
system. The phosphate buffer species HPO4

2− is favored over water as the proton acceptor in
part because the proton donor-acceptor distance is ~0.2 Å smaller for the phosphate acceptor
due to its negative charge. This smaller proton donor-acceptor distance leads to a larger vibronic
coupling because of the greater overlap between the reactant and product proton vibrational
wavefunctions. Other factors differentiating these two mechanisms include the slightly smaller
outer-sphere reorganization energy for PCET in the phosphate-acceptor model and the
differences in driving forces for PCET.

Here we review the results and analysis for the favored phosphate-acceptor model. In this
model, the pH-dependence of the overall rate arises from the titration between the HPO4

2− and
H2PO4

− forms of the phosphate buffer, and the proton is assumed to transfer to HPO4
2− but

not to H2PO4
−. These assumptions are consistent with the experimental observations described

above. Given these assumptions, the overall rate constant for tyrosine oxidation can be
expressed as[54]

(14)
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where [Phosphate]T is the total concentration of phosphate buffer and  is the mole
fraction of , which can be calculated as a function of pH using the relation

(15)

with pKa of 7.2 for HPO4
2−. In Eq. (14),  is the bimolecular rate constant for the PCET

reaction in which the proton is transferred to HPO4
2−, and kET is the rate constant for an ET

reaction that is followed by rapid PT to the solvent.[54] The ET rate constant was determined
to be kET = 1.0 ± 0.2 × 105 s−1 from experimental measurements in the absence of phosphate
buffer. The bimolecular PCET rate constant was determined to be

 from measurements of kq as a function of phosphate buffer
concentration at different pH values. The H/D KIE for the bimolecular PCET rate constant

 was determined to be ~3.0 from measurements of kq as a function of phosphate buffer
concentration at high pH for the reaction in H2O and D2O.

We calculated the overall rate kq for hydrogen and deuterium transfer using the expression in
Eq. (14) in conjunction with our PCET expression in Eq. (3) for αμν = 0 (i.e., for fixed proton
donor-acceptor distance). The experimental and calculated data are depicted in Figure 2. We
used the experimentally determined kET and fit the two coupling parameters in our model to
reproduce the experimentally determined  and H/D KIE for . The rate constant
expressions given above apply to the unimolecular PCET reaction in a hydrogen-bonded
complex. The bimolecular rate constant  measured experimentally is related to the
unimolecular rate constant  according to , where Keq is the equilibrium
association constant to form the hydrogen-bonded complex. For tyrosine and HPO4

2−,
experiments[55] provide the estimate that Keq = 0.5 M−1, which is assumed to be the same in
H2O and D2O for the KIE calculations.

Analysis of the PCET calculations provides insight into the reorganization energies, reaction
free energies, activation free energies, and vibronic couplings for the various pairs of reactant/
product vibronic states for both hydrogen and deuterium transfer. Based on experimental
measurements for a related system, [56] the inner-sphere reorganization energy is estimated
to be 9.8 kcal/mol. The calculated outer-sphere reorganization energy for the overall PCET
reaction was ~ 33 kcal/mol for all pairs of vibronic states. The dominant contribution to the
rate arose from nonadiabatic transitions between the ground reactant state and the third product
state for hydrogen transfer and the fourth product state for deuterium transfer. These
contributions exceed the contributions from the nonadiabatic transition between the ground
reactant and product states because the larger vibronic coupling overrides the slightly higher
activation free energy barrier. The larger vibronic coupling is due mainly to the greater overlap
between the reactant and product proton vibrational wavefunctions. This effect is more
pronounced for deuterium than for hydrogen. The free energy surfaces and the corresponding
proton vibrational wavefunctions are depicted in Figure 3.

These calculations provide insight into the fundamental mechanism of tyrosyl radical
generation. Such insights have implications for PCET in PS II. For example, the conclusion
that the phosphate serves as a proton acceptor is consistent with experimental observations in
D1-His190 mutants of PSII, where the rates of P680+• reduction by Yz increased dramatically
in the presence of imidazole and other small organic bases.[57,58]
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3.2 Vibronic couplings for phenoxyl/phenol and benzyl/toluene self-exchange reactions
We have calculated the vibronic couplings for the phenoxyl/phenol and the benzyl/toluene self-
exchange reactions. As discussed above, the vibronic couplings significantly impact the rates
and kinetic isotope effects, as well as their temperature dependences, for general PCET
reactions. Although the splittings between the ground and excited electronic states are
significantly larger than the thermal energy kBT at room temperature for these systems, the
vibronic couplings for both systems were found to be smaller than kBT, indicating that the
reactions are vibronically nonadiabatic with respect to a solvent environment. The transition
state geometries of the phenoxyl/phenol and the benzyl/toluene systems are qualitatively
different. The phenoxyl/phenol transition state has C2 symmetry, and the O···H···O bond is
approximately planar with the phenol rings and represents a strong hydrogen bond. The benzyl/
toluene transition state has C2h symmetry, and the C···H···C bond is orthogonal to the planes
of the benzene rings and does not form a strong hydrogen bond.

As shown in Figure 4, the electronic wavefunctions for the two systems are qualitatively
different at the transition state. In the phenoxyl/phenol system, the two highest-energy occupied
molecular orbitals are dominated by 2p orbitals on the donor and acceptor oxygen atoms that
are perpendicular to the hydrogen donor-acceptor axis. In the ground state, the doubly occupied
molecular orbital corresponds to π-bonding, and the singly occupied molecular orbital
corresponds to π-antibonding. In the benzyl/toluene system, the two highest-energy occupied
molecular orbitals are dominated by σ orbitals on the donor and acceptor carbon atoms and are
oriented along the hydrogen donor-acceptor axis. In the ground state, the highest doubly
occupied molecular orbital corresponds to σ-bonding, and the singly occupied molecular
orbital corresponds to σ-antibonding. Previously Mayer, Borden, and coworkers[59] used these
differences in the singly occupied molecular orbitals of the transition state wavefunctions to
designate the phenoxyl/phenol and benzyl/tolune systems as PCET and hydrogen atom transfer
(HAT), respectively.

Figure 5 depicts the potential energy curves along the transferring hydrogen coordinate for the
phenoxyl/phenol and the benzyl/toluene systems. The CASSCF electronically adiabatic
ground and excited state curves, as well as the electronically diabatic curves corresponding to
the reactant and product electron transfer states, are depicted. Note that the splitting between
the electronically adiabatic ground and excited states is more than an order of magnitude larger
for the benzyl/toluene system than for the phenoxyl/phenol system. As a result, the diabatic
curves are very similar to the adiabatic curves for the phenoxyl/phenol system but are
significantly different from the adiabatic curves for the benzyl/toluene system.

The fundamental nature of the proton tunneling is different for the two systems. For the
phenoxyl/phenol system, the adiabaticity parameter p is very small, , and τe ≈ 80τp.
In this case, the electronic transition time is significantly greater than the proton tunneling time.
As a result, the electrons are not able to rearrange fast enough for the proton to move on the
electronically adiabatic ground state surface, and the proton transfer reaction is electronically
nonadiabatic. For the benzyl/toluene system, the adiabaticity parameter p is larger, κ ≈ 1, and
τp ≈ 4τe. In this case, the electronic transition time is less than the proton tunneling time. Thus,
the electrons can respond instantaneously to the proton motion, and the proton moves on the
electronically adiabatic ground state surface. This analysis indicates that the proton tunneling
is electronically nonadiabatic for the phenoxyl/phenol system but electronically adiabatic for
the benzyl/toluene system.

Figure 6 illustrates the physical principles underlying the electronically nonadiabatic and
adiabatic limits. For the electronically nonadiabatic phenoxyl/phenol reaction, the vibronic
coupling is the product of the electronic coupling between the diabatic states and the overlap
of the reactant and product proton vibrational wavefunctions corresponding to these diabatic

Hammes-Schiffer et al. Page 10

Coord Chem Rev. Author manuscript; available in PMC 2010 November 3.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



states. For the electronically adiabatic benzyl/toluene reaction, the vibronic coupling is half
the energy splitting between the states corresponding to the symmetric and antisymmetric
proton vibrational wavefunctions for the electronically adiabatic ground state.

We also examined the dependence of the vibronic coupling on the proton donor-acceptor
distance and the dependence of the KIE on both the magnitude and the distance dependence
of the vibronic coupling. The vibronic coupling decreases exponentially with the proton donor-
acceptor distance for both electronically adiabatic and electronically nonadiabatic reactions in
the range of chemically relevant distances. For a given proton donor-acceptor distance, the
vibronic couplings are significantly smaller for deuterium than for hydrogen because of the
smaller overlap between the reactant and product proton vibrational wavefunctions for
deuterium. Moreover, the value of the exponential decay parameter α is larger for deuterium
than for hydrogen because the overlap between the reactant and product deuterium
wavefunctions falls off faster with distance than the corresponding overlap for the hydrogen
wavefunctions. These trends are directly relevant to the study of general PCET reactions.

This type of analysis provides a new perspective on the distinction between PCET and HAT
reactions. A conventional method for distinguishing PCET from HAT is that the electron and
proton are transferred between different donors and acceptors (or different sets of orbitals) for
PCET. Within this framework, our analysis suggests that PCET reactions are electronically
nonadiabatic, whereas HAT reactions are electronically adiabatic. These two mechanisms can
be differentiated by calculating the adiabaticity parameter, which depends on the electronic
coupling and other quantities that can be determined with quantum chemistry methods.

Furthermore, the distinction between electronic adiabaticity and nonadiabaticity has important
experimental consequences because the vibronic couplings can be substantially different in the
electronically adiabatic and nonadiabatic limits. As discussed above, the magnitude and
distance dependence of the vibronic coupling can significantly impact the magnitudes and
temperature dependences of the rates and the KIEs. Thus, the calculation of the vibronic
coupling in the correct limit, or in the intermediate regime, is critical for the interpretation of
experimental data and the generation of experimentally testable predictions.

3.3 PCET catalyzed by lipoxygenase
We have examined the dynamical behavior and the temperature dependence of the kinetic
isotope effects for the PCET reaction catalyzed by the enzyme soybean lipoxygenase (SLO).
[35] Lipoxygenases catalyze the oxidation of unsaturated fatty acids. Kinetic studies have
shown that the hydrogen abstraction step in SLO is rate-limiting above 32 °C.[60] In this step,
the pro-S hydrogen atom from carbon atom C11 of the linoleic acid substrate is transferred to
the Fe(III)–OH cofactor, forming a radical intermediate substrate and Fe(II)–OH2.[61]
Quantum mechanical calculations[62] and analysis of the thermodynamic properties based on
electrochemical data[34,48] indicate that the hydrogen abstraction step occurs by a PCET
mechanism, in which the electron transfers from the π-system of the substrate to the iron of
the cofactor, while the proton transfers from the C11 carbon of the substrate to the hydroxyl
ligand of the cofactor. This PCET reaction is depicted in Figure 7. The SLO reaction has been
studied with a variety of theoretical approaches.[34,35,47,48,61–70]

Our calculations of this reaction were based on the vibronically nonadiabatic formulation for
PCET reactions that includes the quantum mechanical effects of the active electrons and the
transferring proton, as well as the motions of all atoms in the complete solvated enzyme system.
[27,39] As described above, the rate is represented by the time integral of a probability flux
correlation function that depends on the vibronic coupling, the average of the energy gap and
R coordinate, and the time correlation functions of the energy gap and R coordinate. The
vibronic couplings were estimated to within a constant factor by calculating the overlaps
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between reactant and product hydrogen vibrational wavefunctions for model systems, and the
other quantities were calculated from classical molecular dynamics simulations of the entire
system.

We tested the underlying assumptions of this vibronically nonadiabatic formulation for the
SLO enzyme reaction and investigated the dynamical behavior of the protein, substrate, and
cofactor. Our estimates of the contributions to the vibronic couplings for this PCET reaction
indicated that this reaction is vibronically nonadiabatic. Moreover, our molecular dynamics
simulations of the entire solvated enzyme system provided an estimate of 39 kcal/mol for the
total reorganization energy. We found that the dynamical behavior (i.e., the time dependence)
of the probability flux correlation function is dominated by the equilibrium protein and solvent
motions and is not significantly influenced by the proton donor-acceptor motion. The
magnitude of the overall rate, however, is strongly influenced by the frequency of the proton
donor-acceptor motion, the magnitude and distance dependence of the vibronic coupling, and
the protein/solvent reorganization energy.

These calculations reproduced the experimentally observed[48,61] magnitude and temperature
dependence of the KIE for the SLO enzyme reaction without fitting any parameters directly to
the experimental kinetic data. A comparison of the experimental and calculated data is depicted
in Figure 8. The temperature dependence of the KIE is determined mainly by the effective
proton donor-acceptor frequency, which can be calculated from the R coordinate variance in
the molecular dynamics simulations, and the distance dependence of the vibronic couplings
for hydrogen and deuterium, which can be calculated from the vibrational wavefunctions for
model systems. The ratio of the overlaps of the hydrogen and deuterium vibrational
wavefunctions strongly impacts the magnitude of the KIE but does not significantly influence
the temperature dependence. These trends are summarized in the relatively simple,
approximate expression for the KIE given in Eq. (5). For the SLO reaction, the large magnitude
of the KIE arises mainly from the dominance of tunneling between the ground vibronic states
and the relatively large ratio of the overlaps between the corresponding hydrogen and
deuterium vibrational wavefunctions. The weak temperature dependence of the KIE is due in
part to the dominance of the local component of the proton donor-acceptor motion.

4. Summary and conclusions
In this review, we described the vibronically nonadiabatic theoretical formulation for PCET
reactions and presented rate expressions in various limits, as well as methods for calculating
the vibronic couplings. We illustrated this methodology through three different applications.
In the first application, we investigated tyrosyl radical generation in a tyrosine-bound rhenium
polypyridyl complex. The experimental data and theoretical calculations indicate that the
electron transfers from the tyrosine to the photoexcited rhenium concurrently with the proton
transferring to the phosphate buffer. In the second application, we calculated the vibronic
couplings for the phenoxyl/phenol and benzyl/toluene self-exchange reactions and found that
the proton transfer reaction is electronically nonadiabatic for phenoxyl/phenol, which was
designated as PCET, but electronically adiabatic for benzyl/toluene, which was designated as
HAT. The analysis of these couplings provided a new diagnostic for differentiating between
the conventionally defined PCET and HAT reactions. In the third application, we simulated
the PCET reaction catalyzed by the enzyme lipoxygenase. The simulations elucidated the
dynamical role of the enzyme and the physical basis for the experimental observations of an
unusually large KIE with relatively weak temperature dependence.

These theoretical studies provide insight into fundamental concepts relevant to PCET
mechanisms in bioenergetic processes. The feedback between experiment and theory plays an
essential role in these types of studies. In principle, these theoretical approaches could be
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applied to model systems that are more directly related to specific biological systems such as
PSII. The calculation of reorganization energies, vibronic couplings, rates, and KIEs for PCET
reactions in complex bioenergetic systems would provide new insights into the overall
mechanisms. Such calculations represent an exciting and challenging direction for future
research.
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Figure 1.
Structure of the rhenium-tyrosine complex[14] hydrogen bonded to a phosphate HPO4

2−

acceptor. The proton transfer and electron transfer reactions are indicated with arrows. Figure
reproduced with permission from Ref. [37].
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Figure 2.
pH-dependence of the overall rate constant kq for the rhenium-tyrosine complex in H2O and
D2O. The experimental data for kq measured with 10mM phosphate buffer in H2O (Figure 3
in Ref. [14]) are depicted with open circles (○). The rate constants for the phosphate-acceptor
model with 10mM phosphate buffer calculated using Eq. (14) are depicted with thick and thin
lines for the reaction in H2O and D2O, respectively. The rate constant for the reaction in H2O
or D2O is plotted as a function of pH or pD, respectively, where the mole fraction 
or  is calculated as a function of pH or pD using Eq. (15) with pKa = 7.2 or 7.8,
respectively. Figure reproduced with permission from Ref. [37].
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Figure 3.
Analysis of the free energy surfaces for the PCET reaction in the phosphate-acceptor model
for the rhenium-tyrosine complex. In the center frame are slices of the two-dimensional ET
diabatic free energy surfaces as functions of the solvent coordinates. The slices were obtained
along the line connecting the minima of the lowest energy reactant (I) and product (II) two-
dimensional free energy surfaces. In the left frame is the reactant (I) proton potential energy
curve and the corresponding proton vibrational wavefunction as a function of the proton
coordinate evaluated at the minimum of the ground state reactant free energy surface. In the
right frame is the product (II) proton potential energy curve and the corresponding proton
vibrational wavefunction as a function of the proton coordinate evaluated at the minimum of
the ground state product free energy surface. Figure reproduced with permission from Ref.
[37].
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Figure 4.
The two highest-energy occupied electronic molecular orbitals for (a) the phenoxyl/phenol and
(b) the benzyl/toluene system. The electronic wavefunctions for diabatic states I and II are
calculated at the minima of the ground state electronically adiabatic potential energy curves
shown in Figure 5, and the electronic wavefunctions for the transition states (TS) are calculated
at the maxima of these potential energy curves. For both systems, the ground state electronic
wavefunction is predominantly single configurational, and the lower molecular orbital is
doubly occupied, while the upper molecular orbital is singly occupied. Figure reproduced with
permission from Ref. [31].
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Figure 5.
State-averaged CASSCF ground and excited state electronically adiabatic potential energy
curves along the transferring hydrogen coordinate for (a) the phenoxyl/phenol and (b) the
benzyl/toluene system. The coordinates of all nuclei except the transferring hydrogen
correspond to the transition state geometry. The proton donor-acceptor distances are 2.40 Å
and 2.72 Å, respectively, for the phenoxyl/phenol and the benzyl/toluene system. The CASSCF
results are depicted as open circles that are blue for the ground state and red for the excited
state. The black dashed lines represent the diabatic potential energy curves corresponding to
the two localized diabatic electron transfer states I and II. The mixing of these two diabatic
states with the electronic coupling Vel leads to the CASSCF ground and excited state
electronically adiabatic curves depicted with solid colored lines following the colored open
circles. For the phenoxyl/phenol system, the solid colored lines and the black dashed lines are
nearly indistinguishable because the adiabatic and diabatic potential energy curves are virtually
identical except in the transition state region. Figure reproduced with permission from Ref.
[31].
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Figure 6.
(a) Diabatic potential energy curves corresponding to the two localized diabatic electron
transfer states I and II and the corresponding proton vibrational wavefunctions  (blue) and

 (red) for the phenoxyl/phenol system. Since this reaction is electronically nonadiabatic,
the vibronic coupling is the product of the electronic coupling Vel and the overlap of the reactant

and product proton vibrational wavefunctions . (b) Electronically adiabatic
ground state potential energy curve and the corresponding proton vibrational wavefunctions
for the benzyl/toluene system. Since this reaction is electronically adiabatic, the vibronic
coupling is equal to half of the energy splitting Δ between the symmetric (cyan) and
antisymmetric (magenta) proton vibrational states for the electronic ground state potential
energy surface. For illustrative purposes, the excited vibrational state is shifted up in energy
by 0.8 kcal/mol. Figure reproduced with permission from Ref. [31].
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Figure 7.
The hydrogen abstraction step of the reaction catalyzed by soybean lipoxygenase with its
natural substrate linoleic acid. In this step, a hydrogen is abstracted from the linoleic acid to
the iron cofactor. Figure reproduced with permission from Ref.[35].
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Figure 8.
Temperature dependence of the KIE for soybean lipoxygenase obtained with the rate
expression in Eq. (2) including the excited vibronic states. The experimental data[48] are
depicted with circles. Figure reproduced with permission from Ref. [35].

Hammes-Schiffer et al. Page 23

Coord Chem Rev. Author manuscript; available in PMC 2010 November 3.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


