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Cooperative interactions mediate information transfer between
structural domains of a protein molecule and are major determi-
nants of protein function and modulation. The prevalent theories
to understand the thermodynamic origins of cooperativity have
been developed to reproduce the complex behavior of a global
thermodynamic observable such as ligand binding or enzyme
activity. However, in most cases the measurement of a single global
observable cannot uniquely define all the terms that fully describe
the energetics of the system. Here we establish a theoretical
groundwork for analyzing protein thermodynamics using site-
specific information. Our treatment involves extracting a site-
specific parameter (defined as y value) associated with a structural
unit. We demonstrate that, under limiting conditions, the y value is
related to the direct interaction terms associated with the structur-
al unit under observation and its intrinsic activation energy. We
also introduce a site-specific interaction energy term (y¥ff) that
is a function of the direct interaction energy of that site with every
other site in the system. When combined with site-directed
mutagenesis and other molecular level perturbations, analyses of
x values of site-specific observables may provide valuable insights
into protein thermodynamics and structure.
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iological macromolecules often accomplish diverse functions

by undergoing a series of conformational changes that are
mediated by cooperative interactions between structural domains
(1, 2). A ligand binding domain, for instance, may transfer its
stabilization energy upon ligand binding to an effector domain
or another ligand binding domain (3, 4). This long-range propa-
gation of energy within a protein molecule has been widely
studied in multisubunit allosteric proteins such as hemoglobin
(5-7) and the nicotinic acetylcholine receptor (8). Classical
theories such as the Monod—Wyman—Changeux (MWC) model
(9) and the Koshland-Nemethy-Filmer (KNF) model (10) have
been developed to provide a simple mechanistic understanding of
biological cooperativity.

The most important difference between the various coopera-
tive theories is their treatment of interaction terms and the
microscopic equilibrium constants associated with the individual
domains or subunits (11, 12). According to the MWC model,
cooperativity arises out of a preexisting equilibrium between
two conformational states, which differ in their ligand binding
affinities. The binding of a ligand shifts the equilibrium toward
the high affinity state(s). The KNF model, on the other hand,
is based on step-wise changes in protein conformation on ligand
binding. Interactions between neighboring ligand bound subunits
induce a conformational change that alters the binding affinity
of other unoccupied sites. The main descriptor of protein confor-
mation in these models is a single observable representative of a
global conformational change in the protein (global observable)
such as enzyme activity or binding site occupancy that often is a
state-dependent function of the whole protein. However, this
global parameter cannot uniquely define the microscopic thermo-
dynamic terms associated with local conformational transitions
(13). In order to make the analysis more tractable, these models
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impose geometry and/or symmetry constraints thereby reducing
the number of independent terms (14). Thus, the interpretation
of the underlying thermodynamics is model-specific and, perhaps,
restrictive.

In this study, we propose a methodology to identify the ener-
getic effects of mutations in macromolecules, by using site-specific
information. Site-specific measurements have increasingly be-
come the method of choice because of their ability to provide
information about the local conformation and constrain the
values of microscopic terms associated with a structural unit.
This approach relies on spectroscopic [fluorescence spectroscopy
(15), EPR (16), and NMR (17)], biochemical [cysteine and
blocker accessibility (18-20)], and electrophysiological (21, 22)
measurements to monitor the time- and stimulus-dependent
changes in the local structure. To interpret the effect of protein
engineering on the energetics of a macromolecular process, we
have formulated an approach based on a set of site-specific para-
meters referred to as y values. The macromolecule was modeled
as an ensemble of an arbitrary number of interacting structural
units where each unit is capable of undergoing a single conforma-
tional transition. We have considered that the conformational
transitions of the individual units are voltage-dependent. We
demonstrate that the y value analysis can assess the effect of
mutations on local thermodynamic parameters of an arbitrarily
complex system and, more importantly, allows us to probe the
energetic linkage between any two sites (structural domains).

Theory

I. Theory for a Coupled Three-Particle Ensemble. Let us consider a
simple system consisting of three nonidentical particles (Fig. 1).
Each of the three particles can exist in two conformations,
activated and resting (referred to as the microstate of a particle).
The transition between the resting and activated microstates
is influenced by an external variable, which here is taken to be
voltage. At low voltage, each particle prefers to remain in the
resting conformation, whereas at a high voltage, the particles
prefer to remain in their activated microstates. The conforma-
tional change of each particle is associated with an intrinsic acti-
vation constant, K. Because the activation process of each of the
particles is driven by voltage, the intrinsic activation constants
should be voltage-dependent, and their voltage dependence can
be expressed as (23).

]A{i = k?gq,FVﬂ 11

where K} is voltage independent and represents the contribution
of chemical interactions to the intrinsic activation constant
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Fig. 1. Coupled model for a three-particle system. A system of three parti-
cles, 1, 2, and 3, each of which can exist in two conformations: iy (resting state
of i) and i; (activated state of /). Vertical double-arrowed lines indicate the
intrinsic activation constants of the particles. All three particles are thermo-
dynamically linked to each other via four state-dependent pairwise coupling
factors, as described in the text. These are depicted by the horizontal and
diagonal lines connecting the two particle microstates.

(referred to as the intrinsic chemical activation constant) of the
ith particle, g;indicates the voltage dependence of its activation,
V' is the voltage, F is the Faraday constant, and g = 1/RT. For
positive g;, K; increases with voltage.

The coupling between any two particles of the system is as-
sumed to be mediated by pairwise state-dependent interactions
or “coupling factors,” which are specified as:

— e_GiS,/szﬁ 2]

is\Js,

where G; ; indicates the free-energy of interaction between the
ith particle” in microstate s; and jth particle in microstate s,
(s; and s, can be 0 or 1 corresponding to the resting or activated
microstate respectively). Thus for each pair of particles we have
four interaction terms, which may be nonidentical, describing the
coupling between them. We assume that these coupling interac-
tion energies are independent of the external stimulus (i.e., vol-
tage in our case).

This three-particle system can exist in eight possible macro-
states. Each macrostate of the system is a unique combination
of individual particles in different microstates. The energy of each
macrostate is the sum of the intrinsic energies of all the particles
in their given microstates and the net coupling energy between
them. The canonical partition function for this system, Z, is:

Z = 0,5,013,02,3, + K101,2,01,3,023, + K201,2,01,3,02,3,

+ f{39|0209103, 05,3, +f<|f{29|12191[3092,30
+ k1k3911209|1319203, +f(2f{39|0219103, 05,3,
+ K K5K30),5,01,3,04,3, [3]

Z can be normalized by dividing Eq. 3 with 6, , 6,3,6,,3, and
substituting the following normalized parameters:

N=3 g .
K =K [ 2o [4.1]
0. .
j=1j#i lafo
0,01,
aij — _lWloh [42]
0317, Gi,

K; is the apparent activation constant of particle i (hereafter
referred to simply as i), 6; is the macroscopic coupling factor
between i and j. The normalized canonical partition function
can now be expressed as:

Z=1+K,+K;+K3+K K01, + KrK3053 + K K303
+ K1 K5K301,023013 [5]
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Such normalized parameters simplify the partition function de-
scribing a coupled system and have been widely used in Wyman’s
linkage theory and other theoretical descriptions of coupled
systems (24). In addition, the thermodynamic terms have exact
correspondence to the number of free parameters that can be
extracted experimentally. However, K; is K; normalized by the
interaction energies of i with the resting state of other particles
and is not the true intrinsic equilibrium constant of the particle.
Perturbations that alter the ground state interaction energies
would affect all the normalized thermodynamic parameters. This
may be incorrectly interpreted as the mutation having varied
effects. Thus, it is important to consider the explicit interaction
terms that contribute to the apparent equilibrium constants when
interpreting the effects of mutation. Both K; and K; have the
same voltage dependence because the coupling factors are vol-
tage-independent:

K; = K0ettVP [6]

where K? = K | JA %

The 6; terms in Eq. 5 are measures of the energy difference
between “like-state” interactions between i and j (6, and 6, ; )
and the “cross-interactions” between them (¢, ;, and 6;; ). It is a
measure of coupling energy and reflects the stability of the two
particles when they are in the “like” microstates, relative to their
“unlike” microstates.

From the linkage theory (25) we see that the probability of i
to be in microstate s (P;;) will depend on the Boltzmann weights
of all the macrostates where i is in the microstate s. Thus, P;; will
be determined by all the macrostates where particle 1 is in the
activated conformation:

~ 0lnZ  z(1,1,1)42(1,1,0) +2(1,0,0) +2(1,0,1)
T olnkK, Z

Py [7]

where z(s|, s,, s3) is the Boltzmann weight of the macrostate
(81, 52, 53). However, at very low voltages P;; would be dominated
by the Boltzmann weight of the macrostate (1,0,0) and it would
become z(1,0,0)/Z. A simple physical interpretation of this
behavior is that at very low voltages the probability of finding
two (or more) particles simultaneously in activated microstate
is much smaller than the probability of a single activated particle
(SI Text 1). In contrast, at high voltages P,; would be simplified
to z(1,1,1)/Z. When similar approximations are applied to the
probability of particle 1 being in the resting conformation, we find
that at very low voltages, P, is z(0,0,0)/Z, whereas at very high
potentials, Py, is z(0,1,1)/Z.

We define a new parameter, ¢; (referred to as the “coupled
equilibrium constant”) as:

Py
& = Py (8]

which is the ratio of the probability of i in the activated microstate
to its probability in the resting microstate. At intermediate poten-
tials, the coupled equilibrium constant depends on all the para-
meters of the system (SI Zext I). At extreme voltages where only
few macrostates are thermodynamically relevant, the expression
for ¢;(i = 1,2,3) greatly simplifies. For example, the coupled equi-
librium constant for particle 1 at very low and high voltages would
be given by:

Pll 2(1,0,0)
== = =K 9.1
o= o] =550 =K -4
Py z(1,1,1)
=|—| 2—==K,0,,0 9.2
£ |:P10:| S0 1012013 [9.2]
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These equations show that at extreme voltages €, and ¢,_ are
essentially single exponential functions of voltage and thus a plot
of Ine vs. VV would be linear at extreme voltages.

The above treatment for a coupled three-particle system can
be applied to multidomain proteins. Each particle represents a
structural or functional domain, whose voltage-dependent con-
formational dynamics can be monitored using site-specific mea-
surements (SI Text II). We can calculate the probability of
activation of the domain and compute the extremal e values
for each of the three structural units. Combining Eqs. 6 and
9.1 and 9.2 the extremal ¢ values for particle 1 in a three-particle
system can be expressed as:

Ing,_ = q,FpV +InK? [10]
for low voltages. For very high voltages, the equation is:
1n€1+ :quﬁV+ln(K?912€|3) [11]

From the above equations, we see that the linear plots of
Ine;, and Ine;_ with respect to V' have the same slope, q,Fp,
which reflects the intrinsic voltage-dependence of activation
of particle 1. The two plots, however, differ in their constant
terms InK9 and In(K%9,,0,5), which we hereafter refer to as
x1- and y . respectively (Fig. 24).

Next, we extended our analysis to a system of /" nonidentical
particles (SI Zext III). The general expressions for the y values
of i in an J/-particle system are:

We introduce another parameter, ydif,

the two yx values:

N
K =y =y = ln( 11 «9,-,-)
)

=1

which is the difference of

[14]

8 is a measure of the energy difference between all the like-

state direct interactions associated with i and its cross-interac-
tions. Because ydiff depends only on the coupling factors directly
associated with i, it can be used to deduce the thermodynamic
effect of a site-specific mutation in an allosteric system. If a
mutation perturbs any of the coupling factors directly associated
with i, then y&f changes, whereas if the mutation alters any of
the intrinsic chemical activation constants or coupling factors
between other particles then & remains unchanged. Thus by
direct measurement of a single experimental parameter one
could potentially identify whether a perturbation specifically
alters the coupling or the intrinsic stability of the structural unit.
In addition, the free energy of perturbation on coupling, AG,, is:

AGp = RT(Z;jﬁgtant )(%\I/f%)
It is important to note that »¢if is the net macroscopic interaction
energy. If #iff is greater than zero, then i is positively coupled to
system as a whole, whereas if it is negative then i is negatively
coupled to the system. Its absence, however, does not necessarily
establish that i is independent of other particles in the system. It
signifies that the positive interaction of i with some particles in
the system equals its negative interaction with others. But i

[15]

— 0
Zi- = In(K7) [12] may still be coupled to the rest of the system. This can be easily
0 N illustrated by considering the three- particle system where 0,
Xiy =In (K,- H ‘9ij) [13]  equals to 1/6,5 and therefore the y%i is zero. Fig. 2B shows that
j=1# the Ine vs. voltage plot is not linear (except at the extremities)
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Fig. 2.
the three particles. The extrapolation of the linear segments at low and high

Simulations of the Ine vs. V plots. (A) The plot of Ine vs. V for a three-particle system in the presence (m) or absence (+) of interactions between

voltages to the V = 0 axis (vertical dashed line) gives the respective y values.

Difference between these intercepts (x values) is the y9f parameter. (B) The In¢ vs. V for a three-particle system where 49 for a specific particle is zero (m).
Although the 49ff is zero, perturbation of the intrinsic equilibrium constant of another particle alters In ¢ vs. V plot (+). (C-F) In¢; vs. V plots for the DI voltage
sensor (particle 1) of the model of the voltage- dependent sodium channel (Fig. S1) in response to perturbation of different parameters of the model. The
intrinsic chemical activation constant of particles 1, K® (C), and 5, K2 (E), were varied over 6 orders of magnitude: IogK =-3(0), 0 (+), 3(m) (/=1 or5).
Interaction between resting states of particles 1 and 5, 6,5, (D), and that between resting states of particles 2 and 5, 6,5, (F), were varied over 6 orders
of magnitude: log §; 5, = =3 (0), 0 (+), 3(m) (i = 1 or 2). Vertical dashed line corresponds to the voltage axis at 0 mV. Extrapolating the linear segments of
the traces (at high and low voltages) to this axis gives the corresponding y values.
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indicating that particle 1 is coupled to the other particles in
the system. Perturbation of the intrinsic stability of particle 2
alters the behavior of particle 1 at intermediate potentials, as
expected in a coupled system.

Apart from identifying whether a mutation affects the coupling
associated with a specific structural unit, this approach could
also provide useful information about state-dependence of the
interactions. Remembering that the parameters in Egs. 12 and
13 are normalized (Egs. 4.1 and 4.2), we expand them to arrive
at the following expressions:

0

Y= In (Ki Hj]\il,j#i Gilju)

[16]
721 i Oido
I (KO H/]‘Vl#iefm) [17]
Yiv = In| —=F—=
Hj:lj;éigiafl

These generalized expressions help us observe some important
features of the y values. First, both the y values of a particle
depend on its intrinsic chemical activation constant. Second,
the y values of a particle depend only on the interactions directly
associated with it—the coupling factors between two particles
have no effect on the y values of a third particle. Third, the x
values do not depend on the same coupling factors—y;_ depends
on the interactions of i with the resting state of the other particles
while y;, depends on its interactions with the activated state of
the other particles. Suppose we monitor the conformational
dynamics of the ith structural unit of the protein and extract
its  values (at high and low voltages). A generalized equation
for y value (SI Text IV) in terms of the probability of activation
of a specific structural unit (P,) is:

o (In(E)
H 12 A
AR -V aV{ Vv }

Xt = [18]

where V is the voltage. If upon mutation, i changes then the
mutation affects a coupling factor directly associated with i. If the
change in »{iff is due to only y;_ changing, then we can attribute
the effect of the mutation to the alteration of a coupling factor
associated with i and the resting state of another particle. Con-
versely, if only the y;, changes it can be concluded that the muta-
tion affects only the coupling factor(s) associated with i and the
activated state of other particles. If, however, both y;_ and y;,
values change and the changes are equal (AX,_ = AX,, and
AXY — 0) then the primary effect of the perturbation is on
the intrinsic chemical activation constant of the particle.

Although Eq. 18 describes a system-independent mathemati-
cal expression relating the y values to the probability of activation
of a particle, it may not always be practical because it involves
taking derivatives of noisy data traces. A better approach may
be to fit the data points at extremities in the In e vs. " plots (Fig. 2)
to a straight line and extrapolating it to 0 mV. How do we ascer-
tain that we have reached such extreme conditions? According to
Egs. 10 and 11, the slopes at both extremities should be identical
and are related to intrinsic voltage dependence of the structural
unit. This criterion can be used as a practical method to identify
the linear regimes suitable for extracting the y values.

II. Systems with Identical Structural Units. Suppose in the N-particle
system, there are multiple (N;) copies of particle i (labeled as i
through i + N; — 1). To illustrate the y value approach for this
system, we can show that:

dlnz;  odlnz; | [19]
6an,- - ()an[' a
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where z; is the Boltzmann weight of the macrostate where all
particles but a single copy of i are resting and z; is the Boltzmann
weight of the macrostate where all particles but a single copy
of i are activated. The probability of activation of structural unit
i in this case is:

1 0lnZ
= 20
17N, olnK, [20]
At very low potentials, Z can be approximated as:
Z~z(0,0,...,0) + Niz; [21]

where z(0,0,...,0) is the Boltzmann weight of the macrostate
where all particles are resting. In Eq. 21 we have assumed that
all macrostates where any one of the N; copies of i is activated,
while all the remaining particles are resting, are identical in
energy. Using Eq. 21 in Eq. 20, along with Eq. 19, we get,
P,y =Z,_/Z. Furthermore, at very low voltages, P =
2(0,0,...,0)/Z and ¢;_ turns out to be z_/z(0,0,...,0). Thus
g is essentially K;. Similarly, at very high voltages, by approxi-
mating Z as:

Z~z(1.1....1)+ Nz, [22]

we can show that ¢;, would remain the same as before and the
resultant y value can still be expressed by Eq. 13. It is important to
note that in the expression for y;, (for this system), the running
variable j samples all the remaining particles of the system—the
ones that are different from i as well as its N; — 1 replicates.
Consequently x4 would depend on all the macroscopic coupling
factors associated with i—interaction terms with its identical
copies as well as all nonidentical particles of the system. Thus
the y value analysis can be applied to completely or partially
homomeric systems as well as heteromeric systems.

IIl. Numerical Simulations to Demonstrate the y-Value Approach. To
illustrate our theory, we carried out numerical simulations for a
model that approximates a voltage-dependent sodium channel
(Fig. S1). The channel consists of four nonidentical voltage-
sensing domains (labeled as particles 1 to 4). The four pore
segments associate to form the ion permeation pathway, which
is represented as a single structural unit (particle 5). Voltage-
dependent conformational dynamics of these discrete structural
units can be tracked using a site-specific probe. For example, in
voltage-gated sodium channels, fluorescence probes have been
used to measure the dynamics of each of the four voltage sensors,
while ionic current measurements have long been used to probe
the conformational status of the pore domain (26). In the model,
that we use for our simulations, we assume that each of the
voltage sensors is coupled to the pore domain through four
state-dependent interaction terms (6;s,, 6;,s,, 8;s,> 6,5, —Where
i represents a voltage sensor, i = 1, 2, 3, or 4). The four voltage
sensors do not directly interact with each other. Numerical
simulations were performed using mostly arbitrary values of
the thermodynamic parameters whose initial values are listed

in Table S1. The initial values of k? and 1%2, the intrinsic chemical
activation constants of domain I (DI) voltage sensor and the
pore, respectively, and the coupling factors between them were
chosen to be close to that obtained from our previous modeling
data (27). The remaining thermodynamic parameters were
randomly distributed around these values. Each of the explicit
thermodynamic terms in the system were separately varied over
several orders of magnitude, and the e values of DI voltage sensor
(e1) were calculated over a large range of voltage, from which
both its y values were obtained. The numerical simulations were
performed using MATLAB 2008b (The Mathworks). The simu-
lations were independently verified by calculating the % values
using Eq. 14. The plots were generated using Origin (Microcal).
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Representative plots for In ¢ vs. V' in response to perturbation
of different thermodynamic parameters of the system are shown
in Fig. 2 C-F. Three phases are clearly visible in these plots—at
very low voltages the plot is linear, at intermediate voltages it be-
comes nonlinear, and finally at very high voltages the plot is linear
again. y;_ and y,, are extracted from these traces by extrapolat-
ing the respective linear segments to the y-axis (V' = 0). Clearly,
as KV is increased (Fig. 2C) both y values increase, maintaining a
constant y{if. When 6, s, the interaction between the resting DI
voltage sensor and the resting pore is increased (Fig. 2D), and the
1, value remains unchanged, as seen by the convergence of the
different traces at very high voltages. However, y,_ shows a
graded decrease (indicated by a decrease in the saturating values

of Ing;) and as a result, {if also increases. Fig. 2 E and F show

the Ineg; vs. V' traces in response to perturbation of K? and 03,5,
(the interaction between resting DII voltage sensor and the rest-
ing pore), respectively. While there are some deviations between
the different traces (in both figures) at intermediate voltages,
they all converge at saturating voltages, indicating that these per-
turbations affect neither y,_ nor y,, (and thus not even y{i).
These simulations provide a clear picture of the y-value analy-

sis—y;, depends only on KY and the direct interactions of par-
ticle 1 with the activated state of other particles, and y;_ depends
only on K? and the direct interactions of particle 1 with the
resting state of other particles. y§f depends only on the direct
interactions of particle 1 with the other particles of the system
(Fig. S2). Thus experimentally observing the changes in these
three parameters in response to a mutation, we can identify
whether the mutation affects the intrinsic stability of a structural
unit or its interaction with other structural units of the protein,
and in the case of the latter we could obtain useful information
about the state-dependence of the interaction as well.

Discussion

The above analysis shows that a site-specific observable in an
allosteric protein can be described, under limiting conditions,
by a small set of thermodynamic parameters. These thermo-
dynamic terms are directly related to the structural unit under
observation. This approach, which we refer to as the y value
analysis, relies on measuring the probability of activation of
individual structural units under limiting conditions where the
system dynamics can be approximated to a two-state process. This
allows us to determine the effects of site-specific mutations in
macromolecular systems without a priori assumptions about
the nature of allosteric connectivity. y values of a structural unit
of a protein can be obtained experimentally by probing its
conformational changes using site-specific measurements such
as EPR or fluorescence spectroscopy. Our theory allows us to in-
corporate such site-specific observables to gain valuable insight
into the thermodynamics of elementary conformational changes
in a protein, as opposed to a single global observable (e.g., frac-
tion of ligand bound sites). This approach is reminiscent of the
analysis used to study the allosteric thermodynamics of calcium
and voltage-activated potassium channels, within the framework
of specific cooperative models (28). In that case, driving the
system to extreme conditions greatly simplifies the equations,
making it possible to assign values to specific parameters upon
fitting the experimental data to the model.

The term y% introduced in Eq. 14 has an important physical
meaning in relation to Wyman’s linkage theory. It reflects how
easily a domain can activate when all the other domains are in
their activated conformations relative to the case when all the
remaining domains are resting. Wyman showed that the differ-
ence between the final and initial asymptotes of a Hill plot repre-
sents the net global cooperativity parameter. This parameter is a
measure of the total interaction energy between different allos-
terically linked sites of a macromolecule. Estimates of such
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macroscopic interaction parameters have been frequently
obtained using experimental observables that report the global
states of a macromolecule. The Ine vs. V' plot is similar to the
Hill plot and hence y%f is related in significance to the net global
cooperativity parameter. But, In e vs. I plots are obtained using
site-specific measurements. Thus 4 would yield an estimate for
net stabilization energy associated with a local site of a macromo-
lecule as opposed to a global parameter that has contributions
from several different sites embedded within it. Obtaining ener-
getic parameters such as y4f would be indispensible in gaining a
thorough understanding of thermodynamic principles governing
local conformational dynamics—for example, y4iff for a specific
voltage sensor of the voltage-gated sodium channels can tell us
what fraction of the net free-energy change associated with the
voltage-sensor activation is derived from interaction with other
structural units in the protein.

Protein thermodynamics and structure are intimately related.
Inferences can be drawn about protein structure, if we are able
to relate the effect of mutations to perturbations of specific ther-
modynamic terms. Our theory posits that if a subunit does not
form a direct energetic contact with a second subunit, then no
amount of perturbation of the second subunit would affect the y
parameters of the first. In our simulations the y values of the DI
voltage sensor remained invariant when the thermodynamic
parameters of all the indirectly linked segments were varied over
many orders of magnitude (Fig. S2). Therefore, if in an actual
experiment the y values of the DI voltage sensor remain unal-
tered in response to systematic perturbations throughout the DII
voltage sensor, then we can conclude that the DI and DII vol-
tage sensors are unlikely to share a common structural interface
through which they interact directly.

In order to deconstruct the thermodynamic perturbation
caused by a mutation using y value analysis it is necessary that
we are able to make measurements under conditions where
the Ine vs. V' plots become linear. If the voltage dependence
of the constituent domains is small, the extreme voltages neces-
sary to evoke a linear response might become experimentally in-
feasible. Again, if the coupling factors are voltage-dependent,
then the approximations that simplify the expressions for coupled
equilibrium constants may not be valid. Also, the limiting slopes
at high and low voltages may be different if the coupling terms
have different voltage dependencies. Extraction of the y values
might become difficult in these situations. Also in cases where
two structural units are extremely tightly coupled, it might not
be possible to experimentally probe one structural unit separately
from the other. The two structural units need to be treated as a
single macro-unit, and the  value analysis could be used to probe
the effect of point mutations on such a macro-unit. In our de-
scription, the conformational dynamics of every structural unit
is treated as a single-step transition. In many instances, the acti-
vation of specific structural units may involve multiple transitions
(29-31). In such cases, if the site-specific probe monitors the final
conformational state, then the y value analysis becomes valid be-
cause the intermediate nonactivated microstates can be lumped
together, rendering an effective single-step transition. However,
it is important to remember that the energetics extracted using
the y-value analysis is relative to these intermediate states rather
than the absolute ground state.

Despite these limitations, the y value is a powerful analytical
tool to dissect the thermodynamic parameters using site-specific
measurements. When combined with site-directed mutagenesis,
this approach could help us understand the role of protein struc-
ture in determining thermodynamics and function. Other meth-
ods based on measurements of global observable such as double
mutant cycle analysis have been used to extract interaction ener-
gies between specific sites in proteins, but their applicability is
limited by strict constraints (32). While our analysis was based
on the assumption that the transitions are voltage-dependent,
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similar equations can be developed if the conformational transi-
tions depend on other stimuli such as ligand. Therefore, y value
analysis can be applied to wider class of proteins including pro-
teins activated by ligand and other cofactors.
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