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In Silico Phosphorylation of the Autoinhibited Form of p47°"°*: Insights
into the Mechanism of Activation
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ABSTRACT Activation of the multicomponent enzyme NADPH oxidase requires the interaction between the tandem SH3
domain of the cytosolic subunit p47°"°* and the cytoplasmic tail of membrane-bound p22P™*, In the resting state, p47°"* exists
in an autoinhibited conformation stabilized by intramolecular contacts between the SH3 domains and an adjacent polybasic
region. Phosphorylation of three serine residues, Ser®®3, Ser®®*, and Ser®?® within this polybasic region has been shown to
be sufficient for the disruption of the intramolecular interactions thereby inducing an active state of p47°"°*. This active confor-
mation is accessible to the cytoplasmic tail of p22°" and initiates the formation of the membrane-bound functional enzyme
complex. Molecular dynamics simulations reveal insights in the mechanism of activation of the autoinhibited form of p47Ph°
by in silico phosphorylation, of the three serine residues, Ser®®®, Ser®®, and Ser®2®. The simulations highlight the major collec-
tive coordinates generating the opening and the closing of the two SH3 domains and the residues that cause the unmasking of

the p22P"° binding site.

INTRODUCTION

The phagocytic NADPH oxidase is a multisubunit enzyme
that plays a vital role in innate immunity due to its ability
to produce reactive oxygen species (ROS) in response to
microbial infection. In the past, the microbicidal activity
of ROS has been regarded as their main function and exces-
sive ROS production has been linked to a number of disease
states (1,2). However, over recent years it has become
evident that ROS produced by NADPH oxidases in phago-
cytic and nonphagocytic cells also play important signaling
roles and contribute to the regulation of a variety of cellular
processes (3—6).

The phagocytic NADPH oxidase consists of a heterodi-
meric membrane-bound flavocytochrome bssg (containing
gp91P"* and p22P"™) that constitutes the catalytic core
and four cytosolic subunits: p40P"°*, p47°" and p67°"°,
which form a tight heterotrimeric complex, and the small
GTPase Rac. Activation requires translocation of the cyto-
solic components to the membrane-bound cytochrome, a
process that is highly regulated, and which relies on revers-
ible protein-protein interactions, phosphorylation, and
specific recognition of phospholipids. The central player
in this process is the p47°"** subunit, which maintains the
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resting state through autoinhibitory intramolecular interac-
tions. Stimulus-induced release of this conformation will
in turn promote membrane translocation and association
with the cytochrome. The p47°"* subunit consists of a PX
domain, a tandem SH3 domain, a polybasic/autoinhibitory
region, and a proline-rich C-terminus (Fig. 1). In the inac-
tive state, the tandem SH3 domains interact with the polyba-
sic/autoinhibitory region in a highly unusual arrangement
that has been termed the SuperSH3 domain (from now on
referred to as sSH3). In this arrangement, the tandem SH3
domains cooperate to form a single ligand binding site
with which the N-terminal portion of the polybasic region
interacts in an intramolecular fashion. Phosphorylation of
at least three serine residues (Ser303, Ser’™, and Ser328)
within the polybasic region has been shown to act as a switch
to weaken this intramolecular interaction, thereby allowing
membrane-bound p22P"* to form a complex with p47P"°*
and initiate oxidase assembly (7-12). A number of kinases
have been implicated in these events, with PKC isoforms
playing a particular important role. While it is not known
at present if phosphorylation occurs sequentially and if
conformational changes are required to allow access of
the kinase, the importance of phosphorylation of Ser**?,
Ser’®, and Ser®*® has been clearly demonstrated by muta-
tional studies. In contrast, the molecular determinants of
the unmasking process have not been addressed yet, largely
due to the experimental difficulties associated with pro-
ducing proteins that are phosphorylated at multiple serine
residues in a highly specific and stoichiometric fashion.
Therefore, an in silico study of the structural and dynamic
changes produced by selective phosphorylation of p47°"**
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MD Simulations of Phosphorylated p47°"°*
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FIGURE 1 (A)Domain structure of p47°"°*. (B) Ribbon representation of
the SH3, and SH3g domains and of the polybasic region. The phosphory-
lated residues are shown in licorice representation.

has been carried out, to provide a first insight into the under-
lying molecular mechanisms.

Previously, implicit solvent molecular dynamics (MD)
simulations on the ligand recognition of sSH3 have been
performed, focusing on the role of specific point mutations
associated with chronic granulomatous disease (CGD), a
severe immune disease caused by mutations in the NADPH
oxidase, and their effect on the stability of the p47P"*-
p22P"* complex (13). While this study targeted the mecha-
nism related to the causes of inactivation at a submolecular
level, the steps leading to the formation of the active
complex starting from the autoinhibited form have not yet
been addressed.

A study of phosphorylation effects on the coupling
between two protein domains of Src kinases has unraveled
the inactivation mechanism by a C-terminal tyrosine phos-
phorylation event with the help of MD simulations and
has elucidated the communication between critical sites of
phosphorylation by targeted MD (14). An alternative route
to explore conformations accessible to a closed domain is
to perform essential dynamics (ED) sampling (15) as
already demonstrated for the mechanism of activation of
enzymes (16,17).

We present here an in silico study which reveals the role
of phosphorylation of three crucial serine residues in the
polybasic region (Ser’®, Ser’®, and Ser**®) on the dynamic
coupling of the two SH3 domains in the autoinhibited form
of p47P"*, We focus particularly on the characterization of
the release mechanism of the autoinhibited conformation
caused by phosphorylation, and on the changes induced
by local interactions due to this perturbation. To fully eluci-
date the dynamical behavior of the oxidase, we investigated
the reversibility of the phosphorylation process and high-
lighted the principal components that drive the mechanical
process restoring autoinhibition.

3717

METHODS
Modeling of the loop containing residues 198-201

p47PP crystallized as a domain-swapped dimer with the distal loop of
SH3A acting as the hinge (PDB code 1NG2, see Fig. S1 in the Supporting
Material). However, in solution, the crystallized fragment as well as the
full-length protein are monomeric, and we have therefore used the biolog-
ically relevant monomer as the starting point for our simulations (18). We
have included residues 198-201 of the distal loop (in yellow in Fig. 1),
which was modeled using the modeling program MODELLER 8v2 in the
biological monomer (19) with the model-loop.py script. The structure
was kept rigid (except for the three residues before and after the 198-201
segment). The MODELLER library was used to generate loop conforma-
tions and the loops were scored using the dope_loopmodel script; of the ob-
tained modeled loops, the best overall solution has been retained.

Simulations performed and protocol

Simulations on the autoinhibited sSH3 domain and on the in silico-gener-
ated phosphorylated form (sSH3-3P) were performed with the GROMACS
package (20) using the GROMOS96 force field (21). The starting structure
of the sSH3 domain was generated from the biological monomer created
using the coordinates of the crystal structure (PDB code: 1NG2), including
the modeled distal loop of SH3, (see above). The parameters utilized for
the HPO4~ group substituted on the serine residue are adapted from the
phosphate group of the lipid parameterization (see Table S1 in the Support-
ing Material). The phosphoserine coordinates have been inserted with the
module Biopolymer of INSIGHT II (22).

The molecules were solvated in a box of simple-point-charge water (23)
and neutralized with Na* ions. All the simulated boxes contained ~9500
water molecules. Simulations were carried out at a constant temperature
of 300 K. The Berendsen algorithm was applied for the temperature and
pressure coupling (24). After a first steepest-descent energy minimization
with positional restraints on solute, the LINCS algorithm (25) was used
to constrain the bonds and to carry out an initial 200 ps simulation with
the positions of the solute atoms restrained by a force constant of
3000 kJ/(mol*nm?) to let the water diffuse around the molecule and to
equilibrate. The particle mesh Ewald (PME) method (26) was used for
the calculation of electrostatic contribution to nonbonded interactions
(grid spacing of 0.12 nm) with a cutoff of 1.4 nm and a time step of 2 fs.
The trajectory length for sSSH3 domain was 20 ns long. The sSH3-3P system
was run for 50 ns to observe spontaneous opening and for 4 ns of ED
sampling along the first eigenvector (15). From the end-point of the ED
simulation, another run of 20 ns has been performed by dephosphorylating
the sSH3 (sSH3-DP). In all cases, the first and the last 500 ps of simulations
were used for the energy decomposition analysis.

The ED sampling has been performed according to the procedure
described in Daidone et al. (27). The Dynamite server (http://s12-ap550.
bioch.ox.ac.uk:8078/dynamite_html/index.html) was used to produce fur-
ther principal-component analysis (PCA) of the MD trajectories. Secondary
structure analysis was obtained with DSSP (28). Solvent accessibilities
areas were computed with the program POPS (29,30). Images were
produced with VMD 1.8.5 (31).

RESULTS AND DISCUSSION
MD simulations of sSH3 and sSH3-3P

The purpose of our study is to investigate the effects of
selected phosphorylation events on the stability and dynam-
ics of the sSH3 structure and the possible consequences for
its functional role. We therefore performed an analysis on
the structural implications of the phosphorylation of three
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serines: Ser , and Ser”~* of the polybasic region by
an extensive MD simulations run (50 ns). We also per-
formed a control simulation on the wild-type sSH3 domain
(20 ns) as a reference, to validate the stability and dynamical
behavior within the applied force field and experimental
conditions.

The analysis of the root mean-square fluctuation for the
simulated systems (see Fig. S2 A) reveals that in both phos-
phorylated and nonphosphorylated forms, higher fluctua-
tions are observed for residues belonging to the linker
connecting the two SH3 domains (residues 214-228) and
within the polybasic region (residues 301-331) (see Fig. 1
for definitions). In the case of the sSH3-3P domain, higher
root mean-square fluctuation values are observed for resi-
dues adjacent to the phosphorylated regions. Visual inspec-
tion of the first 20 ns of the sSH3-3P simulation reveals that
in silico phosphorylations induce only partial opening of the
sSH3 tandem domain. However, the underlying structural
changes are noteworthy: we observe the loss of ~70%
of the intramolecular interactions between the sequence
RGAPPRRSS (amino acids 296-304) of the polybasic
region and the two SH3 domains (Fig. 2 A) identified in
the crystal structure of the autoinhibited conformation of
p47PM (18).

In particular, we lost:

1. The interactions formed by the guanidinium groups of
Arg®®' and Arg®*? with the amino acids Leu®'?, Asp**,
and Glu**,

2. The hydrogen bond between backbone carbonyl of
Pro*® and side chain of Ser®®.

3. The hydrogen bond between the backbone of Ala
side chain of Tyr*”.

298 and

Moreover, the presence of a phosphoserine instead of
Ser’® leads to disruption of the interaction with Glu®*',
most probably due to charge repulsion (Fig. 2 B). To investi-
gate this further and to ensure that the sSH3-3P domain
explored other possible conformational states, a further
30 ns of simulation were performed, reaching a total of
50 ns. During these last 30 ns of simulations, the RMSD
mean value of the protein (Fig. S2 B) remained stable
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(at~3.0 A from the initial structure). No remarkable changes
in the fold occurred, as confirmed by the analysis of the
evolution of secondary structure elements as a function of
time (Fig. S3 B), and the molecule did not open more to
expose buried residues. Accordingly, no further loss of inter-
actions with the polybasic region was observed, except for
the H-bond formed between backbone carbonyl of Gly**’
and the side chain of Trp'®?. Such a result supports reliability
in the force field and simulations conditions used. Almost all
intramolecular interactions identified in the crystal structure
between the sequence ,9sRGAPPRRSS3(4 and the two SH3
domains are preserved.

Structural role of phosphoserines residues

A detailed analysis of the phosphoserine contacts during the
sSH3-3P trajectory, indicates that the phosphate group of
pSer’*® forms a hydrogen bond with the side chain of
Arg®®’, as hypothesized by Groemping et al. (18). On the
other hand, the interaction between Ser’?® and Arg267
present in the initial structure of the tandem sSH3 domain,
was lost after few nanoseconds of simulation. It has been
previously suggested (18) that Arg®'® and Arg”'® in the poly-
basic region might be implicated in electrostatic interaction
with the phosphate group of pSer’®’. We thus performed
a detailed distance analysis to investigate the behavior of
the arginines adjacent to pSer’**/*®*, taking into account
the possible competing interactions with the acidic residues
in close proximity (Fig. 3 A). We calculated a scatter plot of
the minimum distances between each arginine and the pSer
residues on one axis and with the acidic residues on the
other axis for the sSH3 and the sSH3-3P simulations
(Fig. 3 B and C, respectively). We observed heterogeneous
behaviors, reflecting the different environment of each
residue. The highly buried Arg®®' showed a restricted
mobility in the two simulations, mainly due to strong inter-
actions with both the acidic and the pSer groups.

Arg®* interacted preferentially with the acidic residues in
both simulations, even if it is observed to have moved closer
to the phosphoserines in sSH3-3P. The highest mobility was
found for the solvent-exposed Arg*’°, which displayed

FIGURE 2 Schematic representation of the inter-
actions observed between the motif RGAPPRRS
and the tandem sSH3 domain. Residues belonging
to the SH3, and SH3p domains are highlighted
by shaded areas. (A) Interactions identified in the
crystal structure. (B) Interaction detected for the
::14: j\ sSH3-3P after 20 ns of MD simulation.
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FIGURE 3 Distance analysis of selected arginine residues in the polyba-
sic region. (A) Cartoon representation of the starting sSH3 structure. The
arginine residues (R301, R302, R306, R316, and R318) are shown as lico-
rice. The acidic residues in close proximity to the selected arginines
(namely D166, E211, D217, E218, E220, D221, E223, E241, D243,
E244, and D261) are represented in licorice, while the S303 and S304 resi-
dues are shown in van der Waals spheres. Scatterplots of the minimum
distances between each of the selected arginines and the acidic residues
shown in A (x axis) and the phosphoserine residues 303-304 (y axis) for
the sSH3 (B) and sSH3-3P (C) trajectories. The minimum distances are
calculated over all the possible pairs of distances between the N atoms of
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significant interactions with either the acidic or phosphoser-
ine groups only in the sSH3-3P simulation. Arg®'® was
involved in strong and stable contacts with the acidic groups
of the linker region in both simulations. Arg>'® was very
mobile in the sSH3 simulation, engaging in loose interac-
tions with the acidic groups and the phosphoserines.
Interestingly, in the sSSH3-3P simulation this residue experi-
enced a significant shift toward smaller distance values with
both the acidic and phosphoserine groups (Fig. 3 C). There-
fore, this is the only residue of the previously suggested ones
that seems to be directly implicated in the activation of the
NADPH oxidase.

Solvent organization around the sSH3 domain

To investigate the role of solvent in the structural stability
and/or flexibility of the molecule, we computed the time
occupancy of water molecules during the simulated time
and produced a map of the hydration sites around the studied
systems. In particular, the study for the native sSSH3 domain
allows us to highlight water molecules that may have a key
role in the structural stability of the molecule and hence the
preservation of the autoinhibited form. Specifically, we
observe one water molecule (Fig. 4 B) with a very long
occupancy time (>10 ns), caged within four residues:
G1y262, Trp263, and Ser?”’ of the SH3g domain, and Pro®”
of the polybasic region. This molecule is involved in water-
mediated hydrogen bonds between the residues belonging to
the SH3p domain and the backbone of Pro®®®, and it seems
to be positioned to hold in place the polybasic region in the
autoinhibited form. Interestingly, in the crystal structure of
autoinhibited p47°"°* a water molecule was present in the
same position (Fig. 4 A), supporting the notion that a water
molecule in this position is necessary to fold stability.

For the sSH3-3P molecule, the insertion of a water mole-
cule between residues Ser’®® of SH3 5 and Asp261 of SH3y is
detected, and persists in the same position for most of the
simulated time. This water molecule is hydrogen-bonded
to the two residues and locks in place the hinge region
between the SH3, and SH3y domains, impeding thereby
a further opening of the cage (data not shown). Under these
conditions, it appears that the sSH3-3P domain simulation
has reached a local minimum, most probably a plateau in
the associated energy landscape. To study the mechanism
of opening of the two domains to expose residues necessary
to the binding, we therefore resorted to perform enhanced
sampling by means of ED sampling simulations (see also
ED Sampling: Opening of the sSH3 Domain).

The critical role of the solvent in the structural stability of
the sSH3 domain is also highlighted by the analysis of the
energy components for the moieties composing the tandem
domain. The presence of the phosphorylated residues affects

the guanidinium group of arginines and the side-chain nonhydrogen atoms
of the other residues.

Biophysical Journal 99(11) 3716-3725
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XRAY structure

FIGURE 4 (A) Ribbon representation of the autoinhibited p47°"* struc-
ture (PDB code ING2). (B-D) Water high residence densities represented
as grids are displayed for sSH3 (calculated over the entire simulated
time), for EDlev (calculated over the last 2 ns of ED), and for sSH3-DP
(calculated over the last 2 ns of MD simulation), respectively. In the
close-up views (blown-up rectangles), the residues participating in interac-
tions with the water molecule for sSH3 and sSH3-DP are shown.

mostly the electrostatic components (Coulomb term) rela-
tive to the interactions between the polybasic moiety and
the solvent, when compared to the sSH3 20 ns simulation
(see Table S2). The sSH3-3P simulation shows favored
intra-SH3 domains interactions, possibly as a result of the
enhanced correlation in the two domains’ motion, as will
be described in the next paragraph. During these fluctua-
tions, the SH3 4 interacts more favorably with the polybasic
region, losing interactions with the solvent. For the sSSH3-3P
(ED1) simulation aimed at encouraging the opening, the ED
sampling manages to overcome the intramolecular attrac-
tion of the two domains previously observed by exposing
them more to the solvent.

Generally, the SH3g domain shows a more favorable
interaction with the solvent than SH3 5 in all the simulations.
As already discussed, the site harboring the highly time-
resident water molecule creates a constraint between the
polybasic region and the SH3g moiety; therefore, simula-
tions that favor the opening of the sSH3 domain cause

Biophysical Journal 99(11) 3716-3725
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a rearrangement of the solvent around this region to com-
pensate the loss of favorable local interactions.

Principal component analysis of sSH3
and sSH3-3P

Principal component analysis (PCA) is a powerful tool for
finding global, correlated motions in atomic simulations of
macromolecules (32,33). PCA is often used to reduce the
complexity of the data obtained by MD simulations trajec-
tories. The motion is decomposed in the principal compo-
nents associated to an eigenvector and an eigenvalue. For
PCA (34) and quasiharmonic analyses (35-38) it has been
shown that >90% of the total atomic motion is described
by <5% of all degrees of freedom (33,39—41). In particular,
the essential subspace explored by the PCA modes, i.e., the
one contributing most to the atomic displacement, can
be exploited in directing MD simulations toward a desired
state. This can be achieved by the use of different
approaches for sampling enhancement like ED sampling
(15), metadynamics (42), conformational flooding (43),
umbrella sampling (44), adaptive biasing force (45), and
ED replica exchange (46) methods. Here we used ED
sampling simulations (described in the next section) aimed
at opening the sSH3 domain and exposing new residues
for competitive binding.

PCA analyses on our system showed that, in both the
phosphorylated and nonphosphorylated forms, the motion
of Ca atoms is almost fully described by the first 10 eigen-
vectors. In particular, the first eigenvector accounts for
~40% and 45% of the total amount of the motion for the
sSH3 and sSH3-3P, respectively (see Fig. S4).

Projection of the trajectories along the first two eigenvec-
tors for the sSH3-3P simulation (Fig. 5) shows that the
protein explores three conformational states and remains
trapped in the last explored state until the end of the simu-
lation. During the first five nanoseconds, the conformational
transition occurs along both eigenvectors 1 and 2. However,
during the following 15 ns, conformational changes occurs
only along the first eigenvector; once transition to the last
state had occurred, the system did not show any significant
changes along the two analyzed eigenvectors for the last
30 ns.

Fig. 5 reports also sausage plot representations embed-
ding the mobility observed along the first eigenvector calcu-
lated for the three conformational states. The plots highlight
that a large mobility is initially associated with the linker
loop region and the areas adjacent to the phosphorylated
residues, resulting in thicker sausage diameter. They also
clearly show that the fluctuations of the linker loop are
sensibly reduced after 20 ns (thinner sausage diameter),
whereas the polybasic region and the SH3 domains show
an evident flexibility throughout the performed simulations.
A representation of correlated motions in the sSH3 and
sSH3-3P molecules is shown in Fig. 6. As expected, in
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FIGURE 5 Projections of the trajectory of the sSH3-3P simulation onto
the first (EV1) and second (EV2) eigenvectors. (Triangle and the cross)
Projection of the starting and final structure onto the first and the second
eigenvectors, respectively. The conformational space explored during the
first 5 ns (solid lines), between 5 and 15 ns (dashed lines), and the last
30 ns (dash-dotted lines) is defined by the circles. The range of motion
observed along the first eigenvector for each conformational subspace
sampling is displayed by the sausage plots representation, in which the
thickness of the sausage is proportional to the fluctuation from the average
structure of the underlying ensemble.

the sSH3, a mesh of lines interconnects the Ca atoms
comprised within secondary structural elements of each
domain (Fig. 6 A), consistent with locally correlated
motions. Interestingly, in the sSH3-3P, the two domains
appear to be strongly correlated in their motion, as high-
lighted by the relative correlation plot (Fig. 6 B) with
mesh lines enclosing the two domains. By using porcupine
plots that graphically display the direction of the motion of
the Co atoms along the first eigenvector, in the sSH3-3P
simulation we observe a twisting movement of the two
SH3 domains, which rotate in opposite directions around
an ideal axis connecting them (Fig. 7, A and B).

ED sampling: opening of the sSH3 domain

Starting from the sSH3-3P conformation, 4 ns of ED
sampling were performed along the first eigenvector of the
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sSH3-3P

FIGURE 7 Porcupine images of the motions corresponding to the first
eigenvector for simulations of (A and B) sSH3-3P and (C and D) sSH3-
DP. Each Ca atom has a cone attached pointing in the direction of motion
described by the eigenvector corresponding to that atom.

PCA. The ED sampling technique was employed to
encourage the protein to move along this coordinate direc-
tion and to explore a large region of space that is not
explored in the free MD simulations (15).

By comparing the structure of the sSH3-3P before and at
the end of the ED sampling, one can observe that the two
SH3 domains seem to have moved away from each other
during the simulation (Fig. S5). The buried cage connecting
the SH3 domains appears to have significantly opened and
the polybasic region has dislocated from the initial position,
leaving free accessibility to the binding site (Fig. S5 B). The
time evolution of the secondary structures shows that
the content in (-sheet and a-helical secondary structure
elements is maintained along the trajectory (Fig. S3 C), con-
firming that the opening does not significantly alter the main
structure of the protein. Widening the cage implies free
accessibility of the region connecting the domains and

FIGURE 6 Correlated motions of Cer
residues belonging to SH3, and SH3g
domains in (A) sSH3 simulation and
(B) sSH3-3P simulation. Motions with
>50% correlation are indicated by lines
connecting the involved residues.

Biophysical Journal 99(11) 3716-3725
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several water molecules are now free to insert between them
as shown in Fig. 4 C, where a map of the highest occupancy
hydration sites is reported as a grid density mesh. It is
worth noting that the opening of the cage also leads to the
diffusion of the water molecule described above that
prevented the complete opening of the cage through
hydrogen bonds between residues Ser””® and Asp”®! of the
two domains.

To obtain a quantitative measure of the sSH3 domain
opening with consequent dislocation of the polybasic region
from the initial position, the solvent accessible surface area
(SASA) of the residues in contact with the polybasic region
(within 5 A) has been calculated (29,30). These residues
(displayed in Fig. S5) also include the residues of the SH3
domains responsible for the interaction with p22P"* (resi-
dues 167, 193, 204, 204, 209, 243, 244, 263, and 276 high-
lighted in green) (18). The value of total accessible area
calculated for the selected residues after the ED simulation
is 1039 10\2, while for sSH3 and sSH3-3P it is 867 and
870 A2, respectively. These values confirm the earlier obser-
vation that sSH3-3P simulation alone was not able to signif-
icantly open the structure and simulate the activation
mechanism. For the ED simulation, on the other hand, the
previously named residues become definitely exposed to
the solvent. These observations confirm that the previous
equilibrium sSH3-3P simulation was necessary:

1. to define the principal components for the ED sampling;
and

2. to initiate some key rearrangements that are better
explored by the ED.

Nevertheless, some of the p22P"™ interacting residues
that became slightly exposed during the sSH3-3P simulation
continue to expose themselves during the ED simulation.
The amount of solvent accessibility is quantified in Table 1
where the SASA of the residues responsible for the interac-
tion with p22P"* is reported. Of particular note are the more
exposed residues Trp193 , Trp204, Pro®®®, and Phe?®,
belonging to SH3,, and Asp*** belonging to SH3.

The analysis of the contacts formed by the phosphoserine
residues indicates that, during the ED trajectory, two out of
three interactions previously created during the sSH3-3P
simulation (see MD Simulations of sSH3 and sSH3-3P)

TABLE 1 SASA (l:\z) of the residues responsible for the
interaction with p22°Ph°ox

SH3, SH3g
Y167 W193 W204 P206 F209| D243 E244 W263 P276
sSH3-3P 47 21 38 15 19 |56 30 54 15
sSH3-3P (ED1) 46 70 59 24 37 |83 25 35 10
sSH3-DP 24 4 86 17 17 |82 20 27 13

Solvent-accessible surface areas (SASA) of the residues in contact with
p22PP* were computed with the program POPS (29,30). Boldface repre-
sents the most important changes observed.

Biophysical Journal 99(11) 3716-3725
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are broken, encouraging this way the dislocation of the
polybasic region. These interactions are the ones formed
by pSer’® with Arg®'® and by pSer’*® with Arg”®’, while
the electrostatic interaction between pSer’™* and Arg*”'
(residue belonging to polybasic region) is conserved
throughout the trajectory. This implies that the interactions
internal to the polybasic region are conserved at the expense
of polybasic-SH3 domain interactions.

After ED sampling: closure of the sSH3 domain

To assess whether we could observe reversibility in the
sSH3 domain opening-closing process, we dephosphory-
lated the final structure obtained from ED1ev and performed
20 ns of MD simulations on this system (sSH3-DP). The
structural response of the protein upon dephosphorylation
can be observed by the time evolution of the radius of gyra-
tion of the sSSH3-DP (Fig. 8 A). The R, of the protein rapidly
decreases during the first 5 ns of simulation from 16.8 to
16.1 A and then fluctuates around this value until end of
trajectory. The value at which this measure finally converges
is almost the same of that of the native sSSH3 domain, sug-
gesting that, once the phosphates are removed, the protein
rearranges itself toward a structure close to the native one.

To compare the effects of dephosphorylation on the prin-
cipal motions of the protein after the ED sampling, we
investigated the most significant collective modes of motion
occurring during the sSSH3-DP simulation. We decomposed
the global motion of the proteins into the few principal
motions and identified the ones contributing most to the
closure of the two domains. We found that the first eigen-
vector accounts for >50% of the total amount of the motion
for sSSH3-DP simulation. The directions of motion described
in the first eigenvector for sSSH3-DP is shown in the porcu-
pine plots in Fig. 7, C and D. It can be seen that the motion
described in this case is different from the one observed in
sSH3-3P before the ED (Fig. 7, A and B). The principal
motion of sSSH3-DP can be depicted as a motion that brings
the two domains closer.

To quantify the amount of closure of the sSSH3 domain in
the dephosphorylated form, we have calculated the SASA of
the residues in contact with the polybasic region (within
5 A) and compared them to the same values in the native
sSH3, the sSH3-3P and the ED1ev structure. The calculated
total area for the selected residues after the sSSH3-DP simu-
lation is 818 A2. This value is close to the values calculated
for the sSH3 and sSH3-3P (867 and 870 Az, respectively),
indicating that the movement of the domains leads to the
restoring of a nativelike solvent accessibility of the residues
in contact with the polybasic region. The SASA of the resi-
dues responsible for the interaction with p22P"°* for sSH3-
DP are shown in Table 1, along with the values calculated
for sSSH3-3P and EDlev for comparison. The analysis of
the data reveals that some of the most exposed residues
during the EDlev become less exposed to the solvent after
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FIGURE 8 (A) Radius of gyration of Ca atoms during the simulated time
for sSH3 (0-20 ns), EDlev (20-24 ns), and sSH3-DP (24-44 ns). Distribu-
tions of the SH3,-polybasic region (B) and of the SH3g-polybasic region
(C) minimum distances for the sSH3 (dashed line), sSH3-3P (dotted
line), ED1ev (thick solid line), and sSH3-DP (thinner solid line) trajecto-
ries. Minimum distances are calculated over Ca atoms of either the SH3 5
or the SH3g domain and the R301-S304 segment of the polybasic region.

the sSH3-DP trajectory. These residues, all belonging to
SH3,, are Tyr'®”, Trp'®, Pro®%, and Phe®®. On the other
hand, two residues, Trp204 and Asp243, exposed to the
solvent during the EDlev, remain exposed to the solvent
also during the sSH3-DP simulation. In addition, the
changes in the interactions between the SH3 domains and
the polybasic region observed in the ED1ev structure turned
out to be only partially reversible upon dephosphorylation
(Fig. S5 O).

To better characterize the extent of native contacts
restored upon dephosphorylation, we analyzed the distribu-
tion of the distances between the 301-304 segment of the
polybasic region with either the SH3 5 or the SH3g domain.
For the SH3 5 domain (Fig. 8 B), it is possible to see that the
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EDlev (thick solid line) distance profile is shifted toward
larger values than the sSH3 one (dashed line), indicating
a loss of interactions between the polybasic segment and
the SH3 domain. However, lost contacts seem to be restored
after dephosphorylation, because the SH3-DP profile
(thinner solid line) is well superimposed onto the sSH3
one. The same observations hold for the SH3g domain
(Fig. 8 €), although in this case the distance of the polybasic
region with SH3g domain is only partially recovered by the
SH3-DP simulation (thinner solid line). It should be pointed
out that the increment of the distance between the polybasic
region and both the SH3 domains can already be observed in
the unbiased sSH3-3P simulation (dotted line), indicating
that, to some extent, the destabilization of the interactions
occurs as an intrinsic consequence of the phosphorylation
and it is not an artifact of the ED sampling procedure.

To analyze the overall contact rearrangements occurring
in the different simulations, we compared the conservation
of both short- and long-range native contacts found in the
final conformations with respect to the x-ray structure
(Fig. S6). Contacts are generally well preserved within
each of the SH3 domains in all cases (shown in blue scale).
For the unbiased sSH3-3P simulation (Fig. S6, short range),
the most important short-range contact losses are mainly
found in the interdomain linker (shown in red scale) and
in the region close to the pSer’® and pSer’® residues.
The rearrangements observed at the end of the EDlev
trajectory involve more extensively the polybasic region
and the flexible C-terminal helix (Fig. S6). After dephos-
phorylation, the long-range contacts are partly recovered
(Fig. S6, long range), suggesting that the system is relaxing
back toward the starting sSSH3 conformation. The rearrange-
ment of the two domains to restore the native structure has,
as a consequence, the entrapment of a water molecule by
residues G1y262, Ser277, and Pro®*° the same residues which
were surrounding the water molecule in the x-ray structure
highlighted in Fig. 4 A.

CONCLUSIONS

In this work we have addressed the effect of site-specific
phosphorylation on the dynamic coupling of the tandem
SH3 domains in the autoinhibited form of p47P"°*, using
MD simulations and ED sampling. This approach proved
very useful in driving our simulations toward the opening
of the sSH3 structure and in obtaining a conformation that
mimics the activated state. Most importantly, the simula-
tions highlight the mechanical driving force toward the acti-
vated form caused by phosphorylation, and the key residues
exposed during the process. The interesting result is the
observed reversibility of the process: dephosphorylation of
the opened sSH3 structure induces a partial closure of the
domain and a reorganization of the secondary structure
elements toward the native ones. Particularly remarkable
is the behavior of a crucial water molecule observed to
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maintain the two SH3 domains in the autoinhibited form
that reversibly positions itself in the same site after dephos-
phorylation and closure of the activated state. Furthermore,
in characterizing the molecular determinants of the activa-
tion process, we identified specific hydration sites crucial
to the stability of p47°"* that may play a pivotal role in
the SH3,-SH3p domains opening and closing mechanism.
The computational results highlight a predominant role of
SH3 in the function of p47P"°* as the opening process leads
to an increased exposure of residues in this domain. This
observation is in strong agreement with previous experi-
mental evidence, which showed that SH3, plays a key
role in the interaction with p22P"°* (18).

Taken together, the data presented here show that MD
simulations are a powerful approach to the study of biolog-
ical processes that are not easily accessible by experimental
approaches, and can provide useful insights into the molec-
ular determinants that drive phosphorylation-induced con-
formational changes.

SUPPORTING MATERIAL

Two tables and six figures are available at http://www.biophysj.org/
biophysj/supplemental/S0006-3495(10)01105-7.
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