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We model experience-dependent plasticity in the cortical repre-
sentation of whiskers (the barrel cortex) in normal adult rats, and
in adult rats that were prenatally exposed to alcohol. Prenatal
exposure to alcohol (PAE) caused marked deficits in experience-
dependent plasticity in a cortical barrel-column. Cortical plasticity
was induced by trimming all whiskers on one side of the face
except two. This manipulation produces high activity from the
intact whiskers that contrasts with low activity from the cut
whiskers while avoiding any nerve damage. By a computational
model, we show that the evolution of neuronal responses in a
single barrel-column after this sensory bias is consistent with the
synaptic modifications that follow the rules of the Bienenstock,
Cooper, and Munro (BCM) theory. The BCM theory postulates that
a neuron possesses a moving synaptic modification threshold, uM,
that dictates whether the neuron’s activity at any given instant will
lead to strengthening or weakening of its input synapses. The
current value of uM changes proportionally to the square of the
neuron’s activity averaged over some recent past. In the model of
alcohol impaired cortex, the effective uM has been set to a level
unattainable by the depressed levels of cortical activity leading to
‘‘impaired’’ synaptic plasticity that is consistent with experimental
findings. Based on experimental and computational results, we
discuss how elevated uM may be related to (i) reduced levels of
neurotransmitters modulating plasticity, (ii) abnormally low ex-
pression of N-methyl-D-aspartate receptors (NMDARs), and (iii) the
membrane translocation of Ca21ycalmodulin-dependent protein
kinase II (CaMKII) in adult rat cortex subjected to prenatal alcohol
exposure.

Donald Hebb’s conception of activity-dependent neural
plasticity (1) has remained central to models of learning

and memory in hippocampal and sensory neocortical function
over the past decade, particularly in reference to long-term
potentiation and depression (LTP and LTD) (2). We have
found that circuitry within the adult rat barrel cortex is
modified by innocuous changes in whisker experience in
accordance with the BCM rules of synaptic plasticity (3–7).
Any model for activity-dependent plasticity in cortex must
satisfy the central concept of adequate intracellular calcium
entry through depolarization-dependent calcium permeable
receptors, which in turn induce a cascade of molecular changes
leading to LTP or LTD (2). The two major ionotropic postsyn-
aptic glutamate receptors, N-methyl-D-aspartate receptors
(NMDARs) and a-amino-3-hydroxy-5-methyl-4-isoxazole
propionate receptors (AMPARs), mediate intracortical and
thalamocortical sensory relays in rat barrel cortex (8). These
same receptors dominate regulation of calcium entry leading
to cortical LTPyLTD (2), and are required for experience-
dependent plasticity in rat barrel cortex (9).

The mystacial whiskers of rats are aligned in five rows (row A
is dorsal and row E is ventral), and the whiskers within a row are
numbered from caudal to rostral. Each facial whisker projects via
synaptic relays in the trigeminal nuclei and the thalamic ventral

posterior medial nucleus (VPM) to a separate barrel, i.e., the
cluster of neurons in layer IV of a cortical barrel-column (10, 11).
Barrel-columns form the morphological basis of the so-called
discrete one whisker-one column organization of barrel cortex
(Fig. 1a). To alter the pattern of sensory activity, all whiskers
except two were cut close to the fur on one side of the face (12).
The principal whisker D2 and one adjacent (surround) whisker
in the D row (i.e., D1) were spared. After measured time
intervals up to 30 days of whisker pairing (whiskers were
reclipped regularly), the activity of single neurons in the D2
barrel-column was measured in response to controlled mechan-
ical deflections of the principal D2 whisker, the intact ‘‘D-
paired’’ surround whisker (D1), and three surrounding cut
neighbors (‘‘D-cut’’ 5 D3, C2, and E2). The same electrophys-
iological measurements were performed in the barrel cortex of
normal adult rats and adult rats that were prenatally exposed to
alcohol (PAE rats) (12). Pregnant dams consumed 6.5% ethanol
in a nutritionally complete liquid diet during the whole period of
pregnancy. Newborn rats were fed like the normal rats (i.e.,
without alcohol) until they were weaned at 3 weeks and had
reached adulthood (P 90). Then alcohol exposed, liquid diet
controls, and standard chow fed controls were tested for the
ability of their neocortex to undergo plastic changes in response
to whisker pairing. Whisker pairing had caused plastic neural
changes in both the control adult cortex and the PAE adult
cortex. However, the nature of the changes differed markedly
(12). (i) Neurons in the normal barrel-column showed potenti-
ation of responses to deflections of spared whiskers in less than
1 day of whisker pairing (5), whereas these responses in the
barrel-column of PAE rats required at least 14 days to reach
statistically significant elevation compared with pre-whisker-
pairing values (12). Most of the response changes occurred in the
long latency (10–100 ms poststimulus) response components
thought to be mediated by intracortical connections. (ii) Long
latency responses to cut whiskers were reduced in magnitude in
normal cortex, whereas they remained unaltered in impaired
cortex. (iii) The short latency (,10 ms poststimulus), presumably
thalamocortical (TC) components of responses were also subject
to change. In the normal cortex, the short latency component
elevated over days (4), whereas in the impaired cortex it de-
creased (12).
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By using the whisker-to-barrel cortex system, our objective in
this study is to develop a computational model for cortical
modification that is consistent not only with normal activity-
dependent plasticity, but is able to account for defective plas-
ticity within a barrel-column. We want to identify the model
parameter(s) that make the difference and meaningfully inter-
pret relevant molecular changes arising from maternal alcohol
abuse during pregnancy (10). One striking feature of PAE cortex
is a 50% reduction in the expression of NMDA receptor subunits
in the barrel cortex (12), and we discuss how this and other
biochemical factors might influence the model of impaired
cortical function.

Methods
Biological Constraints of the Model. According to electrophysio-
logical studies in urethane-anesthetized rats, the receptive fields
(RFs) of cells in barrel-column D2 are constructed from a strong
component from the principal whisker D2 (the center RF, CRF)
and a weaker component from several surrounding whiskers,
e.g., D1, D3, C2, and E2 (surround RF, SRF) (13–15). The RFs
of neurons within the VPM barreloid D2 are constructed in a
similar way (16). Thus, the TC input into the barrel-column is
monosynaptic and multiwhisker in nature, although still domi-
nated by the CRF whisker. When the CRF whisker is deflected,
about 20%–30% of the spikes generated in D2 barrel-column
cells occur at a short poststimulus latency (0–10 ms) and the
remainder at a longer poststimulus latency (10–100 ms) (13, 14).
When one of the SRF whiskers (D1, D3, C2, or E2) is stimulated,
less than one spike occurs at a short poststimulus latency (0–10
ms). The vast majority of spikes occur at a longer latency (10–100

ms) (13–15). The short latency pathway from VPM to barrel-
columns is AMPAR-dependent (8). However, there is some
NMDAR-dependent contribution to the short latency response
(8). By contrast, local polysynaptic intracortical circuits within
the D2 barrel-column itself evoke long latency spikes to the
principal whisker input and are mostly dependent on NMDARs
(8). Long latency responses to SRF whiskers are produced
through lateral intracortical polysynaptic relays from neighbor-
ing barrel-columns (17) and are dominated by NMDAR trans-
mission (8).

Thus, our model cell representing the D2 barrel-column, will
have (i) one summed TC input, dominated by the principal
whisker and (ii) five individual intracortical inputs, correspond-
ing to the principal and four surround whiskers (Fig. 1b). The
simulated circuit is an abstraction of anatomically and physio-
logically recognized excitatory relays (10, 11, 13–17).

Model of the Barrel-Column. Although the firing rate of a neuron
c(t) depends in a complex and nonlinear fashion on the postsyn-
aptic potentials, we will consider that the region between the
excitation threshold and saturation may be reasonably approx-
imated by a linear input-output relationship of our model
neuron. Thus, if we consider the case of a linear cell, the
modification of the ith synapse with the weight mi at time t is
proportional to the product of input activity at the ith synapse,
di(t), and a function f, in such a way that (18)

ṁi~t! 5
dmi~t!

dt
5 hf~c~t!, uM~t!!di~t! , [1]

where h is the modification rate, and c(t) 5 (mi(t)di(t). Accord-
ing to Intrator and Cooper (19), f is a parabolic function of c(t)
and the modification threshold uM(t), i.e.,

f~c~t!, uM~t!! 5 c~t!@c~t! 2 uM~t!# . [2]

When c(t) . uM(t), all active synapses potentiate. On the other
hand, when 0 , c(t) , uM(t), all active synapses weaken (Fig. 1c).
The moving modification threshold uM(t) is a whole cell param-
eter because it is proportional to the square of the postsynaptic
response averaged over some recent past time t, such that

uM~t! 5 a^c2~t!&t 5 a
1
t E

2 `

t

c2~t9!e 2 ~t 2 t9!ytdt9 . [3]

The positive constant a determines how far to the right on the
activity axis we can place the actual or effective threshold for
synaptic potentiation. We have introduced this constant to
reflect the difference between the results obtained from normal
and plasticity-impaired cortex.

Total postsynaptic activity c of the model barrel-column cell
is the sum of the short latency (0–10 ms) and long latency (10–20
ms) poststimulus responses, cSL and cLL, i.e., the number of
spikes generated in response to activation of TC and intracortical
inputs, respectively, in equal time windows, i.e.,

c 5 cSL 1 cLL 5 mvpm~t! O
i

di
vpm~t! 1 O

i

mi
cor~t!di

cor~t! , [4]

where i 5 D2, D1, D3, C2, E2. Thus, the summed input from the
thalamic VPM barreloid D2 is weighted by one modifiable
weight, mvpm(t), and each intracortical input has its own modi-
fiable weight mi

cor(t) (Fig. 1b). We assume that the thalamic and
intracortical input activities, di

vpm(t) and di
cor(t), respectively,

relayed from the ith whisker, are comprised of the sum of the

Fig. 1. (a) Illustration of topography of barrel-columns representing indi-
cated principal whiskers from a view looking down on the cortical surface. To
create an activity bias in cortex, whiskers D2 and D1 remain intact, creating
greater activity in the gray stippled, ‘‘paired’’ columns than in all other
columns when all of the other whiskers are trimmed. After 3, 7, 14, and 30 days
of whisker pairing, the response levels of single neurons in the D2 barrel-
column were measured in vivo after controlled deflection of whiskers (see ref.
12 for details) (b). In our simple model, the TC relay from the VPM barreloid D2
mediates a major short-latency (0–10 ms poststimulus) response to whisker D2
and a minor short-latency response to whiskers D1, D3, C2, and E2. Long-
latency (10–100 ms poststimulus) responses to CRF and SRF whiskers are
mediated through intracortical connections, representing the within and
between barrel-column relays, respectively. Open triangles denote synaptic
pathways that are modifiable in our model. (c) The BCM modification function
f determines the sign of synaptic weight changes, Dm. uM marks the position
of the moving synaptic modification threshold along the activity axis, c.
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mean evoked response plus random noise, such that

di
vpm~t! 5 di~t! 1 ni

vpm~t! [5]

and

di
cor~t! 5 d9i~t! 1 ni

cor~t! , [6]

where di(t) and d9i(t) are equal to either 1 or 0, depending on
whether or not the ith whisker is deflected. However, when the
SRF whisker is deflected, then for di

vpm(t), di(t) 5 0.01, because
the thalamic contribution from surround whiskers is much
smaller than from the principal whisker (12). These SRF TC
inputs are not crucial; however, we keep them to be consistent
with our previous models (6, 7). The VPM noise, ni

vpm(t), and
intracortical noise, ni

cor(t), are defined as independent random
variables that are uniformly distributed in the interval [2Ai,
1Ai], where Ai , 1 is the noise amplitude.

Input Environment. Two input environments were used: one for
the bias condition when only two whiskers were active, and the
other one for the control normal condition when all whiskers
were normally active. The inputs from cut whiskers were as-
sumed to relay noise for 100% of time steps, i.e., di

vpm(t) 5 ni
vpm(t)

and di
cor(t) 5 ni

cor(t) for i 5 D-cut (D3), C2, and E2. The level
(or amplitude) of noise plays an important role in synaptic
modification according to the Bienenstock, Cooper, Munro
(BCM) theory because it determines the magnitude of decrease
of synaptic weights when the cell response c is below uM and close
to zero (7, 20). The two spared whiskers, D2 and D1, were
‘‘stimulated’’ at random, either both at once or each one alone.
For how often this happened, see Table 1. Nevertheless, their
inputs relayed noise as if they were unstimulated most of the
time. A similar scenario applies to five intact whiskers. For time
spent in contact when touching an object, we used exact bio-
metric data for different combinations of three whiskers in one
row to simulate the stimulation of whiskers D1, D2, and D3 (21).
Four different instances of deflection of two additional whiskers,
i.e., C2 and E2, were added at random when at least one whisker
of D1, D2, or D3 was stimulated.

Computer Simulations. We started the simulations with small
random initial weights. Because the BCM rule determined
synaptic modifications, then after a sufficient time, the system
developed to a stable fixed point, as predicted by theory (19, 22).
The values of parameters (Table 1) were experimentally adjusted
in such a way that, during the control input, after reaching the

stable point, the model cell responses oscillated around control
values. In previous studies (6, 7), we applied the biased input
from the beginning of simulation while calculating the initial
weights from Eq. 4. Here, to see the effect on the model
dynamics, in particular on uM, we applied either the biased input
activity from the outset (whisker pairing condition) or we
applied the bias after a period of unbiased (normal) input
activity (control before whisker pairing condition). As we will
see, in both cases, when the activity bias was introduced, the cell
responses achieved qualitative and approximate quantitative
match with the experimental whisker pairing data.

At each iteration step, once the activity vector d 5 {di
vpm, di

cor}
was generated at random, the resulting cell response c(t) was
calculated (Eq. 4). For updating synaptic weights, the values of
uM and f need to be calculated by using Eqs. 2 and 3, with the
parameter values listed in Table 1. At regular intervals, the
model cell was ‘‘tested’’ by calculation of the short- and long-
latency responses evoked by simulated deflection of each of the
five whiskers in turn (Eq. 4, noise equal to 0). For comparison
of the test long-latency response component, we took into
account the fact that the experimental value of the long-latency
response is in fact the sum of spikes over the time interval 10–100
ms, which is 9 times greater than the time interval over which we
consider responses in Eq. 4; thus, we multiplied cLL by 9. We then
multiplied cSL and cLL by 50 to compare them with the values
obtained in electrophysiological experiments where the average
number of spikes generated by 50 successive deflections of one
whisker was collected (12).

The relation between the number of computer iterations and
real time was established as follows: the numerical evolution of
short and long latency responses of the model cell under whisker
pairing condition was compared with the corresponding values
obtained after discrete time intervals in vivo (e.g., after 3, 7, 14,
and 30 days; ref. 12). Based on the best mutual numerical match,
each day was equated with 104 iterations. This match was the
same for simulations of normal and impaired cortex. Thus, one
iteration corresponds to 8.64 sec, and the used integration period
of t 5 100 iterations corresponds to about 15 min. For compar-
ison, t used in modeling visual cortex developmental plasticity
was equated to 22 min (20).

Results
Evolution of Cell Responses. In Fig. 2, we plot the evolution of
short- (0–10 ms) and long-latency (10–100 ms) responses of a
model barrel-column cell and compare the results with exper-
imental data. The simulated changes in cell responses directly

Table 1. List of model parameters and their values

Parameter
Normal
cortex

Impaired
cortex Range

Overall % of time of whisker activity before WP 20% 16% 16–20%
Three whiskers out of overall activity 18% 18%
Two whiskers out of overall activity 36% 36%
One whisker out of overall activity 46% 46%
Overall % of time of whisker activity during WP 16% 14% 14–16%
Two whiskers out of overall activity 22% 22% 15–25%
One whisker out of overall activity 78% 78% 75–85%
nD2

vpm;nDp
vpm;ncut

vpm noise amplitudes from VPM 0.1;0.1;0.05 0.05;0.05;0.1 #0.1
nD2

cor;nSRF
cor intracortical noise amplitudes

before WP
0.4;0.295 0.5;0.25 0.4–0.5;0.2–0.3

nD2
cor;nDP

cor;ncut
cor intracortical noise amplitudes

during WP
0.4;0.01;0.05 0.5;0.2;0.01 0.4–0.5;#0.2;#0.05

h modification speed 0.0015 0.0015 0.0001–0.003
t iterations 100 100 10–103

a (scaling uM) 16.0 32.0 16–32
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ref lect underlying weight changes for the corresponding exci-
tatory synaptic inputs (see e.g., Fig. 1b). In normal cortex, the
short-latency responses to all whiskers increase monotonically,
whereas in the impaired cortex these responses decrease
monotonically (Fig. 2a). In Fig. 2a, only the response to D2 is
shown. The responses to other whiskers, whether cut or intact,
follow the same time course but are ten times smaller in
magnitude. In normal cortex, the long latency cell responses to
def lections of paired whiskers initially increase and then
decrease (Fig. 2 b and c). By contrast, evolution of the later cell
responses in impaired cortex is such that they slowly mono-
tonically increase (Fig. 2 b and c). Responses to cut whiskers
in normal cortex monotonically decrease, whereas in the
impaired cortex they do not change. In Fig. 2d, only the
response to D-cut is shown.

Evolution of uM. After about 100 simulated days of control input
environment, uM’s in the model of normal and impaired cortex
reached the control asymptotic values (Fig. 3). After changing
the input environment from control to whisker pairing, new
asymptotic values were reached. The simulated evolution of cell
responses is accompanied by the increase of the mean value of

Fig. 2. Evolution of short (0–10 ms poststimulus, a) and long latency (10–100 ms poststimulus, b–d) cell responses evoked in the simulated and real barrel-column
D2, for the normal cortex (upper curves and squares) and for the impaired cortex (lower curves and diamonds). Discrete points denote average experimental
values 6 SE (12). We also compare two input environments, i.e., whisker pairing (WP) from the outset (solid lines) and control before WP (dashed lines). Each
curve point is an average of 50 different runs.

Fig. 3. Evolution of the mean value of uM calculated for each simulated day
in the model of normal and impaired cortex for whisker pairing (WP) from the
outset (solid symbols) and control before WP (open symbols). Each point is an
average of 50 different runs.
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uM in the model of normal cortex and by the decrease in the
impaired cortex, respectively (Fig. 3).

Other Columns. To explore how plasticity in the D-paired
cortical column would affect our results, we needed to simulate
the ongoing plasticity in the D-paired column. This result was
enabled by employing the course of the D2 long-latency
response, instead of a constant d9Dp(t) 5 1 relayed intracorti-
cally. In the model of normal cortex, the magnitude of
barrel-column D2 cell response to D-paired increased slightly
between the 1st and 7th simulated day, although it was still
close to experimental data. In the model of impaired cortex,
the magnitude of barrel-column D2 cell responses to D-paired
increased between the 14th and 30th simulated day. To
compensate for these elevations, it was sufficient to slightly
increase the values of a and nDp

cor (i.e., the amplitude of noise
from the D-paired column). All other parameters were kept to
the same values. We chose this simple way instead of simu-
lating multicell model because we do not have experimental
data on neighboring columns and we wanted to avoid intro-
ducing additional variables and parameters.

Effect of Model Parameters. Under control conditions, the values
of weights to which the system converged depended on a,
percentage of activity patterns (19, 22), and levels of noise. All
these parameters were experimentally adjusted in such a way
that the fixed point solution numerically matched the pre-
whisker pairing values of short and long latency responses for
the normal and impaired cortices. The greatest difference
between values of parameters for the model of normal and
impaired cortex is in the position of the effective threshold for
synaptic potentiation, uM, expressed by the value of a 5 16 or
32, respectively. The percentages of activity patterns and levels
of noise also played an important role. Some were made a little
different to achieve the best numerical match with experimen-
tal data, both for the control and whisker pairing condition
(Table 1). For instance, long-latency responses to cut whiskers
in normal cortex monotonically decrease, whereas in the
impaired cortex they do not change (Fig. 2d). This result has
been achieved by the diminished levels of intracortical noise
from cut whiskers in the model of plasticity-impaired cortex.
Further, the monotonic decrease in the short latency response
(Fig. 2a) in the model of impaired cortex was due to a level of
VPM noise, ncut

vpm. However, the course and numerical values of
long-latency intracortical responses could have been repro-
duced only with different as. The modification speed h has the
same value for both models. Smaller h in the model of
plasticity-impaired cortex could have reproduced the slow
development of potentiation; however, without large a, the
control prewhisker pairing responses could not have been
achieved.

Discussion
The fundamental problem addressed by our simple model was
to detect which model parameter makes a difference in
accounting for the impaired experience-dependent plasticity
in a cortical barrel-column. In turn, manipulations with this
parameter would lead toward recovery of normal whisker
pairing plasticity in rats exposed prenatally to alcohol. Iden-
tifying important parameters might predict which cellular and
molecular mechanisms may be involved. In the experimental
studies, the effect of enriched postnatal environment was to
increase the NMDAR-mediated, long-latency response mag-
nitude for each whisker, and to shorten the period of signif-
icant response potentiation during whisker pairing (12). When
we simulated our ‘‘impaired’’ model with corresponding in-
crease in magnitude of long-latency responses and high effec-
tive threshold (a 5 32.0), the potentiation remained slow. To

obtain faster potentiation, the effective threshold had to be
lowered accordingly, down to the value of a 5 16.0 used in the
model of normal plasticity. These manipulations with the
scaling constant a suggest that, in addition to the averaged
squared activity, the effective (or mean) position of uM de-
pends also on some other whole cell properties that are subject
to inf luence by endogenous and exogenous factors.

Cooper (23) suggested that the BCM modification function
may depend also on the so-called global variables, which would
represent ‘‘enabling factors’’ like presence or absence of
neurotransmitters such as norepinephrine (NE), acetylcholine
(ACh), etc. For instance, after ACh depletion in adult rats, the
whisker-pairing potentiation of long-latency responses does
not occur at all (24, 25). We modeled the data of Sachdev et
al. (25) with our ‘‘impaired’’ model with adequately increased
a, and it simulated this case, also. Indeed, a reduction of ACh
axons in the cortex of PAE animals has been reported (26). It
is known that ACh increases neuronal excitability (27) and
potentiates the entry of Ca21 through NMDARs (28). Thus,
reduction in ACh levels, and perhaps also in NE levels, might
explain at least in part the need for large a. However, in adult
cortices depleted of ACH, there is only a slight reduction of
control pre-whisker pairing (WP) cortical cell responses, as
compared with the PAE animals. Thus, in addition, something
else must be affected by alcohol.

Theoretical and experimental results indicate that the
search for the mechanism of uM should be focused on the
excitatory synapses that are formed on dendritic spines with
NMDAR ion channels, which provide for activity-dependent
inf lux of Ca21 (29, 30). When the amplitude of the evoked
Ca21 signal falls above (or below) a certain threshold, then
active synapses will be strengthened (or weakened) over time,
respectively (see also ref. 2). Although, the biochemical steps
occurring after the increase in the postsynaptic concentration
of Ca21 have not yet been completely worked out, Mayford et
al. (31) have demonstrated that the frequency-response func-
tion for the production of LTD and LTP (i.e., the LTDyLTP
threshold) is closely regulated by Ca21ycalmodulin-dependent
protein kinase II (CaMKII). Strong evidence has shown that
the a-isoform of CaMKII must be present to induce experi-
ence-dependent plasticity in the adult barrel cortex (32) and
similarly that the whisker pairing plasticity requires local
NMDAR activation (9). Increased intracellular Ca21 results in
autophosphorylation of CaMKII, thereby converting the en-
zyme to a Ca21-independent (autonomous) form (33). It has
been proposed that the level of Ca21-independent CaMKII
sets the value of uM (30, 31). Thus, the value of uM is raised
when a surge of Ca21 results in autophosphorylation of
CaMKII, which switches the enzyme to the Ca21-independent
state. This new value of uM would be expected to persist as long
as CaMKII remains Ca21 independent.

Two crucial biochemical characteristics of the adult rat so-
matosensory cortex, which may be related to uM, are significantly
altered after prenatal alcohol exposure. First, we have deter-
mined that the densities of the three most common NMDAR
subunits in cortex (NMDAR1 1 2A 1 2B) are reduced by 50%,
40%, and 30%, respectively, for over 4 months (i.e., into rat
adulthood), as judged qualitatively by immunocytochemistry and
quantitatively by Western blot analysis (12). Second, we have
preliminary results suggesting that the membrane-enriched frac-
tion from the impaired somatosensory cortex before whisker
pairing contains roughly twice as much CaMKII-a as samples
from the normal cortex (unpublished data). What might account
for this excess? CaMKII-a is translocated to the membrane on
becoming Ca21 independent (34) where it is bound to the
membrane by the NMDAR2B subunit (35). During life, the PAE
rats display a marked reduction of cortical glucose utilization
(36). Hypoglycemia is known to lead to persistent translocation
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of CaMKII-a to the membrane (37) and may explain our data on
CaMKII-a.

Thus, consistent with the reduction of NMDAR levels, in-
crease of the levels of bounded CaMKII, and presumably
reduced levels of modulatory neurotransmitters, we have set up
the effective uM in the model of plasticity-impaired cortex to a
higher value than would be predicted by the small average cell
activity. Relation of the mean uM to these biochemical factors is
the main prediction of our model and can be tested by its
application to biochemically altered cortices. Also, a more

detailed neuronal model that includes the relevant biochemistry
of modifiable synapses may identify more clearly the putative
mechanisms of uM.
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