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The human cytidine deaminase APOBEC3G (A3G) is an in-
nate restriction factor that inhibits human immunodeficiency
virus, type 1 (HIV-1) replication. Regulation of A3G gene ex-
pression plays an important role in this suppression. Cur-
rently, an understanding of the mechanism of this gene regula-
tion is largely unknown. Here, we have identified and
characterized a TATA-less core promoter with an NFAT/
IRF-4 composite binding site that confers cell type-specific
transcriptional regulation. We found that A3G expression is
critically dependent on NFATc1/NFATc2 and IRF-4. When
either NFATc1 or NFATc2 and IRF-4 were co-expressed, A3G
promoter activity was observed in cells that normally lack A3G
expression and expression was not detected in the presence of
the individual factors. This induced A3G expression allowed
normally permissive CEMss cells to adopt a nonpermissive
state, able to resist an HIV-1�vif challenge. This represents
the first reporting of manipulating the restrictive state of a cell
type via gene regulation. Identification of NFAT and IRF fam-
ily members as critical regulators of A3G expression offers im-
portant insight into the transcriptional control mechanisms
that regulate innate immune responses and identifies specific
targets for therapeutic intervention aimed at effectively boost-
ing our natural immunity, in the form of a host defensive fac-
tor, against HIV-1.

Human A3G is an innate immune resistance factor for a
broad range of retroviruses. The gene is expressed in hemato-
poietic cell populations, lymphoid tissues, and selected estab-
lished T cell lines (1). The A3G protein restricts human im-
munodeficiency virus, type 1 (HIV-1)2 infection by accessing
the budding virion and disrupting the reverse transcription of
HIV-1 RNA in target cells. The post-entry block impairs initi-
ation (2), inhibits transcript elongation (3), and induces G-
to-A hypermutation in the nascent viral cDNA through cyti-
dine deamination (4–7). HIV-1 Vif potently counteracts this

restriction in the producer cell by targeting A3G to the pro-
teasome, thereby preventing incorporation of A3G into the
virus particle (8–11). The mechanism for producer cell medi-
ated A3G restriction and HIV-1 Vif counteraction have been
extensively studied and characterized (12) and the Vif:A3G
regulatory circuit is one of the most interesting examples of
how cellular restriction factors participate in the exertion of a
powerful intracellular defense mechanism.
A3G mRNA and protein levels vary across both develop-

mental and differentiation transitions, and these differences
influence the restrictive capacity of the particular cell type.
Decreased A3G expression and susceptibility to HIV-1 occurs
during differentiation of human monocytes to monocyte-de-
rived macrophages (13). Conversely, increased A3G expres-
sion with enhanced resistance to HIV-1 occurs during den-
dritic cell maturation (14). Finally, decreased levels of A3G
have been noted in the CD4� T helper 2 (Th2) subset, com-
pared with T helper 1 (Th1) cells (15). Taken together, these
observations suggest that A3G is an important part of an ef-
fective innate immune response (16–20).
The molecular pathways responsible for the spatial and

temporal regulation of A3G gene expression have not been
defined. Several studies have shown that interferon, cytokine,
and mitogenic stimulation can induce A3G gene expression
and potential binding sites for transcription factors in the pu-
tative promoter region have been tentatively identified (21–
24). Many of these transcription factors (e.g. Ets-1, c-Myc, and
IRF-1) are ubiquitously expressed and therefore are not likely
to influence A3G expression across the developmental and
differentiation transitions. Accordingly, the transcription fac-
tors governing promoter selectivity and cell type specificity
have yet to be established.
Here, we performed a detailed analysis to define a minimal

cell type-specific promoter element that contains neither a
TATA nor CAAT box in their usual upstream location but
contains a critical composite binding site for the NFAT and
IRF families of transcription factors. When NFATc1 (also
known as NFAT2) or NFATc2 (also known as NFAT1) and
IRF-4 were expressed in tandem, A3G expression was strongly
induced in nonimmune cells and T cell lines that do not usu-
ally express A3G. This manipulated expression correlated
with the ability of these cells to potently resist an HIV-1�vif
challenge. Identifying the transcription factor families and
member proteins that control cell type-specific A3G expres-
sion is thus important for understanding how the virus and
antiviral innate immune responses intersect.

* This work was supported, in whole or in part, by the Richard and Susan
Smith Family Foundation (to A. M. S.), by Grant P30AI42845 from the
Center for AIDS Research at the University of Massachusetts, by National
Institutes of Health Grants AI071766-01 (to A. M. S.) and AI-3070072 (to
S. M. W.), and by Elizabeth Glaser Pediatric AIDS Foundation Grant PF-
77521 (to M. A. F.).

1 To whom correspondence should be addressed: Dept. of Biology, College
of the Holy Cross, 1 College St., Worcester, MA 01610. Fax: 508-793-2696;
E-mail: asheehy@holycross.edu.

2 The abbreviations used are: HIV-1, human immunodeficiency virus, type 1;
CsA, cyclosporin A; TFBS. transcription factor binding site(s); TSS, tran-
scription start site; RACE, rapid amplification of cDNA ends.

THE JOURNAL OF BIOLOGICAL CHEMISTRY VOL. 286, NO. 4, pp. 2567–2577, January 28, 2011
© 2011 by The American Society for Biochemistry and Molecular Biology, Inc. Printed in the U.S.A.

JANUARY 28, 2011 • VOLUME 286 • NUMBER 4 JOURNAL OF BIOLOGICAL CHEMISTRY 2567



EXPERIMENTAL PROCEDURES

5� Rapid Amplification of cDNA Ends (RACE)—RACE
clones were generated using First Choice RLM-RACE (Am-
bion) with poly(A)� RNA from selected CD4� T cell subsets.
The RNA was reverse transcribed at 50 °C with Thermoscript
RT-PCR (Invitrogen) and A3G specific reverse primer 792R
(5�-CAG GTG ACC TCA TAC TCC TGG T-3�). The RLM-
RACE clones were amplified by nested PCR from the cDNA
using the 5�-RACE outer (5�-GCT GAT GGC GAT GAA
TGA ACA CTG-3�) and inner (5�-CGC GGA TCC GAA
CAC TGC GTT TGC TGG CTT TGA TG-3�) and 3�-A3G-
specific primers 792R (above) and 799R (5�-CTC TGG GTG
GTA CTT AAG TTC GGA A-3�). Cycling conditions were as
follows: 95 °C at 12 min; cycle, 94 °C at 30 s, 60 °C at 30 s,
72 °C at 2 min, and 72 °C at 10 min. The PCR product DNA
was inserted into pCR2.1 TOPO (Invitrogen) and then
sequenced.
Generation of pGL4-A3G Upstream Luciferase Reporter

Constructs—The A3G upstream truncation series of �402 nt,
�298 nt, and �240 nt were amplified from BAC clones
(Stratagene, CTD-3214F20, genomic alignment of BAC ends
AQ18854 and AQ212961) and cloned into the pGL4.10 lucif-
erase reporter construct (Promega). The reverse primer for all
constructs was 5�-CCT TGG CCG GCT AGT CCC GA-3�.
The forward primer sequences are as follows: �402 nt, 5�-
ATG GTG GAG TGG CGG CTC-3�; 298 nt, 5�-ACT TTC
TCT TTC CCT TTG-3�; and 240 nt, 5�-ACA GAG CGG
CCT GTC TTT-3�. Mutations in the putative IRF (5�-GGC
GCT GGC TGC AAT GAC GCG AGA TTT CCC TTT
G-3�), NFAT (5�-CTG CAA TGA CTT TCT CTT GAA CTT
TGC AAT T-3�), and Sp1 (5�-GGA GAG GAG GCT CCA
GCT ATA CAT GAC CAC CAG G-3�) sites were introduced
into the 402-nt construct by site-directed mutagenesis PCR
(GeneTailor, Invitrogen) (bold-faced letters are sequence in
which subsequent mutations were introduced). Mutations
were confirmed by sequencing.
Cell Lines and Culture and Stimulation Conditions—All

cell lines were maintained under standard conditions. 293T
and HeLa cells were cultured in DMEM (10% serum, 100
units/ml penicillin/streptomycin), whereas the CEM-A, CEM,
and CEMss cell lines were grown in RPMI (10% serum, 100
units/ml penicillin/streptomycin). The A3G-negative 293T
and HeLa cell lines as well as the A3G-expressing CEM-A cell
line are adherent. Where designated, cells were stimulated
with ionomycin (500 ng/ml, Santa Cruz Biotechnology, cata-
log no. sc-3592), cyclosporin A (CsA; 10 �g/ml, Santa Cruz
Biotechnology, catalog no. sc-3503), or DMSO for the indi-
cated times. Cells under chronic ionomycin or CsA treatment
were washed and resuspended in fresh, ionomycin-containing
media every 48 h or CsA-containing media every 24 h.
Cell Transfection—HeLa and CEM-A cells were transfected

with Lipofectamine LTX (Invitrogen) according to the manu-
facturer’s instructions. 293T cells were transfected with poly-
ethyleneimine (25). Constructs were co-transfected with the
internal Renilla reporter construct pGL4.74 at a 2:1 luciferase:
Renilla ratio, or with pcDNA3.1, IRF-4, or IRF-8 and GFP at a
6:3:1 IRF:luciferase:GFP ratio. An SV40-driven luciferase re-

porter, pGL4.13, was included as the positive control (pGL4
series, Promega). Each transfection was performed in tripli-
cate, and a minimum of four independent experiments is
shown. NFATc1, IRF-4, and IRF-8 cDNAs (Open Biosystems
8327711, 4861223, and 8991963, respectively) were subcloned
into the pcDNA3.1 (NFATc1 and IRF-4) or pCMV4 (IRF-8)
expression vector. The pcDNA2-NFATc2 expression vector
was kindly provided by Laurie Glimcher (Harvard Medical
School, Boston, MA).
Luciferase Reporter Assay—Cells were processed 36–48 h

post-transfection with the Dual-Glo luciferase assay kit ac-
cording to the manufacturer’s instructions (Promega). Signal
was acquired on the PerkinElmer 1420 luminescence counter
Victor Light luminometer. Transfections were done in tripli-
cate and normalized to the Renilla internal control (pGL4.74),
and the average of the three transfections was compared with
the pGL4.13 for each assay. In the transient transfections of
the IRF-4 and IRF-8 cDNAs into 293T, fluorescence and lu-
minescence were acquired on a Synergy 4. Luciferase was nor-
malized to GFP and the pGL4.10 background was subtracted,
and the relative promoter activity compared with the
pcDNA3.1�pGL4.57 normalized signal. Statistical analysis
was done using the Student’s t test under the conditions of
two-tailed distribution and two-sample equal variance.
Bioinformatic Analyses—To characterize the putative A3G

promoter, the ALGGEN PROMO, which runs TRANSFAC
(version 8.3), was utilized. We used the combined string and
weight matrix searching of the Transcription Element Search
System (TESS) to predict transcription factor binding sites
(TFBS) in the DNA sequence of the 402-nt construct. The
statistically significant factors that were predicted to bind to
the DNA sequence by the combined search query were vali-
dated by independent analyses with WWW Promoter Scan
and WWW Signal Scan.
Cell Fractionation and Immunoblot Analysis—Cells were

harvested and fractionated into nuclear and cytoplasmic frac-
tions as described previously (26). Whole cell lysates were
prepared by harvesting cells and resuspending in lysis buffer
(0.5 M Tris, 10% glycerol, 3% SDS, 5% �-mercaptoethanol).
Lysates were resolved on an 8% SDS-PAGE gel and probed
with monoclonal �-NFATc1 (7A6; antibody sc-7294X, Santa
Cruz Biotechnology) or �-NFATc2 (4G6-G5, antibody sc-
7296X, Santa Cruz Biotechnology), or a 12% SDS-PAGE gel
and probed with a polyclonal �-A3G (kindly provided by Mi-
chael Malim, King’s College London, London, UK), polyclonal
�-IRF-4 (H-140, antibody sc-28696X, Santa Cruz Biotechnol-
ogy), or monoclonal �-actin (CP-01, Calbiochem).
ChIP—Chromatin was prepared according to the Abcam

ChIP protocol. Prior to immunoprecipitation, samples were
precleared with 80 �l salmon sperm DNA/protein A/G
PLUS-agarose (Santa Cruz Biotechnology, antibody sc-2003),
and 100 �l of the supernatant was retained as the input con-
trol sample. The remaining supernatant was divided into four
fractions, each receiving 5 �g antibody-Ig control (control
IgG, antibody sc-2025, Santa Cruz Biotechnology),
�-NFATc1, �-NFATc2, or �-IRF-4 (as used above) and incu-
bated overnight. Following incubation with antibody, samples
were processed according to the Millipore ChIP protocol with
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the following modifications; IP samples were captured with 30
�l of salmon sperm DNA/protein A/G PLUS-agarose for 1 h
on a rotating platform in a cold room, beads were washed
with 1� TE buffer twice, and DNA was purified using the
QIAquick PCR purification kit (Qiagen).
Quantitative Real-time PCR—Real-time PCR analysis was

performed using a TaqMan assay (Applied Biosystems). A3G
primers and probe were as follows: A3G_ChIP_F-369,
5�-GGG GAG GGG CTT GTG C-3�; A3G_ChIP_R-293, 5�-
AAG GCA ATT GCA AAG GGA A-3�; and A3G_ChIP_P-
319, 5�-6FAM-GGG CGC TGG CTG CAA TGA CTT TC-
TAMRA-3�. Cycling conditions were 95 °C for 10 min
followed by 45 cycles of 95 °C for 15 s/60 °C for 1 min. The
expected product length for A3G is 95 nt, which was con-
firmed by gel electrophoresis of the products. For each run,
samples for each ChIP antibody sample were assayed in tripli-
cate, and the percent input was determined as described pre-
viously (27). Student’s t test under the conditions of two-
tailed distribution and two-sample equal variance was used to
determine statistical significance.
Immunofluorescence—293T cells were grown on coverslips

and transfected by Lipofectamine LTX. 48 h post-transfec-
tion, cells were fixed with 4% formaldehyde, permeabilized
with 0.2% Triton X-100, washed with PBS, and blocked in
PBSAT (PBS/1% BSA/0.1% Tween 20). Coverslips were then
incubated with �-A3G, incubated with an �-rabbit conjugated
to Alexa Fluor 568 (Molecular Probes), incubated with DAPI,
and mounted. Image acquisition was done using a ZEISS
LSM700 point scanning confocal system, mounted to an Axio
Observer Z1 running off of ZEN2009. CEM-A cells were
grown on coverslips and treated with 10 �g/ml CsA for 3
days. Slides were fixed and stained for A3G as above. Images
were acquired using a Nikon Eclipse TS100, with a 60� ob-
jective and Spot RT camera. Image analysis was done with
Spot Advanced software.
HIV-1 Virus Challenge and Replication Assay—CEM and

CEMss cells were pretreated as indicated and inoculated with
5 ng of p24Gag for 24 h. Cells were then washed and resus-
pended in medium containing DMSO or ionomycin at �1 �
106 cells/ml. Supernatants were harvested every 48 h. Replica-
tion kinetics were monitored with an HIV-1 p24Gag ELISA
assay (PerkinElmer Life Sciences).

RESULTS

Identification of Alternative A3G Transcription Start Sites—
Using a combination of 5� RACE and high density resolution
tiling arrays, the ENCyclopedia Of DNA Elements (ENCODE)
Project has found that transcription start sites (TSSs) are
somewhat promiscuous but nonrandom (28). Specifically, in
regard to the regulatory region of the A3G gene, TSSs have
previously been reported �58 nt to �361 nt relative to the
translation start site using the A3.01 T cell line (29). To ad-
dress the possibility that T cell lines may exhibit an aberrant
transcription profile, we employed nonexhaustive 5� RACE
analysis to map TSSs using cDNA derived from CD4� T cells
(naïve and memory cell populations) and cultured T cell lines;
all cell types constitutively expressed A3G. The results ob-
tained from the primary CD4� T cells showed a clustering of

TSSs � 275 nt (6/17 clones; referred to as TSS1) and �80 nt
(10/17 clones; referred to as TSS2) upstream of the translation
start site (�1 AUG; Fig. 1A). There was no bias toward detec-
tion of the upstream or downstream TSS in naïve or memory
CD4� T cells. Notably, we observed the same variability and
clustering in cDNAs derived from the CEM and HUT78 T cell
lines (data not shown).
Differential Cell Type-specific A3G Gene Expression—The

different A3G expression patterns in human tissue and hema-
topoietic cell populations suggest a cell type-specific regula-
tion (13, 30–33). To characterize such differential regulation,
we determined the transcriptional activity of the putative A3G
promoter in two different cell types: cells that normally ex-
press A3G (termed nonpermissive cells because they restrict
an HIV-1�vif infection) and cells that do not express A3G
(dubbed permissive as they are vulnerable to an HIV-1�vif
infection). Constructs were created linking putative A3G pro-
moter fragments to a firefly luciferase reporter gene. The
402-nt construct and the 298-nt encompass the TSS1 and
TSS2 sequences (Fig. 1A). In contrast, the 240-nt construct
includes the TSS2 only. Each construct was expressed tran-
siently, along with a Renilla luciferase internal control, in
CEM-A, HeLa, and 293T cells. These lines have distinct tissue
origins, but only the CEM-A T cell line expresses detectable
endogenous levels of A3G.

Transcriptional activity of individual constructs in each cell
line was measured with a Dual-Luciferase assay system (Pro-
mega). When transfected into CEM-A cells, luciferase expres-
sion from the 240-nt construct was significantly less than that
from the 298-nt and 402-nt constructs (Fig. 1B) Luciferase
activity was undetectable when the constructs were trans-
fected into HeLa cells, and although a low level of activity was
detected in transfected 293T cells, none of the constructs ex-
hibited statistically differential activity. These results suggest
that a major regulator for the cell type-specific regulation of
A3G likely resides in this 298-nt construct.
Transcription Factor Binding Sites in Putative A3G

Promoter—TFBSs with cell type specificity were identified
with in silicomapping algorithms (34, 35). The computation-
ally identified TFBS with high conservation and log likelihood
scores located distal to TSS1 and TSS2 include a previously
identified Sp1 (�383), as well as a novel IRF/NFAT (�301),
numbered according to the �1 ATG (Fig. 1C). No recogniz-
able TATA or CAAT elements were detected. Interestingly,
Sp1 is a ubiquitously expressed protein that appears to play an
important role in the binding of the RNA polymerase II com-
plex to the initiation site; it is particularly critical in exerting
this function in promoters that lack canonical TATA or
CAAT elements. In contrast to Sp1, IRF and NFAT proteins
display significant cell and tissue type-specific expression. The
IRF/NFAT composite site identified here is of particular note
as cooperative binding of NFAT and IRF to such a composite
site has already been shown to critically activate the IL-4, IL-
10, and IL-12 promoters in a strikingly tissue-specific manner
(36–39). IRF-4 has also been shown to be essential for the cell
type-specific regulation of activation-induced deaminase, a
member of the activation-induced deaminase/APOBEC fam-
ily of cytidine deaminases (40).
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To determine the functional role that these identified TFBS
play, we performed site-directed mutagenesis of the NFAT,
IRF, and Sp1 binding sites (alone and in tandem) in the 402-nt
construct and measured the effect(s) on transcriptional activ-
ity in CEM-A cells. The NFAT and IRF composite binding
site exerted significant control over promoter activity (Fig.
1D). When compared with the parental construct, mutation
of either binding site resulted in a 3–4-fold decrease. Muta-
tion of both NFAT and IRF binding sites caused an almost
complete loss of promoter activity. Mutation of the Sp1 site
had surprisingly little effect, suggesting that the Sp1 site is not

critical for cell type-specific transcriptional regulation of the
A3G promoter.
Endogenous NFAT and IRF Proteins Bind to A3G Regula-

tory Sequences—To determine whether NFAT and IRF pro-
teins in fact occupy the IRF/NFAT composite site of the A3G
core promoter, we performed ChIP experiments, comparing
the CEM-A and 293T cell lines. We began these studies with a
primary focus on two of the five known NFAT family mem-
bers, NFATc1 and NFATc2. Both proteins are expressed at
high levels in primary CD4� T cells, the major target cells for
HIV-1 and both have been shown to bind the same DNA tar-

FIGURE 1. Delineation and analysis of the A3G minimal promoter. A, 5� RACE was performed using RNA isolated from CD4� T cell naïve and memory
subsets, and 17 individual clones were analyzed. NM_021822 represents a previously defined TSS. The TSSs recorded are tabulated. The AUG start codon is
indicated. B, the upper schematic depicts the luciferase reporter constructs with numbering relative to the initiating ATG, and the construct length shown.
Highlighted are a previously described Sp1 binding site and a putative composite IRF/NFAT binding site that was delineated via TRANSFAC� analysis (see C
below). Luciferase activity was measured for each construct in CEM-A (black bars), HeLa (speckled bars), and 293T (hatched bars). The activity of each con-
struct was normalized against the 4.13 SV40-luciferase positive control (normalized relative light units), M p value�0.00001. C, TRANSFAC� analysis of the
region upstream of the translation start site revealed several putative transcription factor binding sites including a predicted IRF/NFAT composite site (con-
sensus IRF binding site, TTTCNNTT; consensus NFAT binding site, TTTCC). The previously reported Sp1 site (29) is shown for comparison. The TSS1 and TSS2
clusters defined by RACE in A are indicated, as is the previously reported transcription start site (NM_021822). D, the Sp1, IRF, and NFAT binding sites pre-
dicted in C were mutated individually or in combination and assayed in the luciferase reporter system. p values were determined by comparing activity of
the mutant construct to parental construct (star, p value � 0.05; two stars, p value � 0.00000001.
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get sequence(s). They are functionally redundant, but their
expression patterns oscillate during T cell development and
activation (41). Of note, NFAT expression is also seen in non-
immune cells, suggesting that any strict cell type-specific con-
trol of the A3G promoter is likely conferred by an additional
factor or factors. IRF-4, a lymphoid/myeloid restricted family
member (42), is one such candidate transcription factor. It has
been previously shown to associate with both NFATc1 and
NFATc2 to modulate cell type-specific cytokine expression in
T cells (36–38). As seen in Fig. 2A, neither NFAT nor IRF-4
protein binding is detected within the core promoter se-
quence in 293T cells, whereas protein-specific binding to the
same fragment within the CEM-A cell line is readily
detectable.
We next correlated the relative amounts of nuclear local-

ized NFATc1, NFATc2, and IRF-4 in our cell lines with the
results of the ChIP experiments. Multiple NFATc1 and
NFATc2 isoforms were present in CEM-A cells, whereas only
low levels of NFATc1 were detected in 293T cells (Fig. 2B).
These low levels of NFATc1 are consistent with the minimal
core promoter activity detected previously (Fig. 1B). Not sur-
prisingly, the immune cell-restricted IRF-4 was only observed
in the CEM-A cells (Fig. 2A). HeLa cells did not express

NFATc1, NFATc2, or IRF-4. A3G protein expression was de-
tected only in CEM-A cells, its expression correlating with the
presence of both NFAT and IRF.
NFAT and IRF-4 Are Necessary and Sufficient for A3G

Expression—To further define the roles of NFATc1, NFATc2,
and IRF-4 in this gene regulation, we performed transient
transfections, expressing these transcription factors, individu-
ally and in tandem, in 293T cells. Neither NFATc1 nor
NFATc2 expression alone was sufficient for A3G promoter
activity. Weak gene expression was seen with the ectopic ex-
pression of IRF-4, but robust expression was detected only
when IRF-4 and NFAT (either NFATc1 or NFATc2) were
co-transfected (Fig. 3A). A3G expression detected in the
IRF-4 transfection suggests that the low levels of endogenous
NFAT expression observed in the 293T cell line (Fig. 2B) can
function with IRF-4 to drive A3G expression. High levels of
A3G expression, however, require both NFAT and IRF family
members. Immunofluorescence of the transiently transfected
293T cells showed that the induced A3G exhibited a cytoplas-
mic localization, similar to the reported subcellular localiza-
tion of endogenous A3G (Fig. 3B). It is important to note that
these transfections likely result in the overexpression of the
transcription factors of interest. This overexpression and the
complexity of the NFAT family makes it difficult to conclude
with certainty the identity of the specific NFAT family mem-
bers involved in endogenous A3G gene expression. However,
it is clear that the simultaneous, exogenous expression of the
NFAT and IRF proteins can drive A3G expression in the 293T
cell line, which does not normally express this gene.
Initially, IRF-4 was assayed because its expression is re-

stricted to the lymphoid lineage, and it is expressed in the
CEM-A T cell line. However, in vivo, A3G expression is also
detected in cells of the myeloid lineage, and IRF-8 expression
dominates in this subpopulation of cells. To compare the abil-
ity of IRF-4 and IRF-8 to transactivate the A3G promoter,
luciferase reporter assays were performed. The A3Gminimal
promoter construct with either IRF-4 or IRF-8 was co-trans-
fected into 293T cells. The expression of either IRF-4 or IRF-8
induced a 4–5-fold increase in A3G promoter activity when
compared with the vector control transfection (Fig. 3C). Fol-
lowing up this result, we also observed IRF-8 was capable of
inducing A3G protein expression when overexpressed in
293T cells (data not shown), similar to the A3G induction
observed in the expression of IRF-4 via transient transfection
(Fig. 3A). The activity of these related IRF family members in
cells of distinct lineages may explain the restricted expression
pattern of A3G in immune cells in vivo. Taken together, these
experiments show that ectopic expression of NFAT and IRF
proteins is sufficient for induction of A3G gene expression in
cells that do not naturally express A3G.
Nuclear Translocation of NFAT Induces A3G Expression in

Permissive Cells—We next probed the question of NFAT and
IRF-4 protein occupancy of the A3G promoter in genetically
related, but phenotypically distinct, T cells. CEMss cells do
not normally express A3G and succumb to an HIV-1�vif
challenge, whereas CEM cells express levels of A3G compara-
ble with that observed in primary T cells and potently sup-
press an HIV-1�vif infection (1). ChIP experiments showed

FIGURE 2. Binding of the minimal promoter fragment and differential
expression patterns of IRF and NFAT. A, ChIP assays were performed on
293T and CEM-A cell lysates using antibodies against NFATc1, NFATc2, or
IRF-4. Pulldown was detected by quantitative real-time PCR and percent of
input determined by comparison with an Ig control pulldown. Average cy-
cle threshold of GAPDH for input samples was used as an internal control
for quality of input DNA, 293T Ct 29.0 	 1.47, CEM-A Ct 28.6 	 .86. B, 293T,
HeLa, and CEM-A cell lysates were subcellularly fractionated and probed for
the presence of NFAT and IRF family members. Immunoblots probed with
an antibody specific for actin served to monitor loading equivalency. Ct,
threshold cycle.
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endogenous NFATc1, NFATc2, and IRF-4 from CEM nuclear
extracts were fully capable of binding the TFBS, supporting
the established paradigm that A3G gene expression confers
upon cells the ability to restrict HIV-1�vif. In contrast, bind-
ing of this regulatory sequence in cells vulnerable to an HIV-
1�vif infection, such as CEMss T cells, was not detectable
(Fig. 4A).
Examination of the expression profile of the NFAT and

IRF-4 proteins in the CEM and CEMss cell lines supported
the ChIP results. In unstimulated T cells, NFAT is found in
the cytoplasm, and only under conditions that activate cal-
cineurin is NFAT-dephosphorylated, allowing its translo-
cation to the nucleus where it can act as a transcription
factor. Interestingly, although the overall cellular level of
expression of NFAT in both CEM and CEMss cells was
comparable (data not shown), neither NFATc1 nor
NFATc2 were found in the nuclei of unstimulated CEMss
cells (Fig. 4B). Stimulation of these cells with ionomycin, a
pleiotropic activator that results in calcineurin activation,
led to the appearance of both NFATc2 and NFATc1 in the
nucleus. Concomitant with this relocalization of NFAT was

the appearance of cytoplasmic A3G expression in the
CEMss cells (Fig. 4B). CEM cells, in contrast, contained
NFATc1 and NFATc2 in the nucleus under both unstimu-
lated and ionomycin-treated conditions; ionomycin did not
affect additional mobilization of NFAT. As would be pre-
dicted from such an observation, levels of A3G in these
cells were altered little in response to ionomycin treat-
ment. IRF-4, in contrast to NFAT, is normally found within
the nucleus of T cells, and this was observed in both the
CEM and CEMss lines. Expression levels were comparable
and unresponsive to ionomycin.
To follow up the NFAT mobilization observation, ChIP

analysis was carried out with untreated and ionomycin-stimu-
lated CEMss cells. Ionomycin treatment of CEMss cells re-
sulted in detectable binding of NFATc1, NFATc2, and IRF-4
to the A3G promoter, whereas untreated cells displayed no
occupancy of the promoter (Fig. 4C). Based on these observa-
tions, we propose that NFAT and IRF binding to the A3G
promoter is dependent on the nuclear localization of NFAT,
and this binding represents an important regulatory step in
the gene expression of A3G.

FIGURE 3. NFAT and IRF are necessary and sufficient for induction of A3G expression. A, 293T cells were co-transfected with the indicated expression
plasmids. Whole cell lysates were probed for expression of transfected plasmids and A3G. Immunoblots probed for actin expression are also shown (load-
ing control). B, 293T cells were transfected with the indicated plasmids, and cells were stained for A3G. Nuclei were counterstained with DAPI. C, 293T cells
were transfected with pcDNA3.1, IRF-4, or IRF-8 plus reporter construct. Relative promoter activity was determined by comparing the IRF-4 and IRF-8 signal
with the pcDNA3.1 signal.
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To further verify the significance of the regulation of A3G
by the binding of NFAT and IRF-4 to the A3G promoter, we
inhibited NFAT occupancy of the A3G promoter using cy-
closporin A. Cyclosporin A directly inhibits calcineurin acti-
vation and, thereby, albeit indirectly, NFAT nuclear translo-
cation. CEM-A cells, which normally express A3G, were
treated with cyclosporin A and A3G cellular expression exam-
ined by immunofluorescence (Fig. 5A) and Western blotting

(Fig. 5B). Cyclosporin A treatment decreased the abundance
of the A3G protein in CEM-A cells, consistent with the previ-
ous results showing that nuclear localization of NFAT is criti-
cal for A3G promoter activity (Fig. 5A). This observation was
confirmed by Western blot of treated and untreated cells (Fig.
5B). From these experiments, it is clear that enriching NFAT
levels in the nucleus induces expression of A3G.
NFAT-mediated Induction of A3G in CEMss Cells Renders

Them Resistant to HIV-1�vif Infection—Ultimately, the most
important consideration of manipulating A3G expression
levels is to determine the biological significance of this regula-
tion. We infected ionomycin-treated CEMss cells with both
wild-type and HIV-1�vif to examine whether artificial induc-
tion of this protein could confer upon cells an ability to resist
a viral challenge (Fig. 6). Initially, we verified that A3G gene
expression was stably induced by treatment of CEMss cells
with ionomycin (Fig. 6A). We then examined whether this
stimulated gene expression was active in a functional assay.
Untreated CEMss cells, not unexpectedly, were equally sus-
ceptible to both wild-type and HIV-1�vif (1) (Fig. 6B). Peak
viremia was recorded at approximately the same level, on day
10 post-challenge for both infections. Interestingly, treatment
of CEMss cells with ionomycin resulted in a kinetic delay of
wild-type infection, peak viremia was not seen until day 14.
Most impressively, when these cells were stimulated with
ionomycin and challenged with HIV-1�vif, they potently re-

FIGURE 4. Enrichment of nuclear NFAT induces transactivation of the A3G promoter in T cells. A, antibodies against NFATc1, NFATc2, IRF-4, and an Ig
control were used in a ChIP assay. Immunoprecipitated samples from CEMss and CEM were analyzed in a TaqMan real-time PCR assay using primers di-
rected to the A3G minimal promoter region. The average cycle threshold of GAPDH for input samples was used as an internal control for quality of input
DNA, CEMss Ct 27.4 	 .87, CEM Ct 27.3 	 .78. B, Mock-treated (�) and ionomycin (Iono)-stimulated (�) CEMss and CEM cell lysates were subcellularly frac-
tionated and probed for NFATc1, NFATc2, or IRF-4 expression in the nuclear fraction. A3G expression was assayed in the cytoplasmic fraction. Actin expres-
sion is shown as a loading control. C, CEMss and ionomycin stimulated CEMss (CEMss�) cells were assayed for NFATc1, NFATc2, or IRF-4 occupation of the
A3G promoter as in A. Average cycle threshold of GAPDH for input samples was used as an internal control for quality of input DNA; CEMss Ct 27.4 	 .87,
CEMss� Ct 28.2 	 .78. Ct, threshold cycle.

FIGURE 5. Inhibition of NFAT nuclear translocation decreases A3G ex-
pression. A, CEM-A cells were mock-treated or treated with cyclosporin A,
and A3G expression was detected by immunofluorescence. B, mock-treated
or cyclosporin-treated CEM-A cells were lysed, and A3G expression was ex-
amined (upper panel). Actin expression is shown as a loading control.
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sisted a HIV-1�vif infection over the entire viral challenge
time course. Peak viremia was 400–2000-fold lower than that
seen in all other experimental conditions, essentially recapitu-
lating the phenotype of the parental CEM cells, which are the
standard for nonpermissivity in these replication assays. This
phenotypic reversion has been observed previously (1), but
only when A3G itself was directly expressed in the CEMss
line. This is the first reporting of recapitulating the pheno-
typic conversion via gene regulation.
To further dissect the importance of the timing of stimu-

lated A3G expression, we developed a transient ionomycin
stimulation protocol designed to examine induced A3G ex-
pression in the initial exposure phase of infection. Based on
previous expression induction kinetics (Fig. 6A), CEMss cells
were pretreated with ionomycin for 5 days prior to viral chal-
lenge. Upon challenge, ionomycin treatment was discontin-
ued in a subset of cells to create transiently stimulated CEMss
cells, whereas a second population continued to be treated. At
the time of infection, A3G expression levels were the same
under both the transient and chronic stimulation conditions
(Fig. 6D, top panels). As seen previously, chronic ionomycin
stimulation led to a significant suppression of viral replication

and even more interesting, a simple transient ionomycin stim-
ulation of CEMss cells with allowed them to effectively re-
strict an HIV-1�vif challenge (Fig. 6C). In fact, this transient
stimulation resulted in not only the kinetic delay in viral repli-
cation, but peak viremia was also suppressed almost 100-fold
when compared with untreated cells infected with HIV-1�vif
(Fig. 6C). This acquired resistance to a viral challenge may
have important implications for understanding early events in
acute infection.

DISCUSSION

In this study, we identified the minimal core promoter frag-
ment and critical transcription factors responsible for func-
tional A3G gene expression. Using this data, we then success-
fully induced the expression of the A3G gene in two different
cell lines, which do not normally express endogenous A3G.
Examination of primary T cells for transcriptional start sites
revealed that transcription initiates from two distinct regions,
a common feature of TATA-less promoters. The region en-
compassing TSS1 confers the striking cell type specificity. A
DNA fragment containing this sequence acts as a promoter in
a T cell line but lacks detectable function in either the 293T or

FIGURE 6. Induced A3G protein is stable and exerts an antiviral effect. A. The stability of induced A3G expression in CEMss cells was determined by
treating cells with ionomycin (Iono) over a 14-day time course. The kinetics of A3G expression induction were examined by immunoblotting for expression
on days 4, 6, 10, and 14. B, mock and ionomycin-stimulated (Stim) CEMss (CEMss��) cells were treated for 5 days prior to viral challenge with wild-type
HIV-1 (filled symbols) or HIV-1�vif (open symbols). Subsequent viral replication was monitored by HIV-1 p24Gag ELISA. C, CEMss cells were mock or ionomy-
cin-stimulated for 5 days prior to infection. Ionomycin- treated cells then either continued to receive stimulation (��) or ionomycin was washed out of the
medium after a 24-h incubation with HIV-1�vif virus (�). Spreading infection was assayed by p24Gag ELISA. D, whole cell lysates were prepared from mock,
transient ionomycin-, and chronic ionomycin-stimulated cultures on d1 of the replication curve, corresponding to day 6 of the stimulation time course. Ad-
ditional whole cell lysates were prepared on day 10 of the replication curve, corresponding to day 16 of the stimulation protocol. Whole cell lysates from
both days were probed for A3G and actin expression by Western blot. Unstim, unstimulated.
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HeLa cell line. Although the defined Sp1 site in this sequence
is likely to be important for in vivo A3G promoter activity and
has been shown to function in reporter assays (29), and there
are certainly other key DNA motifs within this core promoter,
it is the overlapping NFAT and IRF binding sequence that is
essential for the observed cell type specificity. This suggests a
regulated model whereby basal transcription machinery and
the composite NFAT/IRF site coordinately regulate the criti-
cal cell type-specific activation of the promoter.
NFATc1 and NFATc2 are expressed in T cells at various

stages of development and states of activation and have been
implicated in several essential regulatory mechanisms that
exhibit a cell type specificity (41). However, both are also ex-
pressed in a variety of cell types, suggesting that additional
transcription factors participate in establishing the cell type-
specific regulation seen with the A3G promoter. The IRF fam-
ily of DNA-binding factors regulates interferon-inducible
genes. Within this family, the proteins IRF-4 and IRF-8 ex-
hibit a strict restriction of expression in cells of the lymphoid
and myeloid lineages. IRF-4 is the predominant form ex-
pressed in T cells and the IFN-inducible IRF-8 is found in
macrophages and dendritic cells (42). Both cooperate with
other transcription factors to exert a cell type-specific regula-
tion (39, 40, 43–45). Regarding, the NFAT/IRF partnering
specifically, IRF-4 and IRF-8 have been shown to individually
cooperate with NFAT proteins to regulate cytokine produc-
tion in cells of the immune system, in response to a variety of
stimuli (36–39). IRF-4 expression is induced upon T cell acti-
vation and, along with NFATc1/c2, is critically involved in the
genetic regulation of interleukin-2 and -4. In contrast, inter-
feron-� treatment of monocytes stimulates IRF-8, which reg-
ulates the transcription of interleukin-12 (46). This differen-
tial responsiveness of IRF-4 and IRF-8, accounts for the finer
points of cell type-specific regulation within different cell
types of the immune compartment. In accordance with these
findings, we consider it likely that IRF-4 critically participates
in the regulation of A3G promoter activity in T cells, whereas
IRF-8 likely adopts that role in macrophages; A3G expression
is detected in both cell types, whereas IRF-4 expression is re-
stricted to lymphocytes, and IRF-8 is primarily detected in
cells of myeloid lineage (42). Furthermore, we propose an as-
sociation between the pattern of NFATc1/NFATc2 and IRF-
4/IRF-8 expression and induction and the regulation of the
innate immune response (24). Understanding the regulation
of the innate immune response, which must also include con-
sideration of cellular restriction factors such as A3G upon
exposure to HIV-1 is essential.
We verified that NFATc1/NFATc2 and IRF-4 binding to

the A3G promoter was correlative as measured by ChIP ex-
periments. Neither NFATc1/c2 nor IRF-4 binding was indi-
vidually detected. In either case, when examining CEM versus
CEMss cells, or stimulated versus unstimulated CEMss cells,
the increased nuclear localization of the NFAT family mem-
ber was associated with increased IRF-4 binding. The iono-
mycin stimulation of CEMss cells led to significant NFAT
relocalization to the nucleus resulting in the detection of A3G
promoter occupancy at a higher level than even in CEM cells,
which endogenously express A3G. Although this is intriguing,

it cannot unequivocally be stated whether this increased oc-
cupancy is solely at the A3G promoter. It must be noted that,
by alignment, the promoter region of APOBEC3F (A3F) is
virtually identical to A3G. The distinguishing of A3G versus
A3F expression is certainly interesting, but it does not affect
the interpretation of these results as both A3G and A3F are
potent HIV-1 restriction factors. The primary focus of this
work was the induction of A3G, but the parallel induction of
other APOBEC3 family members is likely. The A3 genes are
the result of segmental duplication and homologous sets of
conserved TFBS are expected among the related family mem-
bers. Alignment of upstream regions of the A3 family mem-
bers reveals that APOBEC3D/E, A3F, and A3G are virtually
identical in putative promoter regions. Each of these proteins
exhibits potent anti-HIV-1 activity, and a simultaneous eleva-
tion of all three proteins may prove highly beneficial in a ther-
apeutic setting.
NFAT activity can be modulated via a “threshold phenome-

non” whereby NFAT-controlled expression is mediated by
regulating the amount of nuclear-localized protein. In neither
293T nor CEMss cells, were the nuclear levels of NFAT suffi-
cient to potentiate A3G promoter activation. However, by
manipulating each cell type using different methods, we af-
fected A3G expression in a similar fashion, confirming the
importance of the identified transcription factors. In 293T
cells, robust A3G gene expression was seen when NFAT and
IRF-4 were co-transfected. This data suggest that co-expres-
sion of IRF-4 and NFAT was both necessary and sufficient to
induce A3G expression. In CEMss cells, which express IRF-4,
nuclear mobilization of NFAT was accomplished via ionomy-
cin. This translocation then resulted in binding of NFAT and
IRF-4 to the A3G promoter, followed by the appearance of
A3G protein. Finally, in CEM-A cells cyclosporin A treatment
inhibited NFAT nuclear translocation, resulting in a detecta-
ble decrease of A3G expression. These observations indicate
that the level of nuclear NFAT regulates the expression of
A3G. Additional experiments in CEMss confirmed that the
ionomycin-induced A3G allowed the cells to restrict an HIV-
1�vif challenge. This conferment of viral restriction was iden-
tical to that observed when the A3G was overexpressed via
the stable transduction of the cDNA in the CEMss cell line
(1). This reporting of the ability to suppress HIV-1 infection
via transcriptional control of a restriction factor is novel and
opens an exciting line of investigation examining the potential
of this type of approach.
Although the stimulated A3G expression in CEMss cells

did not dramatically alter the replication kinetics of wild-type
HIV-1, it is intriguing and significant that partial protection
was observed as indicated by the altered kinetics of wild-type
HIV-1 growth in these cells. The delay itself is relatively mod-
erate (�4 days), but it is consistently observed and may sug-
gest an important in vivo relevance when considering events
of acute infection, such as the critical establishment of viral
set point. A shift in the balance between viral replication and
innate defense exerted during the period of acute infection
may have long lasting and important consequences for disease
outcome.
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Ultimately, the importance of understanding the cellular
regulation of A3G gene expression is underscored by clinical
observations that correlate elevated A3G expression with ei-
ther the ability to resist HIV-1 exposure or successfully con-
trol infection (18, 20, 47). These novel insights into regulation
of A3G expression may lay the molecular foundation for de-
velopment of therapeutics aimed at exploiting and manipulat-
ing the A3G regulatory circuit allowing for modulation of
A3G to protective levels in vivo.
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