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Abstract
Although cell fate specification is tightly controlled to yield highly reproducible results and avoid
extreme variation, developmental programs often incorporate stochastic mechanisms to diversify
cell types. Stochastic specification phenomena are observed in a wide range of species and an
assorted set of developmental contexts. In bacteria, stochastic mechanisms are utilized to generate
transient subpopulations capable of surviving adverse environmental conditions. In vertebrate,
insect, and worm nervous systems, stochastic fate choices are used to increase the repertoire of
sensory and motor neuron subtypes. Random fate choices are also integrated into developmental
programs controlling organogenesis. Although stochastic decisions can be maintained to produce a
mosaic of fates within a population of cells, they can also be compensated for or directed to yield
robust and reproducible outcomes.
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INTRODUCTION
The development of an organism requires the integration of lineage and signaling cues to
yield reproducible outcomes. Specific mechanisms provide robustness to cell fate decisions
to generate evolutionarily favored body plans and thus prevent extreme variation. Although
the majority of cell fate determination mechanisms induce reproducible outcomes, some cell
fate decisions are made at random. Stochastic mechanisms of cell fate specification are
observed in species ranging from bacteria to humans and are utilized to generate cell fate
diversity. Understanding of the mechanisms controlling these phenomena in different
species is at vastly different levels, ranging from the initial identification of molecular
players to the deep characterization of the source and regulation of noise within a genetic
circuit. The comparison of these seemingly disparate systems should allow for the
generation of new, testable hypotheses and the identification of unifying features. The first
goal of this review is to describe the current understanding of the mechanisms involved in
stochastic fate choices using examples in bacteria, worms, flies, and vertebrates (Table 1).

Stochastic mechanisms of specification result in diversified cell fates arranged randomly
within a tissue or population of cells. In geno-typically identical bacteria, a percentage of the
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population is maintained in a transient, differential cell state to allow for survival in adverse
environmental conditions. In vertebrate, fly, and worm nervous systems, sensory neuronal
subtypes can be stochastically specified to increase the spectrum of responses to
environmental stimuli. These phenomena have random final outcomes in that a transient
subpopulation or stochastic pattern of cell fates is maintained.

In contrast, stochastic fate decisions can be intermediate steps in otherwise robust
developmental programs. In other words, mechanisms acting after stochastic choices can
compensate to yield reproducible outcomes. Furthermore, developmental programs can
direct inherently stochastic specification mechanisms to ensure robustness. The second goal
of this review is to outline how biological systems compensate for or direct stochastic
choices to yield robust final outcomes.

We conclude this review with a general discussion of the preponderance of stochastic cell
fate mechanisms in biological systems and how the study of variable mutant phenotypes
may reveal new paradigms.

STOCHASTIC CHOICES LEADING TO RANDOM OUTCOMES
Bacteria Hedge Their Bets

Bacteria of identical genotype can exist in highly variable conditions. Biochemical pathways
respond to changes in the environment to ensure survival (also called response switching).
Nevertheless, molecular machinery within similar cells can only compensate for
environmental variation to a limited degree. In severely harsh conditions (e.g., high
antibiotic levels), bacteria would surely perish. However, bacterial populations are prepared
for such potentially disastrous situations by bet-hedging strategies. To hedge a bet means to
bet on several possible outcomes to minimize losses. Bacterial populations hedge their bets
by maintaining a variety of cell fates within a genetically identical population, thus
anticipating ever-changing environmental conditions. Typically, these diversified cell fates
are transient. Therefore, the rate of entry into and exit from a given state must be carefully
controlled to maintain an ideal percentage of the population in that particular state. The
random entry into and exit from a state is also called stochastic switching (for a review, see
Veening et al. 2008).

Thus, bacteria have two means of dealing with environmental changes: response switching
and stochastic switching. Kussel & Leibler (2005) developed a mathematical model
describing these two mechanisms and found that response switching would be favored in
constantly changing environments whereas stochastic switching would be favored when
changes are less frequent. Below, we discuss two examples in which bet-hedging strategies
stochastically generate diversified subpopulations of bacteria.

Bet-hedging bacterial persisters—Bigger (1944a,b) found that penicillin kills
staphylococci rather than simply being bacteriostatic. During his treatment experiments, he
identified a tiny population of bacteria that survived and named them persisters. In the years
since this discovery, the phenomenon of persistence has been observed in numerous
bacterial species (for a review, see Gefen & Balaban 2009).

Persistence is essentially a bet-hedging strategy in which bacterial populations maintain
small, stochastic subpopulations in either slow-growing or dormant states. Upon application
of antibiotics, the normally growing cells die, but the persisters survive. Upon removal of
the antibiotic, these persister cells start dividing again, which yields a population of
normally growing cells and a small subpopulation of persister cells (Figure 1a). Hence, the
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generation of the minute population of persister cells is not due to genotypic differences but
rather is a case of stochastic cell-state induction (for a review see Gefen & Balaban 2009).

The phenomenon of bacterial persistence is challenging to study because the stochastic
incidence of persister bacteria is extremely low [i.e., estimated at 1 in 106 in Escherichia
coli as first measured by Bigger (1944a,b)]. The identification and characterization of E. coli
mutants that have a higher rate of persistence have provided initial insights into this
phenomenon. In particular, Balaban et al. (2004) conducted a thorough analysis of the cell
growth dynamics of two high-persister mutants, hipA7 and hipQ, which allowed them to
identify two types of persister cells.

hipA7 mutants were originally isolated in screens for increased persistence by Moyed &
Bertrand (1983) and later cloned by Moyed & Broderick (1986). The hipA gene encodes a
toxin and is part of a toxin-antitoxin (TA) module with its antitoxin hipB (Black et al. 1991).
In TA modules in general, the antitoxin functions as a repressor of the operon and prevents
expression of the toxin molecule in normal conditions. However, it is believed that under
specific conditions, the antitoxin is rendered nonfunctional, which allows the toxin to affect
the cell (for a review, see Gerdes et al. 2005).

The hipA7 mutants contain two point mutations in the hipA gene (Korch et al. 2003). Both
mutations are required to induce hipA7 phenotypes, which suggests that hipA7 is a gain-of-
function allele and that the HipA toxin functions to promote persistence. Growth arrest is
also observed upon overexpression of wild-type hipA, further supporting its role in
persistence induction (Correia et al. 2006, Falla & Chopra 1998, Korch & Hill 2006).
However, deletion of the hipA gene does not affect persistence rate. This may be due to
redundancy in other TA modules (see below). The molecular mechanism by which hipA
regulates persistence is unknown (for a review, see Gefen & Balaban 2009).

Balaban and colleagues (2004) discovered that cultures of hipA7 mutants contain a
population of persisters at stationary phase that is directly proportional to the overall number
of stationary phase cells. When placed in fresh media, these persisters switch back to
growing cells, which leads to repopulation. The persisters observed in hipA7 mutants are
termed Type I persisters (Balaban et al. 2004).

When they enter persistence, Type I persisters arrest protein production. Gefen and
colleagues (2008) found that protein synthesis resumes during a short window when
dormant type I persister cells exit stationary phase following inoculation into fresh media.
This new protein translation suggested that these bacteria may be susceptible to antibiotic
treatment. Indeed, during this short window, the bacterial population is more vulnerable to
antibiotics before it generates a new subpopulation of dormant persisters (Gefen et al. 2008;
Figure 1a).

The hipQ mutants were identified in screens for persistence to quinolones (synthetic broad-
spectrum antibiotics) and have not yet been molecularly characterized (Wolfson et al. 1990).
Cultures of hipQ mutants contain a population of persisters whose mechanism of
determination is independent of stationary phase. These “Type II persisters” are a slow-
growing population in normal growth culture conditions. Whereas type I persisters cease
growth during antibiotic treatment, Type II persisters maintain growth but at a much slower
rate than nonpersisters. The slow growth rate is believed to be critical for Type II persister
survival in the presence of antibiotics (Balaban et al. 2004).

When assessing wild-type E. coli, Balaban et al. (2004) found that the bacterial population
consisted of both Type I and Type II persisters. Their mathematical modeling of stochastic

Johnston and Desplan Page 3

Annu Rev Cell Dev Biol. Author manuscript; available in PMC 2011 November 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



switching into persistence agreed well with observations of these two types of persisters, but
they could not rule out the possibility of additional persister types (Balaban et al. 2004).

Although these studies suggest at least two mechanisms of persister determination, little is
known about the actual molecular mechanisms controlling this stochastic phenomenon.
Isolation of large numbers of wild-type persister populations has only recently become
possible. Assuming that all persister cells (dormant type I and slow-growing type II) have a
low level of translation, Shah et al. (2006) sorted bacteria with a lower level of green
fluorescent protein (GFP) expression from a population. They found an upregulation in the
gene expression of TA modules (Shah et al. 2006), which suggests a role for these genes in
persister determination (as also suggested by the role of hipA). However, the changes in TA
module expression were uncovered from isolated persister cells and thus may represent an
end result of persister specification rather than its inductive mechanism. Nevertheless,
isolation of persister cells will enable the identification of key molecular players and
eventually the elucidation of the mechanisms controlling persister formation.

Once the mechanisms that control persister formation are elucidated, the next step will be to
study how these mechanisms function stochastically to maintain miniscule, random
subpopulations of persisters. Studies of other bet-hedging phenomena in bacteria may
provide some clues to the mechanisms controlling the stochastic generation of persister
cells. In the next section, we discuss the genetic circuit controlling another example of bet-
hedging in which uptake of foreign DNA in Bacillus subtilis allows a small population of
cells to adapt to novel conditions. This circuit is so well understood that some groups have
begun to study how and why noise in the system creates stochastic, transient cell states.

Bet-hedging competence in Bacillus subtilis—Diversification of bacterial
populations is also achieved by maintaining a subpopulation that is competent for DNA
uptake. This competence can allow for rapid adaptation to a changing environment but is
also a potentially dangerous intake of foreign DNA. The mechanisms controlling natural
competence for DNA up-take have been well studied, particularly in the gram-positive
bacteria Bacillus subtilis and Streptococcus pneumoniae and the gram-negative bacteria
Neisseria gonorrhoeae and Haemophilus influenzae (Dubnau 1999). Recently, new, highly
quantitative methodologies have been applied to the study of competence in B. subtilis to
derive fundamental principles about the nature of the excitable genetic circuit controlling
this phenomenon.

Approximately 10% of the B. subtilis population is competent for DNA uptake at a given
time (Nester & Stocker 1963). Competence is transient, as cells remain in this state for a
limited period of time, and therefore different members of the population gain and lose this
property. In this system, the comK gene appears to play a critical role, as its expression
controls several downstream targets that induce competence (van Sinderen et al. 1995). In
the majority vegetative state, comK is transcribed at low levels, but the ComK protein is
rapidly degraded by the activity of the MecA/ClpP/ClpC complex of proteases (Turgay et al.
1997, 1998). The ComS peptide competes for the activity of the MecA/ClpP/ClpC complex,
which allows some buildup of ComK levels (Solomon et al. 1995). When ComK surpasses a
critical threshold, it starts a loop of autoregulation that induces its own expression to reach
high levels (Hamoen et al. 1998, van Sinderen & Venema 1994). When this switch is
thrown, high ComK levels activate downstream genes including comG to induce
competence (Hahn et al. 1994, 1996). ComK is believed to indirectly negatively regulate
ComS. During competence, the decreasing levels of ComS can no longer compete with
ComK for MecA/ClpP/ClpC complex activity. Thus, over time, ComK levels are reduced by
MecA/ClpP/ClpC-mediated degradation, and the cell transitions back from competence to
the vegetative state (Suel et al. 2006; Figure 1b).
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With such a well-understood genetic circuit, recent work has focused on the dynamic nature
of the B. subtilis competence cycle. In other words, researchers have started to get at the
nature of the stochasticity within the system and how it is controlled and utilized. First, Suel
et al. (2006) developed a mathematical model suggesting the excitable nature of the
competence circuit, that is, the circuit is susceptible to activation by noisy perturbations
above a threshold. They also found that competence induction is stochastic and not based on
the cell's history (i.e., the rate of competence is nearly the same in naive cells and cells that
have reverted from competence). They went on to show an inverse relationship between
ComK and ComS and that maintained expression of ComS can lock the system in the
competent state (Suel et al. 2006).

These authors followed up this work by evaluating the dynamics of the system when
promoter strengths are modified (Suel et al. 2007). They placed comK or comS under the
control of an inducible promoter to precisely vary their basal expression rates. They found
that increasing ComK levels could drive the system into an oscillatory state, as predicted
mathematically. At extremely high levels of ComK, all cells enter competence. Although
increasing levels of ComK have a marked effect on the probability of competence initiation,
little effect on this parameter was observed when ComS levels were modified. Rather,
increasing ComS increases the duration of competence. They modeled these effects and
were able to identify a parameter set that allowed for both maintenance of excitability in
high ComS conditions and independent tunability by ComS and ComK (Suel et al. 2007).

To test the role of noise in the system, Suel et al. (2007) generated cells that lacked septation
(i.e., cells replicate DNA but do not divide). These cells share diffusible contents, which
reduces noise within the system without affecting average concentration. As these cells
undergo cell division without septation and elongate, a reduction in the initiation of
competence is observed, suggesting that noise within the system is necessary for stochastic
induction of competence (Suel et al. 2007). Maamar et al. (2007) corroborated the noisy
nature of the competence cycle by observing individual mRNA molecules. They found a
high variation in mRNA levels between the endogenous comK gene and comK reporter
transgenes, suggesting that transcription of this gene is intrinsically noisy. Furthermore, they
tested the role of noisy comK transcription by increasing the transcription of comK while
reducing its translation, thus presumably decreasing overall variability. They found a
reduced incidence of competence events, which supports a role for noisy gene regulation in
this excitable system (Maamar et al. 2007).

Although noise has been implicated in the induction of competence, the source of this noise
is still not clear. Both Suel et al. (2007) and Maamar et al. (2007) suggested that
transcription of comK is critical because comK is a key parameter controlling induction and
because comK transcription is inherently noisy. However, the experiments of both groups
involve gross, fairly nonspecific manipulations of cells (i.e., inhibiting septation, reducing
translation). It will be interesting to determine the relative importance of noisy regulation of
each component of the circuit. The Suel group (Cagatay et al. 2009) has provided some
insight into this question by showing that the architecture of the circuit is critical for noise
regulation. When they artificially reversed the order of interactions in the ComK ⊣ ComS
→ ComK cycle (Figure 1b) using ComK → MecA ⊣ ComK, they reduced the variability in
competence duration. However, this reorganized network also causes a reduction in overall
competence duration and DNA uptake efficiency. The authors concluded that different
circuit architectures may be selected for optimal fitness in specific (and possibly variable)
environmental conditions (Cagatay et al. 2009). These types of approaches will allow for the
deduction of the importance of circuit organization in regulating the noise that controls
stochastic systems.
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Cell Autonomous Mechanisms of Fate Specification in Multicellular Organisms
Bacteria utilize stochastic cell state induction to maintain subpopulations and hedge their
bets against ever-changing environmental conditions. Such global variation would be
detrimental to multicellular organisms that need to tightly control cell fate specification to
avoid wild variation in body form. However, multicellular organisms do utilize stochastic
mechanisms to generate cellular diversity in specific developmental programs. Below, we
discuss how stochastic mechanisms are used to generate random patterns of sensory receptor
selection in mammals and flies.

Locus control regions regulate stochastic expression of local sensory
receptor genes—Mammalian systems utilize locus control regions (LCRs) to control
multiple genes from one genomic locus. The β-globin gene locus is a well-studied case in
which one LCR is required during development for the sequential transcriptional activation
of the five types of globin genes within a cluster (for a review, see Levings & Bungert
2002). LCRs are also critical for the control of sensory receptor expression, and we discuss
the cases of primate trichromacy (i.e., three-color vision) and mouse olfaction below.

Color vision photopigment selection in primates: The color vision system in primates is
an interesting example of stochastic gene expression. In trichromatic primates, a red-,
green-, or blue-detecting photopigment (also called L, M, or S) is selected at random for
expression in a cone cell to the exclusion of the other two (Nathans et al. 1986a,b, 1989;
Roorda & Williams 1999). The result is a mosaic of cell fates across the retina (Figure 2c).
Trichromacy is observed in both New World (Central and South American origins) and Old
World (African and Asian origins including humans) primates utilizing mechanisms of
specification that have distinct similarities and differences. In both cases, there is a poorly
understood, stochastic selection step between the blue opsin on one hand and the red or
green opsins on the other hand. If the red/green opsin locus is chosen, different mechanisms
are employed in New and Old World primates to control a second selection step between the
red and green opsins (Jacobs & Nathans 2009).

In New World primates, the red and green opsin genes are actually two variant alleles of a
single locus on the X chromosome. Thus, in females that are heterozygous for the red and
green opsin genes, stochastic X chromosome inactivation leads to repression of one allele in
each cell and allows for the activation of the other (Figure 2a). With such an X
chromosome–based system, heterozygous females are trichromats whereas homozygous
females and hemizygous males are dichromats (Hunt et al. 1998; Jacobs 1993; Jacobs et al.
1981, 1996; Kainz et al. 1998).

In contrast, Old World primates have one copy of each of the red and green opsin genes in
close proximity on the X chromosome, an arrangement most likely established through an
ancestral unequal crossing-over event that led to local gene duplication (Jacobs & Nathans
2009, Jacobs et al. 2007, Nathans 1999, Vollrath et al. 1988). In this case, if the red/green
locus is chosen, the secondary decision between these opsins involves stochastic promoter
selection. Both genes require a common upstream regulatory element for expression, an
LCR located ~3.5 kb upstream of the red opsin locus. However, this LCR can activate only
one of the two neighboring genes present in the cluster (Figure 2b). Distance from the LCR
element, opsin-specific minimal promoter differences, and LCR copy number are critical in
determining the final red-to-green ratio, which varies widely from individual to individual in
human populations (Ibbotson et al. 1992; Smallwood et al. 2002; Wang et al. 1992, 1999).

In contrast to New World primate color vision, which allows for trichromacy in only a
subpopulation of females, the regulatory system controlling Old World primate color vision
enables trichromacy for all individuals. Both males and females carry both red and green
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alleles whose expression is chosen at random via an LCR-mediated mechanism.
Coexpression of opsins from the two alleles in females is prevented via X inactivation. This
elegant system has enabled better perception of red/green colors in the whole population.

Olfactory receptor selection in mice: The mouse olfactory system exhibits a similar case
of stochastic receptor expression, although to a much higher level of complexity. Each
olfactory sensory neuron (OSN) expresses one allele of a single olfactory receptor (OR)
gene out of a set of approximately 1,300 OR genes, i.e., nearly 4% of the mouse repertoire
of genes (Buck & Axel 1991, Chess et al. 1994, Godfrey et al. 2004, Zhang & Firestein
2002; Figure 2f). This selection appears to be random (though regionally biased; see
Miyamichi et al. 2005, Ressler et al. 1993, Vassar et al. 1993) and cell autonomous. Initially,
a recombination-based mechanism similar to those used to produce immunoglobulins was
posited to account for the decision mechanism. Such a mechanism would lead to permanent
genomic changes. Two groups ruled out such a mechanism by cloning mice from a single
OSN and observing that the OR gene choice was still reset in the cloned mice (Eggan et al.
2004, Li et al. 2004).

Major insights into the mechanism of OR selection came from Serizawa and colleagues
(2003). These authors identified a ~2 kb region called the H region for its high homology to
humans. This H region is found upstream of a cassette of four OR genes and is required for
their exclusive expression in transgenic reporters (Figure 2d). Similar to the LCR in primate
trichromacy, modulating the distance from the H region of each gene changes its expression
frequency (Serizawa et al. 2003).

More recently, Lomvardas et al. (2006) proposed that the H region controls not only the cis
cassette of OR genes but also all OR genes in trans. This hypothesis was based on the
colocalization of the H region with actively expressed OR genes and the biochemical
isolation of the H region in proximity with trans OR genes (Lomvardas et al. 2006).
However, this hypothesis was called into question when the Mombaerts and Sakano groups
(Fuss et al. 2007, Nishizumi et al. 2007) deleted the H region and found that only cis OR
gene expression was lost. Thus, the H region likely acts like an LCR to control selection of
local OR genes. The mechanism for choosing an LCR/gene cluster or individual enhancer/
gene (i.e., locus selection) remains unknown (Figure 2d).

To prevent OR coexpression, transcriptional activation of an OR gene must be coupled with
repression of all other OR genes. Serizawa and colleagues (2003) showed that prevention of
coexpression is mediated by the OR protein itself. OR transgenic reporters that include the
receptor coding regions were never coexpressed with other OR genes. However, deletion of
the coding region allowed for coexpression. Corroborating this idea, a frameshift mutation
in an OR gene resulted in coexpression with other OR genes. This feedback role for a
functional membrane receptor is further supported by the fact that OR pseudogenes are
coexpressed with other ORs (Lewcock & Reed 2004, Serizawa et al. 2003, Shykind et al.
2004). Recently, Tian & Ma (2008) showed that OR signaling activity is required for these
exclusionary mechanisms. Nguyen and coworkers (2007) showed that this negative
feedback must act on DNA repressor elements that are located within the OR protein-coding
region because OR transgenes that only contain the OR coding sequence under the control
of a heterologous promoter can still be repressed (Figure 2e).

Similarities in sensory receptor selection: Selection of OR gene expression from a local
cluster appears to have shared features with photopigment selection in Old World primates.
First, both phenomena require mechanisms that select an enhancer/LCR from different
chromosomes, e.g., blue versus red/green (Figure 2a,b,d). In both systems, this step is still
poorly understood. If an LCR (or H-like region) is selected, a second, better-understood
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selection step occurs in which the promoter of a local receptor gene is chosen for activation
to the exclusion of other local genes (Figure 2a,b,d). Such intra- and interchromosomal
regulatory interactions have been observed in other biological phenomena including the
controlled regulation of cytokine genes in the immune system (for example, Spilianakis et
al. 2005). In the future, it will be exciting to see if the locus selection mechanisms and the
LCR-mediated promoter selection machinery are similar in these systems.

Stochastic expression of a transcription factor controls the color vision
mosaic in flies—Although they are morphologically divergent and evolutionarily
independent, the human and Drosophila color vision systems share specific features
including stochastic expression of genes encoding light-sensing opsin proteins. The fly eye
is composed of approximately 800 ommatidia (i.e., unit eyes). Each ommatidium contains
eight photoreceptors (PRs) called R1 through R8 (Wolff & Ready 1991). The R7 and R8
PRs are specialized for color vision. Specific rhodopsin (rh) expression in the R7 and R8
PRs defines two main subtypes of ommatidia. In the pale (p) subtype, Rh3 is expressed in
R7 coupled with Rh5 expression in R8. In the yellow (y) subtype, Rh4 is expressed in R7
coupled with Rh6 expression in R8. The retina contains ~30% p ommatidia and 70% y
ommatidia arranged at random (Figure 3a; Bell et al. 2007; Chou et al. 1996; Fortini &
Rubin 1990; Franceschini et al. 1981; Montell et al. 1987; Papatsenko et al. 1997; Zuker et
al. 1985, 1987).

The stochastic ommatidial subtype decision is made in R7 and conferred upon R8. In
sevenless mutants that lack R7 cells, nearly all R8s take on the y subtype fate, which
suggests that pR7s must signal to R8s to induce pR8 fate (Chou et al. 1999). R8 subtype fate
is controlled by a bistable feedback loop of two critical regulators, warts (wts)and melted
(melt). In R8s that receive the p signal from R7, melt is upregulated, which represses wts and
yields activation of rh5 and repression of rh6. In R8s that do not receive the R7 signal, melt
remains repressed, allowing for wts expression and activation of rh6 and repression of rh5
(Figure 3b; Mikeladze-Dvali et al. 2005).

Because the stochastic ommatidial subtype decision is made in R7 and conferred upon R8,
the underlying mechanism must not only control Rh expression but also signaling. Wernet
and colleagues (2006) identified the PAS-bHLH transcription factor, Spineless (Ss), as a
critical player regulating these features. ss is expressed in approximately 70% of R7s,
corresponding to the ~70% of R7s that take on the yR7 subtype fate (Figure 3b). In ss
mutants, all R7s take on the pR7 fate, displaying expression of Rh3 and complete loss of
Rh4. Because R7 controls R8 subtype fate, nearly all R8 cells attain pR8 fate in ss mutants
including expression of Rh5 and absence of Rh6. Ectopic expression of ss is sufficient to
induce yR7 fate (i.e., expression of Rh4 and loss of Rh3) and indirectly to promote y fate in
R8 (Wernet et al. 2006).

Although ss has been identified as an important player in the ommatidial subtype decision,
little is known about how its stochastic expression is regulated or how it controls its
downstream target gene network. Although this stochastic phenomenon is found in all
analyzed higher dipteran lineages, mosquitoes (in a distantly related lower dipteran branch)
display a regionalized, nonstochastic array of Rh expression (Hu et al. 2009). As our
understanding of the mechanisms controlling stochastic ss expression/ommatidial
specification increases, it will be interesting to test whether the key mechanistic difference
with mosquitoes reflects a cis-regulatory difference in the ss gene locus, a change in the
activity of an upstream transcription factor, or the invention of a novel mechanism unique to
higher dipterans.
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Stochastic opsin expression occurs in both flies and primates, but it is unclear if the
mechanisms controlling these phenomena share similar features. Mechanisms for LCR
promoter selection found in Old World monkeys do not appear to be utilized in flies, as
evidenced by the use of binary fate switches controlled by regulatory factors and the great
genomic distances between Rh genes. However, selection between the blue and red/green
opsins may occur via a binary switch specification step similar to the one controlled by ss.
As the mechanisms of stochastic opsin expression are elucidated, it will be interesting to see
which features are shared between these systems.

STOCHASTIC CHOICES LEADING TO ROBUST OUTCOMES
The examples of stochastic fate specification discussed above lead to random outcomes as
they produce diverse cell fates that are randomly distributed within a population of cells.
However, other developmental programs compensate for, or direct, stochastic fate
specification to yield reproducible and robust outcomes. We discuss examples of these types
of biological phenomena below.

Motor Neuron Subtype Specification in the Vertebrate Spinal Cord
The vertebrate spinal cord is made up of pools of interneurons and motor neurons that
establish specific axonal connections to other neurons or muscles. The motor neurons within
the spinal cord are organized into discrete columns innervating different muscles. These
columns are thought to be determined along the rostrocaudal axis by gradients of the
signaling molecules retinoic acid, fibroblast growth factor (FGF), and Gdf11 (a TGFβ
family member).

One specific motor column, the lateral motor column (LMC), is further subdivided into
groups of motor neurons called motor pools. The 50 motor pools are marked by the
expression of distinct transcription factor profiles. All neurons from a pool project to a
single muscle target in the limb, and all receive monosynaptic input from proprioceptive
sensory neurons from the same muscle target. Additionally, the neurons from a given pool
are electrically coupled (for a review, see Dasen & Jessell 2009).

The diversification of neuronal subtype fate in motor pools is a complex process involving
directed and stochastic processes. Dasen and colleagues (2003, 2005) have implicated the
Hox transcription factors in the specification of a subset of motor pools. In this context,
expression of the Hox transcription factors is generally controlled by selective, cross-
repressive interactions that occur both rostrocaudally and within segments of the spinal cord.
Within the brachial LMC, spatial information determines expression of the Hoxa5 and
Hoxc5 proteins rostrally and Hoxc8 caudally. Loss of Hoxc8 function results in an
expansion of Hox5 expression caudally, which suggests that Hoxc8 is required to determine
caudal motor pool fate (Figure 4a). This directed specification step generates rostral Hox5+

motor pools and caudal Hoxc8+ motor pools (Figure 4b, purple and black, respectively).

The Hox5 proteins specify approximately 25 of the 50 motor pools in the brachial LMC.
However, little is known about the gene expression batteries or specification mechanisms
that constitute these motor pools. The motor pool that projects to the scapulohumeralis
posterior (Sca) muscle is specified by the combination of the Hox5 proteins and the Runx1
transcription factor (Runt family) (Theriault et al. 2004) (Figure 4b, purple).

Similarly, Hoxc8 controls specification of approximately 25 motor pools within the brachial
LMC. A subset of the Hoxc8+ motor pools has been characterized to proceed through
several additional specification events. Initially, the Hoxc8+ motor pool is characterized by
the expression of a set of transcription factors including Meis1, Hox4, Hoxa7, and Hoxc6
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(Figure 4b, black). As specification occurs, expression of these factors is refined, which
leads to distinct expression profiles for each motor pool.

Several stochastic and directed cell fate decisions generate the diversity of Hoxc8+ motor
pools. The first decision is made stochastically to maintain expression of Hox4 (Figure 4c,
green and black) or Meis1/Hoxa7 (Figure 4c, red) coupled with repression of the alternate
option. This decision involves two double negative feedback loops centered around Hox4.
These bistable loops allow the cells to robustly choose one fate or the other in response to
unknown variations in the expression of these genes.

If Meis1/Hoxa7 expression is maintained, a motor pool of unknown type is specified (Figure
4c, red). If Hox4 expression is maintained, additional specification steps ensue. A second
stochastic decision is made within the Hox4+ pools regarding whether or not to maintain
expression of Hoxc6. This choice appears to occur through yet another bistable double
negative regulatory loop between Hoxc6 and an unknown factor X. This decision further
subdivides the Hox4+ pool into Hoxc6+ (Figure 4c, black) and Hoxc6− pools (Figure 4c,
green).

In the Hox4+/Hoxc6− pool (Figure 4c, green), Hox4 activates the Scip transcription factor
that controls flexor carpi ulnaris (FCU) pool identity (Helmbacher et al. 2003). In the
Hox4+/Hoxc6+ pool (Figure 4c, black), Hoxc6 activates expression of the ETS transcription
factor Pea3 and represses Scip to prevent adoption of FCU (green) pool characteristics
(Figure 4c,d). The Hox4+/Hoxc6+ pool undergoes a final regionally directed fate decision
between expression of the Lim1 or Isl1 transcription factors (determined by medial or lateral
position of the pool in the spinal cord). Lateral Lim1 expression drives anterior latissimus
dorsi (Ald) pool fate (Figure 4d, yellow) whereas medial Isl1 expression induces pectoralis
muscle (Pec) pool fate (Lin et al. 1998) (Figure 4d, blue).

The stochastic and spatial mechanisms controlling motor pool identity initially leave a
mosaic of cell fates within the spinal cord. However, these neurons must be clustered to
become electrically coupled, innervate their targets, and ensure generation of reproducible
coherent motor pools (Figure 4e). Motor neuron pool sorting appears to involve cadherins.
Price et al. (2002) showed that motor pools have unique combinatorial cadherin expression
profiles. They demonstrated that altering expression of a specific cadherin gene (i.e., MN-
cadherin) impaired pooling (Price et al. 2002). Furthermore, Livet and colleagues (2002)
showed that Pea3 mutant mice displayed a loss of Cadherin-8 expression and a failure to
properly cluster motor pools. Together, these data suggest that motor pool–specific cadherin
activity is critical for pool sorting.

For the vertebrate spinal cord, repositioning neurons after stochastic cell fate specification
yields robust motor pools. It is not yet clear how these stochastic choices are made, but the
end result of these specification mechanisms is clear: distinct and exclusive cell fate. These
fates are not only defined by discrete transcription factor constituency but also by unique
expression patterns of specific cadherin genes. These cadherins putatively drive neuronal
migration to produce the final robust outcome. Therefore, it appears that stochastic choices
lead to the specification of different neuronal cell types distributed randomly within a field
of cells. The repositioning of these cells compensates for random fate determination, which
leads to the clustering of functionally similar but independently specified neurons that need
to work together.

Lateral Inhibition Coordinates Stochastic Cell Fate Choices
The stochastic decisions described above appear to be cell autonomous. However, other
aspects of stochastic choices are not cell autonomous and instead involve a turf war between
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two or more cells. In many of the best-studied cases, the Notch signaling pathway is used to
achieve lateral inhibition, i.e., a competition for exclusive fates through cross-signaling
between two or more cells. Schematically, activation of the Notch receptor induces its own
upregulation and repression of its ligand Delta. This leads to increased sensitivity in one cell
to the Delta signal from a neighboring cell. This neighboring cell receives less signal,
leading to the downregulation of Notch expression and upregulation of Delta expression. In
this way, a minimal initial difference in signaling between two cells can lead to dramatically
different fates between these two cells, one being Notch+ and the other Notch−. This type of
feedback loop forms a bistable system that ensures unambiguous stochastic decisions (for
reviews, see Bray 2006, Greenwald 1998).

Notch signaling is used in numerous developmental programs. However, if the basis of
Notch lateral inhibition is stochastic, how do biological systems compensate to generate
robust outcomes? Below, we discuss the ways in which Notch signaling is directed or
compensated for to yield reproducible outcomes. Furthermore, we discuss a special type of
Notch-independent lateral inhibition that relies on random biasing of signaling through gap
junctions to produce stochastic cell fate specification.

Coping with stochastic Notch signaling: the worm anchor cell/ventral uterine
precursor decision—The worm Caenorhabditis elegans is well known for its mostly
lineage-based mechanism of cell fate specification. The worm is composed of 959 somatic
cells whose lineages have been precisely defined. Despite this predominantly determinate
cell fate strategy, C. elegans development incorporates stochastic mechanisms to further
diversify cellular subtypes.

One of the best-described examples of nonautonomous stochastic cell fate specification
occurs in gonadogenesis. Lateral inhibition mediated by Notch (LIN-12 in worms) signaling
is critical to coordinate two distinct cell fates that are stochastically determined. The gonad
precursor cells Z1.ppp and Z4.aaa are equipotent for the anchor cell (AC) and ventral uterine
precursor (VU) fates. Both of these cells express the LIN-12/Notch receptor and the LAG-2/
Delta ligand. A small difference in LIN-12 activity leads to upregulation of lin-12 and
repression of lag-2 in the presumptive VU and the opposite effect in the presumptive AC
(Figure 5b). In the absence of LIN-12 activity (as in lin-12 null mutants), both cells take on
the AC fate, whereas high, ectopic LIN-12 activity in both cells is sufficient to induce VU
fate (Greenwald 1985, 1987, 1998; Greenwald & Seydoux 1990; Greenwald et al. 1983,
1987; Kimble 1981; Kimble & Hirsh 1979; Seydoux & Greenwald 1989; Wilkinson et al.
1994; Yochem et al. 1988).

What is the source of the stochastic difference between the two cells? Karp & Greenwald
(2003) demonstrated that the cell born first is more frequently destined to take on the VU
fate (i.e., high LIN-12/Notch activity). They posited that the first-born cell either expresses
more Notch receptor or is at a cell cycle stage that is more receptive when signaling occurs.
Alternatively, it might be able to receive some signaling from other surrounding cells and
therefore be biased to higher LIN-12 activity than the naive cell that is born later. It appears
that the ultimate cause of this random decision is the temporal noise inherent in the cell
divisions preceding the final division leading to Z1.ppp and Z4.aaa (Figure 5a; Karp &
Greenwald 2003).

Interestingly, it ultimately does not matter which cell becomes the AC or VU. The three VU
cells (one dependent on the AC/VU decision and two that are independently determined)
divide twice and take up similar positions in relation to the AC irrespective of the stochastic
AC/VU decision. The AC then uses LIN-12 signaling unidirectionally to induce Pi cell fate
(a particular ventral uterine intermediate precursor fate) in a specifically positioned subset of
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six VU descendants, thus ensuring robustness and reproducibility of uterine formation
(Figure 5c; Newman et al. 1995). Thus, one cannot distinguish the AC/VU cell fate decision
in adults who have completed development. However, the important feature of the system is
that it ensures the determination of one AC and one VU from these equipotent precursors
because deviation leads to gross uterine and vulval abnormalities. In this way, the
developmental program uses stochastic lateral inhibition to generate cell diversity (i.e., AC/
VU cell fate specification), but then incorporates other mechanisms (i.e., cell positioning
and signaling) to ensure robustness and reproducibility.

The robustness of the vulval/uterine developmental program has been rigorously examined
in different species and genetic backgrounds and in response to environmental variation
(Braendle & Felix 2008, Felix 2007, Kiontke et al. 2007, Milloz et al. 2008). In the future, it
will be interesting to see whether there are subtle differences in the robustness of vulval/
uterine development and overall fitness that are dependent on the stochastic AC/VU
decision.

Directing Notch signaling in the fly eye—As illustrated for the AC/VU decision in
worms, Notch signaling can result in stochastic cell fate specification. In that case,
downstream cell positioning and signaling mechanisms ensure reproducible organogenesis.
In this way, the system compensates for the randomness of Notch signaling after the
stochastic cell fate specification event. However, other systems use distinct mechanisms to
predetermine Notch signaling to yield robust outcomes. Below, we describe two such
mechanisms incorporated in the fly eye.

Using a gradient to bias Notch signaling: R3/R4 specification: As mentioned above, the
fly eye is made up of ~800 ommatidia composed of eight PRs. The six outer PRs (R1-R6)
are arranged in a distinct trapezoidal shape around the inner PRs (R7 and R8) (Wolff &
Ready 1991). The determination of these eight PRs incorporates distinct mechanisms
involving signaling between specific cells. The R8 cell is the master regulator that recruits
the other PRs through epidermal growth factor receptor (EGFR) signaling. R2/R5 are
recruited first, followed by R3/R4, then R1/R6, and finally R7. Of the pairs of photoreceptor
cells (i.e., R2/R5, R3/R4, and R1/R6), R3 and R4 appear to be the only ones that undergo
further determinate specification (Figure 6b; Fanto et al. 1998).

Upon recruitment, the presumptive photoreceptors R3 and R4 in each ommatidium have the
capacity to take on either cell fate. Lateral inhibition via Notch signaling ensures that only
one cell becomes R3 whereas the other becomes R4. This distinction between R3 and R4
allows proper positioning of the six outer photoreceptor cells to form a chiral trapezoid that
is necessary for the rotation of the photoreceptor cluster and the formation of the regular
array of ommatidia. This mechanism works exactly as in the worm gonad, where the cell
with high Notch activity upregulates Notch receptor transcription and downregulates Delta
ligand expression and the cell with low Notch activity acts in the opposite way. Here, the
cell with high Notch becomes the R4 cell whereas the cell with low Notch becomes the R3
cell, the same way that the cell with high LIN-12 activity becomes the VU whereas the cell
with low LIN-12 becomes the AC (Figure 6a; Cooper & Bray 1999, Fanto & Mlodzik 1999,
Tomlinson & Struhl 1999).

Excluding the R7/R8 subtype specification discussed above, the fly eye relies on highly
robust cell fate specification mechanisms to generate its highly ordered crystalline structure.
So, how is stochastic R3/R4 specification directed to yield reproducible outcomes? The fly
eye uses a gradient system to bias the lateral inhibition system. There is a gradient of frizzled
(fz) activity that is strongest at the dorsal/ventral equator of the eye and dissipates toward the
polar regions (Boutros et al. 1998, Strutt et al. 1997, Tomlinson et al. 1997, Zheng et al.
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1995). Fz is a canonical Wingless/Wnt receptor. However, in this context, Fz must be
activated via a different mechanism because wingless/wnt mutants have no detectable
defects. Rather, opposing expression gradients of the transmembrane/secreted protein Four-
jointed (strongest equatorially/weakest distally) and the cadherin Dachsous (weakest
equatorially/strongest distally) regulate the function of another cadherin, Fat, to control
graded Fz activity (Yang et al. 2002).

Because, in each ommatidium, R3 is always positioned closer than R4 to the equator in the
dorsal/ventral axis, the presumptive R3 is subject to a slightly higher level of Frizzled
activity. Higher Frizzled activity in R3 leads to upregulation of Delta and/or downregulation
of Notch that causes slightly lower Notch activity in R3 relative to R4. This bias is
reinforced by the classical Notch feedback loops, which lead to low Notch activity and R3
fate in the cell positioned closer to the equator and high Notch activity and R4 fate in the
distal cell (Figure 6a). Thus, in fz mutants, the bias is absent and the lateral inhibition
determining R3 and R4 is now stochastic, which leads to randomized trapezoid polarity and
random rotation of the cluster with disruption of the ommatidial array. In Notch mutants,
both cells take on R3 fate, leading to a characteristic dual R3 symmetric cluster and
randomized rotation. Notch gain of function leads to both cells assuming symmetric R4 fates
with their distinct cell positions and randomized rotation (Figure 6a; Cooper & Bray 1999,
Fanto & Mlodzik 1999, Tomlinson & Struhl 1999).

Cis-inhibition biases Notch signaling: R7 specification: The last step in photoreceptor
specification is the recruitment and determination of the R7 photoreceptor. This process
involves a combination of EGFR and Sevenless/RAS signaling from R8 and Notch signaling
from R1/R6 to specify the presumptive R7 cell. Loss of any of these signaling events
prevents proper R7 specification. Particularly, loss of Notch signaling causes the
presumptive R7 to take on the R1/R6 fate. In contrast, ectopic Notch activation in R1/R6
induces R7 fate, which suggests that R1, R6, and R7 are all competent for the R1/R6 or R7
fate, but directing Notch signaling ensures that the cells take on the proper fates in a highly
reproducible way (Cooper & Bray 2000, Tomlinson & Struhl 2001, Voas & Rebay 2004).

The directional nature of Notch signaling in R7 specification must involve biasing that
would prevent Notch activity in R1/R6 while inducing high activity in R7. Miller and
coworkers (2009) showed that cis-inhibition of Notch activity plays a critical role in this
bias. Cis-inhibition occurs when the Delta ligand inhibits Notch activity when expressed in
the same cell (Cordle et al. 2008, Jacobsen et al. 1998, Klein et al. 1997, Ladi et al. 2005,
Micchelli et al. 1997, Sakamoto et al. 2002). Miller and coworkers (2009) found that, as
expected, when R1 and R6 precursors are mutant for Delta, they both assume R7 fate
whereas the R7 precursor takes on the R1/R6 fate. This result shows that the R1/R6
signaling interaction with R7 must be a case of directed lateral inhibition. They next tested
cases in which a single R1 or R6 cell was mutant for Delta. In the classical feedback model
of Notch-mediated lateral inhibition, the fates should be reversed because the bias of Notch
signaling from the mutant R1 or R6 to R7 has been flipped. However, they found that when
a single R1 or R6 precursor is mutant for the Delta ligand, that cell and the R7 precursor
both take on R7 fate, whereas the wild-type R1/R6 precursor retains R1/R6 fate. This
observation suggested that Delta might play a cell-autonomous role in R1/R6 to prevent high
Notch activity and R7 fate. The simplest idea is that Delta acts via cis-inhibition in R1/R6 to
repress Notch activity to control the bias in this directional lateral inhibition phenomenon
(Figure 6c).

Miller and coworkers (2009) corroborated this cis-inhibition model by generating R1/R6
precursors mutant for the E3 ubiquitin ligase Neuralized. Neuralized is required in the Delta
signaling cell to efficiently activate Notch in the neighboring cell (Lai et al. 2001,
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Pavlopoulos et al. 2001). In retinas in which both R1 and R6 are mutant for neuralized,
Delta is present in these cells but is unable to induce high Notch activity in R7 (Li & Baker
2004). In the classical feedback model, this should result in a flip-ping of the lateral
inhibition interaction such that the R1/R6 precursors take on R7 fate and the R7 precursor
takes on R1/R6 fate. In this mutant condition, the R7 precursor does indeed assume the R1/
R6 fate, but the R1/R6 precursors retain R1/R6 fate. The most parsimonious explanation is
that although Delta in R1/R6 is not able to signal high Notch activity in R7 in neuralized
mutants, it is able to suppress Notch activity autonomously via cis-inhibition. The end result
is that all three cells take on the R1/R6 fate because R7 lacks Notch activation via Delta
signaling and R1/R6 autonomously represses Notch activity (Figure 6c).

Cis-inhibition of Notch activity in R1/R6 is critical for directed lateral inhibition, but how is
this directionality set up? It appears that the timing of Delta expression is important. Delta is
expressed in R1/R6 hours before it is expressed in R7 (Parks et al. 1995). When Delta is
ectopically expressed early in the R7 precursor, this cell takes on the R1/R6 fate, suggesting
that the R7 precursor is susceptible to Notch cis-inhibition and that the timing of Delta
expression is key to setting up the directionality. Presumably, the R1/R6 precursors remain
susceptible to cis-inhibition even when Delta is ectopically expressed in R7, which
completely prevents lateral inhibition and results in R1, R6, and R7 specifying R1/R6 fate.
Thus, these data suggest that Delta is expressed early in R1/R6, which sets up cis-inhibition
in these cells. This low Notch activity in R1/R6 biases the signaling interaction with R7 such
that R7 now receives high Notch activation.

These observations raise the question of the general role of cis-inhibition in regulating
Notch-mediated lateral inhibition. Because the study of the R7 versus R1/R6 decision is the
first to directly implicate the role of cis-inhibition in directing lateral inhibition, the answer
to this question is unclear. A thorough investigation of this phenomenon will elucidate
whether cis-inhibition is a sparsely used adaptation of the Notch pathway or a common
feature utilized in all cases of lateral inhibition.

Temporal input into Notch-mediated lateral inhibition: As in the AC/VU decision,
timing is critical in determining the outcome of Notch-mediated lateral inhibition between
R1/R6 and R7. However, it appears that the Notch activity outcome is opposite for these two
cases. In the R1/R6 interaction with R7, low Notch activity occurs in the first-recruited cells
(i.e., R1 and R6), whereas high Notch activity is activated in the later-recruited R7 cell
(Figure 6c). For the AC/VU decision, the first-born cell has high Notch activity and
becomes the VU cell, whereas the last-born cell has low activity and becomes the AC cell
(Figure 5a). Cis-inhibition can explain the temporal ordering for the R1/R6 and R7 decision.
For the AC/VU decision, the mechanism is less clear and perhaps more intriguing. How
would the early cell attain higher Notch activity? It seems that cis-inhibition can likely be
ruled out because the opposite phenotype would be predicted in such a case (i.e., the
firstborn cell would be inhibited for Notch activity and thus take on the AC fate). It will be
interesting to see how higher Notch activity is established in the firstborn cell, leading to the
bias in signaling between the AC/VU precursors.

Lateral Inhibition through Gap Junctions Controls Stochastic Neuronal Asymmetry
The examples mentioned above illustrate how Notch-mediated lateral inhibition can be
directed or compensated for to yield robust outcomes. In this section, we describe a similar
phenomenon of lateral inhibition that utilizes signaling through gap junctions as a
completely novel specification mechanism. As opposed to the other examples of lateral
inhibition, this case generates a random outcome incorporating additional dedicated
mechanisms to maintain the stable fate choice.
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As described above, C. elegans development is characterized by an almost completely
determinate cell lineage. Among its ~1,000 somatic cells, 302 are specified as neurons, 198
of which occur in bilateral pairs (Hobert et al. 2002, Wes & Bargmann 2001). Thus, the
worm seems to have a limited repertoire of neuronal types and, hence, functions. The
complement of neuronal functions is increased by diversification of gene expression and
functions laterally, resulting in left/right asymmetry (Pierce-Shimomura et al. 2001, Wes &
Bargmann 2001). One well-studied case involves the gustatory neurons, ASE left (ASEL)
and ASE right (ASER). This example is stereotypical of much of worm development in that
it is determinate and relies on cell fate decisions made at early stages (Poole & Hobert
2006). By an unknown mechanism, early inductive events are translated into a binary fate
decision mediated in postmitotic neurons by a bistable feedback loop of microRNAs and
transcription factors (Chang et al. 2003, 2004; Johnston & Hobert 2003, 2005; Johnston et
al. 2005, 2006; Sarin et al. 2007).

In contrast, the AWC pair of olfactory neurons uses stochastic cell fate specification to
diversify gene expression and function. In wild-type animals, one AWC neuron takes on the
AWCon fate whereas the other establishes the AWCoff fate. In 50% of animals, the AWC on
the left side takes on AWCon fate with the AWC on the right side specified as the AWCoff

fate. The other 50% establish the reverse combination of fate specification. AWCon fate is
defined by the expression of str-2 and absence of srsx-3, whereas AWCoff fate is marked by
the expression of srsx-3 and absence of str-2 (Figure 7a,d,e; Troemel et al. 1999).

The first indication that a lateral inhibition mechanism controls AWC asymmetry was the
observation that laser ablation of an AWC precursor at the L1 larval stage results in the
other cell taking the default AWCoff fate 100% of the time. Ablation after the L1/L2
transition did not affect fate specification, which suggests that the fates are already
established and maintained at this point. Furthermore, mutations affecting axon guidance
also cause both AWCs to take on the AWCoff state, which suggests that cell-cell contact is
required for this mechanism (Troemel et al. 1999).

This case of lateral inhibition does not involve Notch signaling (Troemel et al. 1999).
Rather, the Bargmann lab (Vanhoven et al. 2006, Chuang et al. 2007) has identified several
components of a new type of lateral inhibition mechanism. The key molecular players
appear to be the NSY-4 claudin-like transmembrane protein (Vanhoven et al. 2006) and the
NSY-5 innexin (Chuang et al. 2007), which mediate gap junction formation. High activity of
either NSY-4 or NSY-5 can drive AWCon fate. These proteins are expressed in both AWC
neurons. However, each neuron appears to be more responsive to a particular regulator. The
AWC on the left side is biased to high NSY-4 activity, whereas the AWC on the right side is
more responsive to NSY-5 activity (Figure 7b). Thus, both AWC cells pursue AWCon fate,
but in different ways.

The mechanism controlling the determination of AWC asymmetry is complex. First, an
embryonic neural network of NSY-5-mediated gap functions is initiated (Figure 7c). Later,
NSY-5 and NSY-4 participate in the completion of this neural network. Once this network is
established, it is hypothesized that a difference in membrane potential between the left and
right AWC cells is required for their specification as AWCon or AWCoff (Chuang et al.
2007) (Figure 7d).

Once this bias is established, a signaling cascade reinforces the cell fate decision. In the
AWCon cell, high signaling through gap junctions is associated with active NSY-4 and
NSY-5. High NSY-4 and NSY-5 activity prevents calcium influx, which leads to the
repression of CaMKII and MAP kinase function. Repression of the CaMKII/MAPK
pathway and activation of NSY-4 and NSY-5 is reinforced by the RAW-repeat protein
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OLRN-1. In the absence of MAP kinase activity, the transcription factor NSY-7 upregulates
str-2 and represses srsx-3. In the presumptive AWCoff cell, low signaling through gap
junctions induces the influx of calcium, which leads to the upregulation of CaMKII and
MAP kinase activity. MAP kinase activity represses NSY-7 expression, which leads to the
upregulation of srsx-3 and repression of str-2 (Figure 7d; Bauer Huang et al. 2007, Chuang
& Bargmann 2005, Chuang et al. 2007, Lesch et al. 2009, Sagasti et al. 2001, Tanaka-Hino
et al. 2002, Vanhoven et al. 2006).

Cellular communication between AWCL and AWCR is required during the embryonic and
L1 larval stages. During the L1/L2 transition, the fates have been set, and disruption of this
cell-cell interaction (or ablation of one of the cells) causes no effect (Troemel et al. 1999).
Thus, AWC fate must be maintained independent of the initial signaling spec-ification
events. The NSY-7 transcription factor is induced in response to the initiation of AWCon

fate and persists to maintain expression of str-2 and repression of srsx-3. Additionally, the
ODR-1 guanylate cyclase and EGL-4 cGMP-dependent kinase are required to maintain
expression of str-2 in AWCon and srsx-3 in AWCoff. Because these genes are required for
normal olfaction and olfactory plasticity in AWC, neuronal activity appears to be critical to
maintain receptor expression in this system (Figure 7e; Lesch et al. 2009).

CONCLUSION: ARE STOCHASTIC CELL FATE SPECIFICATION
MECHANISMS COMMON IN DEVELOPMENTAL PATHWAYS?

In this review, we discuss stochastic cell fate specification mechanisms that are either
utilized to generate random outcomes or compensated for/directed to yield robust,
reproducible outcomes. In both cases the function of stochastic cell fate specification is to
diversify cell fates, whether it is to generate subpopulations of different bacterial states or to
produce a larger variety of neuronal subtypes.

Are other stochastic mechanisms utilized in robust developmental phenomena? Although
Notch-mediated lateral inhibition is used often throughout development, it is not clear
whether other stochastic mechanisms are common. The answer may lie in the evaluation of
genetic mutations. Although some mutations cause complete and reproducible phenotypes,
others result in variable or stochastic outcomes. Examples of incomplete penetrance (the
percentage of individuals that exhibit a mutant phenotype) or expressivity (variable
phenotypes between individuals) are common to many mutant phenotypes. Of course, in
many of these cases, a directed mechanism may simply stochastically surpass required
molecular thresholds for function. However, in other cases, the variable outcome may be the
result of an underlying stochastic mechanism that is only revealed when a robustness
mechanism is ablated. An example of the identification of such a mechanism based on
mutant analysis is the stochastic R3/R4 chirality observed in frizzled mutants (Figure 6c). As
the mechanisms controlling robustness are elucidated, it will be interesting to see the
commonality of underlying stochastic mechanisms.

SUMMARY POINTS

1. Stochastic cell fate specification mechanisms are used to generate cellular
diversity.

2. Stochastic fate determination can lead to random outcomes (as is often seen in
the nervous system). However, it can be compensated for or directed by using
robustness mechanisms.

3. Stochastic bet-hedging in bacteria diversifies a genetically clonal population,
which allows some cells to survive adverse conditions.
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4. Different stochastic fate specification processes may utilize similar mechanisms
(e.g., primate color vision and mouse olfaction).

5. General strategies of stochastic mechanisms can be utilized by very different
systems using quite different molecular players to generate cellular diversity
(i.e., lateral inhibition in worm gonadal development and AWC lateral
asymmetry).

FUTURE ISSUES

1. For most of these examples of stochastic cell fate specification, the
identification of new molecular players will be necessary before true insight into
the mechanisms controlling these phenomena can be achieved. This is
particularly true of the apparently cell-autonomous cases in vertebrates and flies.
The difficulties in identifying critical factors controlling these mechanisms
suggest that they may involve genes that are critical for basic functions of the
cell/organism (e.g., factors that mediate intra- or interchromosomal
interactions).

2. Once the molecular players have been identified, precise genetic and
biochemical pathways must be established to elucidate the distinct cell fate
specification mechanisms.

3. The phenomena that have well-characterized mechanisms (e.g., Notch-based
lateral inhibition) can then be analyzed to identify the sources of noise and/or
bias in the system (e.g., cell birth order). Of course, this may lead to
reevaluation of the mechanism (e.g., how does cell birth order control lateral
inhibition in the worm uterus?).

4. Careful characterization of each step in a given mechanism will reveal the
importance of the logical organization of a gene network/cellular process (e.g.,
the order of gene interactions in the ComK negative feedback loop).

5. Development is often thought of as a directed process leading to a final robust
outcome. However, many of the examples here illustrate that stochastic cell fate
mechanisms can generate cell diversity, but these processes can be directed or
compensated for by other means to ensure robust outcomes. The identification
of new cases of stochastic cell fate specification may lead to the characterization
of new stochastic fate determination and robustness mechanisms.
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Figure 1.
Stochastic bet-hedging in bacteria generates population diversity. (a) Type I bacterial
persisters. A small, stochastic subpopulation of dormant persisters survive adverse
conditions. Upon return to normal growth conditions, these cells divide and reestablish the
population. Finally, a new persister subpopulation is determined. (b) The DNA uptake
competence cycle in Bacillus subtilis. Noise within the system drives the transition from the
vegetative state to the competent state.
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Figure 2.
The primate color vision and mouse olfactory systems utilize stochastic locus selection and
locus control region (LCR)-mediated mechanisms. (a) Stochastic photopigment selection in
New World primates requires locus selection and X inactivation. (b) Stochastic
photopigment selection in Old World primates requires locus selection and LCR-mediated
exclusive activation. (c) Stochastic expression of blue, red, and green photopigments in
humans (adapted from Roorda & Williams 1999). (d) Stochastic olfactory receptor selection
in mice requires locus selection and H region/LCR-mediated activation. (e) Functional
olfactory receptors feed back to repress expression of other olfactory receptor gene alleles.
(f) Stochastic expression of olfactory receptors in mice (courtesy of T. Ishii and P.
Mombaerts, The Rockefeller University). Enh, enhancer.
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Figure 3.
The fly eye is a stochastic mosaic of two ommatidial subtypes. (a) Rhodopsin (Rh)3 and
Rh4 are stochastically distributed in R7 neurons. Rh5 and Rh6 are stochastically and
exclusively distributed in R8 neurons, and their expression is coupled to R7 subtype
specification. (b) The yellow subtype is determined by the stochastic expression of the
Spineless (Ss) transcription factor in R7s. Pale subtype fate is signaled from R7 to R8. Wts,
Warts; Melt, Melted.

Johnston and Desplan Page 27

Annu Rev Cell Dev Biol. Author manuscript; available in PMC 2011 November 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 4.
Neuronal migration compensates for stochastic cell fate specification mechanisms to yield
robust motor pools. (a) Rostral/caudal gradients of retinoic acid, fibroblast growth factor
(FGF), and Gdf11 (a TGFβ family member) determine expression of Hox5 rostrally and
Hoxc8 caudally. (b) Hox5 determines the scapulohumeralis posterior (Sca) muscle motor
pool (purple). Hoxc8-expressing cells coexpress several Hox genes before undergoing
additional stochastic and directional specification steps (brown). (c) The Hoxc8-expressing
cells stochastically choose between expression of Hox4 or Meis1/Hoxa7. Hox4-expressing
cells undergo a second stochastic decision to express Hoxc6 or not. Hox4+ Hoxc6− cells are
specified as the flexor carpi ulnaris (FCU) pool (green). Hox4+ Hoxc6+ cells undergo an
additional directed specification step (black). Meis1/Hoxa7-expressing cells determine an
undefined motor pool (red). (d) Directed regionalization mechanisms determine Lim1 or
Isl1 expression in Hox4+ Hoxc6+ cells. Lim1-expressing cells are specified as the anterior
latissimus dorsi (Ald) motor pool (yellow). Isl1-expressing cells are specified as the
pectoralis muscle (Pec) motor pool (blue). (e) Stochastic cell fate specification is
compensated for via neuronal migration into coherent motor pools.
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Figure 5.
Cell positioning and signaling compensate for stochastic lateral inhibition in the worm
vulval developmental pathway. (a) The precursor cells of the anchor cell (AC, orange) and
the ventral uterine precursor (VU, blue) have similar lineage origins. Variability (i.e., noise)
in cell division rates results in stochastic precursor birth order. The first-born precursor cell
has higher LIN-12/Notch activity that biases lateral inhibition. The cell with high LIN-12/
Notch takes on the VU fate, whereas the cell with low LIN-12/Notch activity takes on the
AC fate. The first division at the MS cell stage has been inverted for illustration purposes
(adapted from Karp & Greenwald 2003). (b) LIN-12 lateral inhibition generates two
exclusive fates via a nonautonomous bistable feedback loop (adapted from Karp &
Greenwald 2003). The bHLH transcription factor, HLH-2, mediates this feedback loop. (c)
Robustness mechanisms, including reproducible cell positioning and directional LIN-12
signaling, compensate for the stochastic AC/VU decision.

Johnston and Desplan Page 29

Annu Rev Cell Dev Biol. Author manuscript; available in PMC 2011 November 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 6.
A gradient of Frizzled (Fz) activity and cis-inhibition directs stochastic Notch signaling in
the fly eye. (a) A gradient of Fz activity biases Notch activity such that R3 has high Notch
activity and R4 has low Notch activity. As in the AC/VU example, feedback loops reinforce
the fate decisions. (b) Development of the fly retina. A 5-cell precluster is determined
followed by specification of R3 or R4 fate via Fz-directed Notch signaling. R1 and R6 are
recruited to the cluster and then signal via Notch to induce R7 fate (completing
photoreceptor recruitment). The clusters of cells rotate to their final position. (c) Cis-
inhibition of Notch activity by Delta in R1/R6 cells induces directional Notch signaling to
specify R7 fate. As in the AC/VU example, feedback loops reinforce the fate decisions. For
simplicity, * indicates the Notch-mediated inputs via signaling from R6.
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Figure 7.
A gap junction–mediated mechanism of lateral inhibition controls stochastic lateral olfactory
neuronal fate in worms. (a) The AWC on the left side (AWCL) and the AWC on the right
side (AWCR) stochastically and exclusively choose the AWCon or AWCoff fate. AWCon is
marked by expression of str-2::dsRed2 whereas AWCoff is marked by expression of
srsx-3::green fluorescent protein (GFP). Image from Lesch et al. (2009). (b) AWCL is
intrinsically biased to be more responsive to NSY-4 activity whereas AWCR is intrinsically
biased to be more responsive to NSY-5 activity. Both cells pursue AWCon fate but via
different mechanisms. (c) A gap junction network mediated by NSY-5 forms between
ipsilateral AFD, ASH, and AWC neurons in embryonic stages. (d) The network is
completed when bilateral neuronal pairs create gap junctions. The AWC pair generates gap
junctions via the NSY-5 innexin protein. Signaling through gap junctions is stochastically
directed to an AWC cell (e.g., AWCL). Directionality of signaling is reinforced by
upregulation of NSY-4 and NSY-5, which represses Ca2+ influx and prevents activation of
the MAP kinase (MAPK) cascade. NSY-7 is active in the absence of MAPK activity, which
leads to AWCon fate (red). The cell with lower NSY-4 and NSY-5 activity allows Ca2+

influx. Ca2+ activates CAMKII and the MAPK cascade. The MAPK pathway represses
NSY-7, which leads to AWCoff fate (green). (e)AWCon fate is maintained by NSY-7.
ODR-1 and EGL-4 are generally required for maintenance of both AWCon and AWCoff

fates.
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Table 1

Stochastic cell fate phenomena that yield random or robust final outcomes

Organism Phenomenon Stochastic mechanism Robustness
mechanism

Final outcome

Escherichia coli Bacterial persistence Unknown mechanism NA Stochastic subset of bacteria
can tolerate harsh conditions

Bacillus subtilis Competence to take up DNA Noise in gene
regulation

NA Transient stochastic windows
of competence

Primates Color vision 1. Unknown locus
selection
2. LCR promoter
selection

NA Stochastic expression of
photopigments

Mus musculus Olfaction 1. Unknown locus
selection
2. LCR promoter
selection

NA Stochastic expression of
olfactory receptors

Drosophila melanogaster Color vision Unknown mechanism
regulating the spineless
TF

NA Stochastic expression of
photopigments

Vertebrates Motor neuron specification Unknown regulation of
Hox genes

Cell positioning Reproducible motor pools in
positioning and constituency

Caenorhabditis elegans Uterus development Lateral inhibition via
Notch/LIN-12

Cell positioning
and division

Reproducible uterus structure

Drosophila melanogaster R3/R4 photoreceptor specification Lateral inhibition via
Notch/LIN-12

Frizzled
activity
gradient directs
Notch activity

R3/R4 patterning across the
retina is uniform

Drosophila melanogaster R7 photoreceptor specification Lateral inhibition via
Notch/LIN-12

Cff-inhibition
of Notch
activity in R1/
R6 cells

One R7 is specified per
ommatidium

Caenorhabditis elegans AWC olfactory neuron lateral
asymmetry

Lateral inhibition via
differential signaling
through gap junctions

NA Stochastic expression of
olfactory receptors

NA, not applicable; LCR, locus control region; TF, transcription factor.

Annu Rev Cell Dev Biol. Author manuscript; available in PMC 2011 November 10.


