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Subgroup analyses are often reported in randomized controlled
trials and meta-analyses. Apparent subgroup effects may, how-
ever, be misleading. Surgeons may therefore find it challenging
to decide whether to believe a claim of subgroup effect (i.e., an
apparent difference in treatment effect between subgroups of
the study population). In the present study, we introduce seven
widely used criteria to assess subgroup analyses in the surgical
literature and include two examples of subgroup analyses from
a large randomized trial to elaborate on the use of these criteria.
Typically, inferences regarding subgroup effects are stronger if
the comparison is made within rather than between studies, if
the test for interaction suggests that chance is an unlikely ex-
planation for apparent differences, if the subgroup hypothesis
was specified a priori, if it was one of a small number of hy-
potheses tested, if the difference in effect between subgroup
categories is large, if it is consistent across studies, and if there
is indirect evidence supporting the difference (a biological
rationale).

When testing the impact of surgical interventions, investi-
gators may examine whether the effects differ between subgroups
of patients or ways of administering an intervention—so-called

subgroup analysis. For instance, in a randomized trial of re-
movable splinting compared with casting for wrist buckle frac-
tures in children, children with moderate injury (but not those
with mild or severe injury) in the splint group had a larger
change in scores on the Activity Scales for Kids than did the
casting group1. In another example, a meta-analysis of sutures
compared with staples for skin closure in orthopaedic surgery,
the risk of a wound infection developing in patients with hip
surgery (but not in other groups) was four times greater after
staple closure than after suture closure2.

Typically, the primary hypothesis of a randomized trial
is to investigate the effect of treatment; subgroup analyses
form secondary hypotheses in these studies. Such secondary
subgroup analyses are common in randomized trials. A recent
survey found that 38% (twenty-seven) of seventy-two surgical
trials included subgroup analyses, and 57.4% (thirty-one) of
fifty-four reported subgroup analyses claimed subgroup ef-
fects (that is, that the effect differed across subgroup cate-
gories)3. On the one hand, the real subgroup effects are
important and informative, which allows targeting use of
therapies to individual patients to achieve optimal treatments.
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On the other hand, the apparent differential effects among
subgroups may be spurious, and the application of apparent
subgroup findings to individual patients will be misleading.
Therefore, an assessment of whether an apparent subgroup
effect is spurious becomes an impetus. Many reasons may
explain that an apparent subgroup effect is spurious. Some
result from the fact that subgroup analysis is typically under-
powered, involves multiplicity of testing, and often serves to
generate a hypothesis. Some may be beyond the subgroup anal-
ysis itself. For instance, a poorly designed and conducted trial
may result in misleading differential effects among subgroups of
patients.

Typically, judging whether there is, or is not, a difference
of effect between study subgroups involves uncertainty. Often,
we cannot absolutely accept, or reject, a putative subgroup
effect. What we can do is place the likelihood that a subgroup
effect is real on a continuum from highly plausible to extremely
unlikely.

In an effort to help clinicians assess the credibility of a
putative subgroup effect, Oxman and Guyatt4 suggested seven
criteria to guide inferences about the credibility of subgroup
analyses. The greater the extent to which these criteria are met,
the more plausible is the putative subgroup effect. Since then,
these criteria have undergone rigorous assessment by method-
ologists and biostatisticians and have been used widely to assess
the credibility of hypothesized subgroup effects in the medical
literature5-14. We acknowledge that the assessment of subgroup
credibility involves judgment, and may be fallible. Users such as
clinicians who have limited training in research methodology,
however, may find it useful as a guide to the interpretation of
subgroup effects.

In this article, we present these seven criteria to the
orthopaedic audience and illustrate their application to two
possible subgroup effects from one of our orthopaedic trials
(SPRINT15).

The SPRINT Trial: An Overview
The Study to Prospectively Evaluate Reamed Intramedullary
Nails in Tibial Fractures (SPRINT) is a multicenter, blinded,
concealed, randomized trial15 in which 1319 skeletally mature
patients with open (Gustilo Type I to IIIB) or closed (Tscherne
Type 0 to 3) fractures of the tibial shaft underwent intramedul-
lary nailing with either reamed or unreamed insertion. Ran-
domization was stratified by center and type of fracture (closed
compared with open). The primary outcome was a composite
of reoperations to promote healing, treat infection, or preserve
the limb within one year of follow-up. Reoperations included
specific procedures for bone-grafting, implant exchange, dy-
namization of the fracture in the operating room or in the out-
patient clinic, fasciotomy for intraoperative or postoperative
compartment syndrome, drainage of a hematoma, and auto-
dynamization. Of the 1319 randomized patients, 1226 (93%;
622 in the reamed intramedullary nailing group and 604 in the
unreamed intramedullary nailing group) completed the one-
year follow-up evaluation and were included in the analysis.
There was no significant difference in the primary end point

between reamed and unreamed intramedullary nailing (rela-
tive risk [RR], 0.92; 95% confidence interval [CI], 0.74 to
1.14).

Subgroup Analyses in the SPRINT Trial
Prior to the study, we specified seven subgroup hypotheses and
used the test of interaction for each of the subgroup hypotheses
on the basis of strong biological rationale and previous stud-
ies16-19. Our primary interest was to examine whether the treat-
ment effects of reamed compared with unreamed nailing differ
in closed compared with open factures (the results are de-
scribed in our previous study15). Figure 1 shows the p value
and treatment effect estimate for each subgroup and the p value
for the test of interaction. Treatment effects differed signif-
icantly between open and closed fractures (test for interaction,
p = 0.011). In open fractures, no significant difference was
detected between reamed and unreamed nailing with respect
to reoperations (RR, 1.27; 95% CI, 0.91 to 1.78). In closed
fractures, reamed nailing reduced the risk of reoperations
compared with unreamed nailing (RR, 0.67; 95% CI, 0.47 to
0.96).

After the analysis of those seven prespecified subgroup
hypotheses, we additionally chose five variables, constituting
five hypotheses, for subgroup analyses based on unexpected
findings from an analysis for an advanced statistics course that
examined the predictors to the reoperations (unpublished
data). We found that treatment effects differed significantly
between current smokers compared with nonsmokers or for-
mer smokers (p = 0.0013). In patients who were current smokers,
reamed nailing had a higher risk of reoperation than unreamed
nailing (RR, 1.56; 95% CI, 1.04 to 2.36). In nonsmokers or
former smokers, reamed nailing had a lower risk of reopera-
tion than unreamed nailing (RR, 0.68; 95% CI, 0.50 to 0.92;
Fig. 1).

To explore the biological rationale supporting the appar-
ent smoking subgroup effect, we surveyed four surgeon mem-
bers of the SPRINT trial Steering Committee and six other
orthopaedic experts, in a blinded fashion, regarding their ex-
pectations on the possibility of finding a subgroup effect in the
five post hoc hypotheses. We first asked the members to rate the
likelihood of the five post hoc subgroup hypotheses having
a subgroup effect. We then presented a figure showing a signif-
icant subgroup effect stratified by the open and closed fracture
type, which was from the smoking subgroup analysis. In the
figure, we blinded the variable name (i.e., smoking) and coded
the smoking subgroup categories as A and B. We asked the
members to rate the possibility of those five hypotheses having
the presented subgroup effect. In two blinded surveys, smoking
was rated with the highest possibility.

We subsequently informed the committee members
and the other orthopaedic experts that the presented sub-
group effect was from the smoking hypothesis. The cate-
gories of smoking status (coded as A and B), however,
remained blinded in relation to each subgroup. We urged
them to judge which category of smoking status the pre-
sented subgroup was in and to provide the rationale for their
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judgments. Nine effective responses were collected. Four
provided a biological rationale that supported the apparent
smoking subgroup effect, three provided a rationale against
the finding, and two argued they could provide a biological
rationale that supported or was against the apparent smoking
subgroup effect.

Given what we know about the history of subgroup
analyses—many apparent subgroup effects have proved spu-
rious, and relatively few have been confirmed—can we trust
that the apparent treatment effect differs in patients who
smoke compared with those who do not? We applied seven
criteria (Table I) to this analysis. We also contrasted it with

Fig. 1

Subgroup analyses for the primary outcome (i.e., reoperation). The first point estimate

andconfidence interval in thisfigure indicates themaineffect. Thesubsequentpairsof

point estimates and confidence intervals indicate the effect of reamed compared with

unreamed nailing on reoperation in twelve subgroup variables. **The subgroup

analyses were conducted post hoc. Subgroup analysis by the Tscherne type included

patients with closed facture only, and analysis by Gustilo type included open fracture

only. In our analysis that included significant and nonsignificant interactions, these

two interactions were not included in the regression model, resulting in ten interaction

terms being included in the model. (Reprinted, with modification, from: Sun X, Briel M,

Walter SD, Guyatt GH. Is a subgroup effect believable? Updating criteria to evaluate

the credibility of subgroup analyses. BMJ. 2010;340:c117, with permission from BMJ

Publishing Group Ltd.)
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the subgroup effect in patients with open compared with
closed fractures.

Whether the Subgroup Effect Is Believable: Seven
Criteria for the Smoking and Open Fracture Compared
with Closed Fracture Subgroup Analyses
Is the Difference Suggested by Comparisons within
Rather Than Between Studies?
Inferences regarding differential effects on the basis of between-
study comparisons are much weaker than those based on within-
study comparisons. By within-study comparisons, we mean a
situation in which patients in the subgroups under consideration
were all enrolled in the same trial or trials. By between-study
comparisons, we mean a situation in which patients in the sub-
groups of interest were enrolled in different trials, each of which
addressed only one of the subgroups of interest.

Consider a situation in which Trial A enrolls exclusively
patients with closed fractures and finds that reamed intramed-
ullary nailing is superior to unreamed intramedullary nailing.
Trial B enrolls only those with open fractures and reports re-
sults favoring unreamed intramedullary nailing. What are the
possible explanations of the finding?

Although one might be tempted to attribute the differ-
ence to the different study samples—those with closed and open
fractures—there are many other possibilities. Trial A may have
minimized the risk of bias by concealed allocation, blinding
outcome assessors, and achieving nearly complete follow-up.
Trial B may have failed in all of these regards, and the different
risk of bias may be responsible for the different results. There
may be other differences in the patients’ characteristics (age or
degree of osteoporosis) that could explain the differences. Sur-
geons in Trial A may have been more experienced in the reamed
procedure and surgeons in Trial B, in the unreamed procedure.
Trial A may have measured only short-term outcomes, while Trial
B followed patients for a longer period of time. Finally, chance

may explain the apparent difference of treatment effects be-
tween subgroups. We define chance as an apparent difference in
which the underlying truth is that there is no difference of effect.

What if, however, patients with open and closed fractures
are participating in a single trial in which the reamed procedure
appeared superior in those with closed fractures and the un-
reamed procedure appeared superior in those with open frac-
tures? Trial methods, eligibility criteria, and surgeon expertise
are likely to be identical for all patients. When, as is likely to be
the case within a single trial, methods are identical for the pa-
tients in the subgroups of interest, we are left with only two
compelling explanations: the subgroup effect is real, or chance
is responsible for the apparent difference.

In our example, comparisons of treatment effects be-
tween closed and open fractures, and between current smokers
and nonsmokers or former smokers, are made within a single
study. This increases the credibility of the presence of the dif-
ferential effects between current smokers and nonsmokers or
former smokers and between open and closed fractures.

Does the Interaction Test Suggest a Low Probability That
Chance Explains the Apparent Subgroup Effect?
When examining subgroup hypotheses, one must address the
probability that the observed differences in effects can be ex-
plained by chance. The statistical approach that addresses this
fundamental issue is called a test for interaction (the interaction
meaning that the effect differs across subgroup categories such
as patients with open fractures compared with patients with
closed fractures)20. Typically, a test of interaction compares the
estimated treatment effects—measured as relative risk, odds
ratio, or difference in mean change—in subgroups of the study
population, and addresses and presents the possibility of differ-
ences as great as or greater than those observed if there is truly
no difference in effect between subgroups. An inappropriate,
although frequently used, approach is to separately test the sig-

TABLE I Subgroup Analyses of Fracture Type and Smoking Status

Subgroup Effect of Fracture Type* Subgroup Effect of Smoking Status*

Is the difference suggested by comparisons
within rather than between studies?

Yes Yes

Does the interaction test suggest a low likelihood that
chance explains the apparent subgroup effect?

P = 0.011† P = 0.0013†

Were the subgroup hypothesis and its direction
specified a priori?

Yes No

Is it one of a small number of subgroup
hypotheses tested?

1 of 7 subgroup hypotheses 1 of 12 subgroup hypotheses

Is the magnitude of the subgroup effect large? 60% difference in RR reduction 88% difference in RR reduction

Is the observed differential effect consistent
across studies?

No No evidence

Is there indirect evidence supporting the
hypothesized differential effects?

Yes No

*RR = relative risk. †Test for interaction.
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nificance of the effect in each subgroup category. Such analyses
fail to address the fundamental issue: can the difference in effect
between subgroup categories be explained by chance?

The null hypothesis of the test for interaction is that there is
no difference in the underlying true effect between subgroup
categories. The lower the p value, the less likely it is that chance
explains the apparent subgroup effect. Typically, investigators use
the usual threshold p value of 0.05. Inevitably, the choice of
threshold involves subjective judgment. An approach that avoids
the arbitrariness of a single threshold is to consider that the larger
the p value (e.g., >0.1), the more likely that chance explains the
apparent difference in subgroup effects and the smaller the
p value, the less likely that chance explains the apparent differ-
ence. The p value for the test of interaction is associated with
sample size; the larger the sample size, the more likely the null
hypothesis will be rejected if a subgroup effect exists. Sometimes
investigators may examine post hoc the power of testing the sub-
group hypotheses. This endeavor does not help in deciding on
the credibility of the subgroup analysis: the issue of relevance is
the possibility that chance could explain the observed findings.

Our analysis showed a small interaction p value for the
test of the subgroup hypothesis by fracture type (p = 0.01). The
p value is small enough to ensure that the subgroup effect is
unlikely to be explained by chance; the p value for the test of the
smoking hypothesis was even smaller (p = 0.0013). These re-
sults strengthen the inferences that the two subgroup hypoth-
eses represent real effects.

Are the Subgroup Hypothesis and Its Direction
Specified a Priori?
One may specify the subgroup hypothesis before or after the
data are disclosed. Typically, a priori specification, which is
driven by previous research evidence and/or biological ratio-
nale, represents careful consideration by the investigators re-
garding the possibilities of a significant interaction. At the other
extreme, conducting subgroup analyses post hoc is likely to be
data-driven: investigators highlight an apparent subgroup ef-
fect only after discovering it in the data, the so-called ‘‘data-
fishing’’ approach. Accurate specification of the direction of
the subgroup hypothesis a priori (for instance, specifying that
reamed nailing will be superior in closed fractures and unreamed
nailing in open fractures, rather than suggesting only that
effects may differ in open and closed fractures) further
strengthens the credibility of the subgroup inference (and lack
of specification—or getting the direction wrong—undermines
it). A desirable approach is for researchers to state explicitly in
study protocols their subgroup hypotheses and the direction of
the hypothesized subgroup effect.

Closed Compared with Open Fractures
Our subgroup hypothesis by fracture type (i.e., open and
closed) was specified at the stage of trial design and was the
subgroup hypothesis of primary interest. Not only was the
hypothesis a priori, but the direction of the effect based on a
compelling biological rationale was correctly specified. This
enhances its credibility.

Smoking
The smoking subgroup hypothesis was specified only after the
initial analysis was complete and would never have been ex-
plored had it not been part of an exercise for an advanced
statistics course. At the time the smoking analysis was initially
conducted, we had no hypothesis about its direction. In our
blinded surveys, orthopaedic surgeons chose smoking as the
most probable of a number of additional hypotheses conducted
as part of the exercise for the statistics course. However, sur-
geons were split in choosing the direction that the effect should
go (i.e., whether smokers would do better with reamed or un-
reamed nailing). The uncertainty about the direction of sub-
group effect among expert orthopaedic surgeons suggests the
absence of a compelling biological rationale. To the extent that
one finds the presence of a compelling biological rationale im-
portant (some may not), uncertainty about the direction
in effect would reduce the strength of inference regarding the
presence of an underlying subgroup effect.

Is This One of a Small Number of Subgroup
Hypotheses Tested?
Typically, one test of interaction carries a small risk of a false-
positive finding. Multiple tests of interactions increase the
possibility of a false-positive conclusion, and the more tests
conducted, the greater the problem. Thus, a large number of
tests of subgroup hypotheses may compromise the strength of
a priori specification, and the credibility of significant subgroup
effects decreases.

Closed Compared with Open Fractures
Our subgroup hypothesis by fracture type was one of the seven
a priori hypotheses tested. It is also the subgroup hypothesis of
primary interest as reflected in our stratification of randomiza-
tion by open and closed fracture. This strengthens its credibility.

Smoking
After the data were disclosed and treatment allocation unblinded,
we tested five post hoc subgroup hypotheses (beyond the seven
we had generated a priori). These hypotheses were specified in-
dependently of the previous seven; the hypothesis that smoking
might influence the magnitude of effect was one of the five post
hoc subgroup hypotheses tested. One could view this hypothesis
as one of twelve (i.e., seven a priori and five post hoc, and the
relatively large number would weaken the subgroup inference) or
as one of five post hoc hypotheses (in which case the relatively
small number would not weaken the inference as much).

Is the Magnitude of Subgroup Effect Large?
The apparent treatment effect will inevitably differ among sub-
group categories (e.g., open compared with closed and current
smokers compared with nonsmokers or former smokers).
Small differences in effects across subgroup categories are likely
explained by chance; the larger the difference in effects between
subgroup categories, the more likely the difference represents
a true interaction. Large differences in the presence of small
sample sizes may, however, occur by chance.
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To determine the possibility that chance explains the
apparent difference, an alternative to the statistical test of het-
erogeneity is to consider the confidence interval around the
magnitude of subgroup effect21. For presenting the magnitude
of the difference for a continuous variable, authors can use
differences. If the outcome is a binary variable, they may present
the ratio of relative risks (or ratio of hazard ratios if the outcome
is time-to-event data). In the presence of a qualitative interaction
(i.e., treatment is beneficial in one subgroup, whereas it is harm-
ful in another), however, interpretation of a confidence interval
around the magnitude becomes problematic. In this situation,
we recommend considering a point estimate only.

Consider that a subgroup analysis shows that a treatment
reduces the risk of pulmonary embolism by 58% in patients
over sixty years old (RR, 0.42; 95% CI, 0.23 to 0.75) and by 20%
in patients sixty years old or less (RR, 0.80; 95% CI, 0.68 to
0.95; test for interaction, p = 0.034). This indicates that the
treatment effect (i.e., RR) on the reduction of pulmonary em-
bolism is nearly twice as great in patients over sixty years old
than in others (i.e., 0.80/0.42� 2); the 95% confidence interval
around this ratio is 1.05 to 3.58.

Both the smoking and fracture type subgroup analyses
yielded large and qualitative subgroup effects. Reamed intra-
medullary nailing reduced the relative risk of reoperation by
33% in closed fractures, but increased the risk by 27% in open
fractures. Reamed nailing reduced the relative risk of reopera-
tion by 32% in nonsmokers or former smokers, whereas it
increased the risk by 56% in current smokers. These large dif-

ferences of treatment effects across subgroups increase the
credibility of the subgroup hypotheses.

Is the Observed Differential Effect Consistent Across Studies?
Even small p values do not exclude the possibility that chance is
the true explanation for an apparent subgroup effect; this is
particularly true when investigators test multiple hypotheses.
The more often, and more consistently, the subgroup effect is
replicated in additional trials, the stronger the inference. In-
deed, failure to reproduce an apparent subgroup effect has re-
vealed the spurious nature of many previous subgroup claims.
Ideally, a rigorous systematic review, which provides an over-
view of the subgroup findings across studies, will confirm or
refute the consistency of subgroup effects. Sometimes, however,
studies included in systematic reviews and meta-analyses may
not provide sufficient data regarding results in the patient sub-
groups of interest to adequately address the issue. In such
situations, meta-analyses can neither confirm nor refute the re-
producibility of a subgroup analysis suggested by a single trial.

Closed Compared with Open Fractures
Our meta-analysis of five randomized trials22-26 examined the
relative impact of reamed compared with unreamed nailing on
the reoperation rate in open and closed fractures (Fig. 2). This
review described studies suggesting that reamed nailing was
superior in both open and closed fractures. However, the pre-
vious studies were small and suffered from important limita-
tions including lack of concealment, lack of blinding of the

Fig. 2

Meta-analysis of randomized trials of reamed nailing compared with unreamed nailing in

patients with a tibial shaft fracture22-26.
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outcome assessment, and substantial loss to follow-up. The
data provide, however, no support for the subgroup hypothesis
(i.e., the other studies fail to reproduce the subgroup effect of
differences in the impact of reamed compared with unreamed
nailing in closed compared with open fractures).

Smoking
We did not identify any observational or randomized trial evi-
dence addressing the possibility of differential effects by smok-
ing status. Other studies therefore fail to provide supporting
evidence for our inferences regarding the smoking subgroup
effect.

Is There Indirect Evidence Supporting the Hypothesized
Differential Effects?
The presence of indirect evidence strengthens the beliefs of
hypothesized subgroup effects. Typically, indirect evidence com-
prises several types of evidence, including basic science studies,
physiological studies, and animal studies. Another way to de-
scribe this criterion would be: Is there a strong biological ratio-
nale for the putative subgroup effect?

The search for a biological rationale to explain an ap-
parent subgroup effect is, given sufficient imagination, almost
always successful. This limits the value of this criterion in pro-
viding compelling support for a subgroup hypothesis.

Closed Compared with Open Fractures
Intact or minimally damaged soft tissue and periosteum in the
closed fractures might result in greater tolerability of reamed
nailing. Thus, the added stability of reamed nailing might prove
advantageous. On the other hand, devascularization in open
fractures may render the bone vulnerable to the vascular com-
promise associated with reaming and may severely compromise
the benefit of reamed nailing18.

Smoking
Neither animal nor other relevant studies exist to support the
smoking subgroup hypothesis. This, however, did not impair
the ability of orthopaedic surgeons, blinded to the direction of
the apparent effect, to generate a compelling biological ratio-
nale. Unfortunately, other surgeons generated an equally com-
pelling rationale for an effect in the opposite direction.

Summary of the Credibility of Observed Subgroup Effects
Clinicians and investigators are often excessively ready to be-
lieve apparent subgroup effects. We believe that clinicians will
make fewer mistakes if they err on the side of skepticism re-
garding explanations of heterogeneity in study results.

Nevertheless, the differential effect by reamed compared
with unreamed nailing procedures for open compared with
closed fractures may be real. The hypothesis has a strong bi-
ological rationale, is supported by a within-trial comparison,
was our subgroup hypothesis of primary interest with a cor-
rectly hypothesized direction, presented a large difference of
effects between open and closed fractures, and is unlikely to be
explained by chance. Although the external evidence fails to

support the differential effect, this subgroup analysis meets the
other six criteria (Table I).

Inferences regarding the observed differential effect by
smoking status are weaker. On the one hand, data supporting
the hypothesis come from a within-study comparison, there are
large differences between the subgroups, and the p value asso-
ciated with the test of interaction is very low. On the other hand,
the hypothesis was not supported by a compelling a priori spec-
ification, has no supporting data from other studies, and has
a dubious biological rationale. Given some strong support, but
failure to meet a number of important criteria, we cannot accept
or clearly reject the possibility that the effects of reamed and
unreamed nailing differ by smoking status.

In our analyses, we did not adjust the interaction p value
for the multiple tests of interactions. While the strength of in-
ferences decreases with multiple tests of interactions, altering
the threshold p value to reflect the multiple testing remains
controversial. In general, application of a multiple-comparisons
correction is intended to control the overall type-I error rate for
some set (or ‘‘family’’) of comparisons that are made. However,
as Cox pointed out, ‘‘A probability of error referring to the simul-
taneous correctness of a set of statements seems relevant only
if a certain conclusion depends directly on the simultaneous
correctness of a set of the individual statements. . . . The fact that
a probability can be calculated for the simultaneous correctness
of a large number of statements does not usually make that
probability relevant for the measurement of the uncertainty of
one of the statements.’’27 Others have supported this view in the
specific context of clinical trials, arguing that ‘‘multiplicity ad-
justments may not be necessary if marginal, or separate, test
results are interpreted marginally and have different implica-
tions. . .’’28. By adopting well-defined hypotheses, one can claim
that ‘‘we have the capacity to interpret test results marginally
and to draw inferences accordingly.’’28 This avoids the problem
that by emphasizing the overall test error rate we may obscure
and ‘‘lose focus of the clinical questions of main interest.’’28

Quite apart from the philosophical debate about the need
to adjust for multiplicity or not, there is the practical problem
that the relevant set of subgroup hypotheses under consider-
ation may not be static. To adopt a strict policy of multiple-
comparisons adjustment would imply the need to constantly
modify the adjustment strategy as hypotheses are added or re-
moved from the set. If the subgroup hypotheses are indeed well
considered, and they represent separate scientific questions
about the data, then the relevance of the result of one hypothesis
test to the others seems limited. Instead, we prefer the notion
of focusing on marginal interpretations of each separate hy-
pothesis; therefore, we recommend against making multiple-
comparisons adjustments to the hypothesis testing approach. At
the same time, we acknowledge the issue of capitalizing on the
play of chance. Inferences are stronger with a small number of
a priori hypotheses than with a larger number.

One may learn from the SPRINTexample that a convinc-
ing claim of a subgroup effect typically comes from a within-
study comparison, has a significant interaction, is unequivocally
specified a priori, is one of the small number of hypotheses
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tested, presents a large difference of effects, is supported by the
external evidence, and has compelling biological rationale. The
more criteria a claim meets, the more believable it is. Thus, we
are here inclined to believe the subgroup effect by open and
closed fracture as it satisfies all the important criteria. Con-
versely, we believe the smoking subgroup effect is uncertain
mainly because it fails the criterion of a priori specification,
which is key to the credibility of a subgroup effect.
NOTE: Details regarding the authors and investigators are provided below.
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