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Multimodal RNA-seq using single-strand,
double-strand, and CircLigase-based
capture yields a refined and extended
description of the C. elegans transcriptome
Ayelet T. Lamm,1 Michael R. Stadler,2 Huibin Zhang,2 Jonathan I. Gent,2

and Andrew Z. Fire1,2,3

1Department of Pathology, Stanford University School of Medicine, Stanford, California 94305-5324, USA; 2Department
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We have used a combination of three high-throughput RNA capture and sequencing methods to refine and augment
the transcriptome map of a well-studied genetic model, Caenorhabditis elegans. The three methods include a standard
(non-directional) library preparation protocol relying on cDNA priming and foldback that has been used in several
previous studies for transcriptome characterization in this species, and two directional protocols, one involving direct
capture of single-stranded RNA fragments and one involving circular-template PCR (CircLigase). We find that each
RNA-seq approach shows specific limitations and biases, with the application of multiple methods providing a more
complete map than was obtained from any single method. Of particular note in the analysis were substantial advan-
tages of CircLigase-based and ssRNA-based capture for defining sequences and structures of the precise 59 ends (which
were lost using the double-strand cDNA capture method). Of the three methods, ssRNA capture was most effective
in defining sequences to the poly(A) junction. Using data sets from a spectrum of C. elegans strains and stages and
the UCSC Genome Browser, we provide a series of tools, which facilitate rapid visualization and assignment of gene
structures.

[Supplemental material is available for this article. The sequence data from this study have been submitted to the NCBI
Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/) under accession no. GSE22410.]

Constructing a comprehensive transcriptome is a critical step in

establishing a genomic framework for an organism. Caenorhabditis

elegans is a well-characterized organism that provides a powerful

system for genetic research. The organism is transparent, has a

short life cycle, and its cell lineage is fully characterized. The C.

elegans genome is relatively small in size (;100 Mb) and completely

sequenced (The C. elegans Sequencing Consortium 1998), which

makes C. elegans a straightforward model system for transcriptome

analysis.

Several technologies have been developed to study the tran-

scriptome of an organism, including microarrays (Schena et al.

1998; Kim et al. 2001), expressed sequence tag (EST) libraries

(Waterston et al. 1992; McCombie et al. 1992), and tag-based

methods such as serial analysis of gene expression (SAGE)

(Velculescu et al. 1995; Jones et al. 2001). While these methods

are high-throughput, they are used to analyze only a portion of

the full transcriptome and have limited ability to identify new

transcripts, provide accurate annotation of genes, and present a

full picture of a transcriptome.

Genome tiling arrays are another method that was recently

developed for measuring expression levels and have the advantage

of being able to discover new genes and changes in gene models.

However, this method has sensitivity limitations, requires a large

amount of input RNA, and depends on prior knowledge of the

genome sequence (Wang et al. 2009).

Characterizing the transcriptome of an organism at high

resolution has been recently facilitated by advances in RNA high-

throughput sequencing (RNA-seq) (Wang et al. 2009). Among the

organisms that RNA-seq has been applied to are Saccharomyces

cerevisiae, Schizosaccharomyces pombe, Arabidopsis, human, and

mouse cells (Cloonan et al. 2008; Lister et al. 2008; Marioni et al.

2008; Morin et al. 2008; Mortazavi et al. 2008; Nagalakshmi et al.

2008; Sultan et al. 2008; Wilhelm et al. 2008). RNA-seq has been

used by several groups to map and assess transcriptome expres-

sion in C. elegans at various developmental stages and mutant

backgrounds (Shin et al. 2008; Hillier et al. 2009; Ramani et al.

2009; Gent et al. 2010). This approach enables a broader look at

the pattern of gene expression with single-base-pair resolution by

high-throughput sequencing of mRNA. Another important ad-

vantage of this approach is the ability to quantify expression

levels of low-abundance transcripts (Mortazavi et al. 2008).

Although RNA-seq methods have been extremely helpful

in transcriptome annotation, there are challenges inherent in

achieving a well-defined transcriptome, especially when current

methods for RNA-seq have biases and limitations. In providing

data to define the C. elegans transcriptome, we tried to address sev-

eral important needs: (1) Strandedness information for each tran-

scribed region. (2) Extending coverage to regions that may be missed

in individual RNA capture schemes. (3) Continuing a tradition of
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examining expression in a diversity of cell populations and stages.

(4) Rapid tools for visualizing and evaluating gene annotation. (5)

Information defining translational activity of the transcriptome.

Results and Discussion
Refining C. elegans transcriptome annotations by multiple
RNA-seq methods

To improve the annotation of the C. elegans transcriptome and

study the efficacy of RNA-seq methods, we used three different

methods of capturing isolated poly(A)+ RNA:

1. A strand-symmetric method (dsDNALigSeq) (Fig. 1A), in which

cDNA is synthesized from mRNA fragments by first-strand

synthesis using random primers and second-strand synthesis

by hairpin priming of the first strand. Sequencing adapters are

subsequently added to the cDNA fragments, and the fragments

are then amplified by PCR. A number of previous transcriptome

annotation studies for C. elegans have also used a similar method

involving short dsDNA cDNA segments produced by fragmen-

tation of longer double-stranded cDNA (Shin et al. 2008; Hillier

et al. 2009; Ramani et al. 2009).

2. A strand-specific method (ssRNALigSeq) (Fig. 1B), in which

mRNA fragments are ligated at their 39 end with a 59-adenylated

adapter using T4 RNA ligase. The fragments are then ligated at

their 59 end to a sequencing adapter, reverse transcribed, and

amplified.

3. A circularized strand-specific method (CircLigSeq) (Fig. 1C), in

which mRNA fragments are polyadenylated and then reverse-

transcribed with an anchored oligo(dT) primer that includes

adapter sequences. The ssDNA product is then circularized us-

ing CircLigase (an enzyme that circularizes single-stranded

DNA circles) (e.g., Ingolia et al. 2009) and is subjected to PCR

amplification.

Both strand-specific methods (ssRNALigSeq and CircLigSeq) pre-

serve the directionality of the sequence tag, while the strand-

symmetric method (dsDNALigSeq) does not. We used the three

methods to construct 17 libraries for RNA-seq from animals with

several different genetic backgrounds and at several life stages

(described in Table 1). In C. elegans, germ cells account for sub-

stantial diversity in gene expression (Reinke et al. 2004). To have

substantial material from diverse germline and somatic cell types,

libraries were prepared from populations of hermaphrodites, males,

somatically hermaphrodite animals defective in sperm-to-oocyte

switch [ fem-3(q20)], and somatically hermaphrodite animals de-

ficient in spermatogenesis [ fem-1(hc17)] (Table 1).

The libraries were sequenced using the Illumina Genome

Analyzer system and were analyzed using MAQ and BLATsoftware.

We sorted and trimmed the barcodes (present in all reads that were

obtained with the ssRNALigSeq capture method), and trimmed ho-

mopolymer A tails for reads that were obtained using the CircLigSeq

method. We ‘‘collapsed’’ the set of RNA-seq tags from each library

such that repeated incidents of identical sequences were counted

only once (to avoid PCR ‘‘jackpots’’) and aligned the unitarized

sequence set to the WS190 cDNA reference database (Table 1;

WS190 was used, as the most current version represented in the

UCSC Genome Browser). Tags that failed to align to the cDNA data

set were next aligned to the C. elegans genome and splice junction

databases (see below).

All methods include several steps that can be a source for

biases, including 59-end phosphorylation, 39-cyclic phosphate re-

moval, ligation steps, gel fractionation, PCR, cluster growth, and

sequencing. In order to detect biases in the RNA-seq methods, we

looked at both gene coverage and nucleotide preference. Con-

ceptually we would expect differences at the termini of transcripts;

in particular, the extreme capped 59 ends of mRNAs might be

expected to be lost in the ssRNALigSeq method (due to failure of

ligation at the cap) and should inevitably be truncated in the

dsDNALigSeq method due to the need for hairpin priming

and opening. No conceptual barrier exists for capture of the 59

ends with the CircLigSeq method. In contrast, identification of

the 39-poly(A) addition site [mRNA/poly(A) junction] would be

Figure 1. Flowcharts describing the RNA-seq methods. Flowcharts describing the protocols to construct mRNA sequencing libraries using the
dsDNALigSeq RNA-seq method (A), ssRNALigSeq RNA-seq method (B), or CircLigSeq RNA-seq method (C ).
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difficult with CircLigSeq [due to the poly(A) tailing step incor-

porated into the protocol].

In examining the experimental coverage by the three methods,

we found evidence consistent with these and other method-specific

biases. Figure 2 shows coverage as a function of relative position

within genes (distance from 59 and 39 ends of annotated RNA se-

quences). Few C. elegans mRNAs have been characterized precisely,

particularly at the 59 ends, so that such annotation-based analysis

was by nature rather rough, yielding an indication of regional bal-

ance but not of recovery for extreme termini. When using the

dsDNALigSeq method, there is apparent over-representation of the

59 regions of genes (Fig. 2A,C), with a decrease at the 39 end (Fig.

2B,D). With the ssRNALigSeq method, we saw a slight decrease in

gene coverage toward the 59 end of genes (Fig. 2C). We observed

the most uniform coverage from the CircLigSeq method. Coverage

differences at the end of genes using a similar dsDNALigSeq method

were noted previously (Hillier et al. 2009).

To further investigate the coverage at the extreme 59 ends

of transcripts, we examined three abundantly expressed muscle

myosin genes with well-mapped transcription start sites (myo-1,

myo-2, and unc-54 [Dibb et al. 1989; Okkema et al. 1993]; note (1)

that these three genes lack the common trans-spliced leaders pres-

ent on most C. elegans transcripts [Blumenthal 2004]) and (2) that

myo-1 is referred to in some annotations as synonymous with let-75

(McKim et al. 1992). As shown in Figure 3A, we observed the

highest coverage at the 59 ends with the CircLigSeq method, with

virtually no coverage at the extreme 59 ends with the dsDNA-

LigSeq method.

Approximately 70% of C. elegans mRNAs are trans-spliced to

22-nt spliced leaders, SL1 or SL2, between the 59 cap and the first

39 splice site (Blumenthal 2004). To further examine the coverage

of the different methods at the start site, we calculated the fre-

quency of sequence tags that started with at least 16 bp from the

SL1 sequence. We found very few tags from the dsDNALigSeq

method that started with the first bases of the SL1 sequence (Fig.

3B), consistent with the 59-end truncation of cDNAs as part of the

dsDNALigSeq method. The CircLigSeq and ssRNALigSeq methods

both yielded tags that start with the first bases of SL1, with a

somewhat higher fraction with CircLigSeq (Fig. 3B). The recovery

of ssRNALigSeq reads with the precise 59 terminus of SL1 indicates

either an alkali lability of the alpha–beta bond in the 59 cap or

a population of uncapped 59 phosphorylated transcripts. Inter-

estingly, the frequency of tags that started with the second base of

SL1 was substantially lower than at the first base or other bases of

SL1, with similar results observed for SL2 (Fig. 3B; data not shown).

This would be consistent with a modification affecting the ability

of alkali to cleave between the first and second encoded base of the

splice leader. We found that alkali treatment for longer periods of

times caused higher frequency of tags starting at the second base of

SL1 (data not shown). One possible modification between the first

and second bases of an mRNA would be a 29-O-methylation of the

sugar attached to the first templated base of the splice leader. This

modification has been observed in other systems (e.g., Furuichi

et al. 1975) and would certainly be expected to influence the rate of

alkali cleavage.

We further noted differences between the methods in nucle-

otide preference in tag ends and flanking sequences (Supplemental

Fig. 1S). Sequence tags that were generated using the dsDNALigSeq

method have a significant preference toward C or G at the first

position of the alignment (Supplemental Fig. 1SA), while other

positions in the alignment have a slight preference against T. Se-

quences that were generated using the CircLigSeq method had

significant preference toward A and T at the first position of the

alignment and C and T at the second position of the alignment

Figure 2. Transcript coverage by position by variety of RNA-seq methods. Transcript coverage was determined by comparing transcript position of
RNA-seq tags generated by the dsDNALigSeq, ssRNALigSeq, and CircLigSeq methods. The sequence tags were mapped using BLAT software. Only
transcripts that are longer then 1000 bp were considered in the analysis. The plots depict transcript coverage from the start of the transcript (A,C ) or from
the end of the transcript (B,D). C and D are magnified representations of A and B, respectively. For clarity, only RNA-seqs from N2 mixed stage constructed
by the ssRNALigSeq method (red), fem-1(hc17) constructed by dsDNALigSeq method (black), N2 at L4 larval stage constructed by dsDNALigSeq method
(blue), or N2 at L1 larval stage constructed by CircLigSeq method (green) are shown. The somewhat uneven coverage along the length of a canonical gene
appears partly due to disproportionate contributions by a fraction of highly expressed genes.
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(Supplemental Fig. 1SC). Given the discrepancy between methods,

the initial nucleotide preferences are likely to be at least in part an

outcome of the technical processes. These biases were probably not

caused as a result of the alkaline mRNA fragmentation step, be-

cause the RNA was fragmented in the same way in all methods.

One possible source for differential tag recovery would be a se-

quence bias of the different ligases used in the RNA-seq methods

(Ingolia et al. 2009). Despite the localized variations between

methods within genes, we note that the nucleotide preferences do

not seem to affect gene coverage (Fig. 2).

Refining and expanding models of the C. elegans transcriptome

The diversity of starting material (genetic backgrounds and de-

velopmental stages) and of methodology used to construct the

RNA-seq libraries has the potential to extend analysis of the tran-

scriptome. We first used the RNA-seq data to revise a commonly

used set of transcript models by examining RNA-seq tags that fail

to align to a recent mRNA reference data set (UCSC May 2008/

WS190 cDNA) (Table 1). Of such sequences, 5.5% could be aligned

to the WS190 C. elegans genome, defining additional regions in the

transcriptome not annotated in WS190.

Extending the collection of defined C. elegans exon junctions

High-throughput sequencing of the transcriptome provides a

valuable opportunity to discover and refine splicing patterns.

Identification of novel splicing events from RNA-seq tags is chal-

lenging and has been tackled by several groups (Sultan et al. 2008;

Hillier et al. 2009; Trapnell et al. 2009; Blekhman et al. 2010; Filichkin

et al. 2010; Wang et al. 2010). To evaluate our ability to expand

the inventory of splice junctions, we used a ‘‘hypothesis-testing’’

approach. Two lists of potential exon–exon junctions (one for each

strand) were constructed by scanning the WS190 genome for splicing

acceptor or donor sites that meet the splicing consensus sequences

requirements (Blumenthal and Steward 1997; for details, see

Methods). To minimize backgrounds of spurious matches, we chose

relatively stringent constraints on both intron length (32 bp–2 kb)

and splicing consensus sites. Each potential splice product in our lists

represents a hypothesis that could be supported by finding RNA-seq

reads that span the predicted junction. In our analysis, we discarded

any alignment where there was more than one mismatch between

the RNA-seq read, or where the RNA-seq fragment was aligned with

<9 bp (out of 30 or 32 total) on each side of the splice junction.

To evaluate false discovery rates, we generated a number of

‘‘sham’’ lists of potential splice junctions in which putative splice

donor and acceptor sequences were combined either at random

across the genome, or were combined in localized regions but in

configurations not consistent with canonical gene structures (e.g.,

with the acceptor upstream of the donor [instead of downstream]).

Additional tests using a composition-controlled but randomized

genome (Lowe and Eddy 1997) are described in Methods.

The RNA-seq data from this study provide tentative experi-

mental support for at least 6447 exon junctions (Table 1) not an-

notated in WS190, of which 98% are unique in the potential exon–

exon junction lists. In parallel with this analysis, false discovery

rate upper bounds from 2% to 4.5% were calculated by aligning to

the four different sets of ‘‘sham’’ exon–exon junction databases as

described above. We note that the higher (4.5%) upper bound in

this case represents the ‘‘sham’’ database consisting of splice ac-

ceptors upstream of (but close to) proximal splice donors. Since

such conditions can generate real products (circularized exons)

(e.g., Nigro et al. 1991), it is possible that the increased matched

fraction in this set of exon–exon models may reflect a real presence

of some of these ‘‘circularizing’’ junctions in the transcriptome.

Although these data strongly support the inferred higher

complexity of the C. elegans transcriptome, it is critical to consider

each potential junction as ‘‘provisional’’ depending on other avail-

able data and validation. As an additional test of the provisional

splice junctions in aggregate, the start positions of the RNA-seq tags

in the aligned putative exon junctions were examined. For spurious

Figure 3. Coverage at the 59 region of genes changes significantly among the different RNA-seq methods. (A) Transcript coverage on the 59 region was
determined by mapping sequences generated by the three different RNA-seq methods to the well-annotated start sites of the myo-1, myo-2, and unc-54
genes (Dibb et al. 1989; Okkema et al. 1993). The sequence tags were mapped using BLAT software. The plots depict transcript coverage from 30 bases
before the annotated start sites to 70 bases after. The bar on the x-axis presents the 1–5 base ambiguity and variation in natural start sites (Dibb et al. 1989;
Okkema et al. 1993). For clarity, only RNA-seqs from N2 mixed stage constructed by the ssRNALigSeq method (red), fem-1(hc17) constructed by
dsDNALigSeq method (black), N2 at L4 larval stage constructed by the dsDNALigSeq method (blue), or N2 at L1 larval stage constructed by the CircLigSeq
method (green) are shown. The overall number of sequences that aligned to the assayed region are indicated in parentheses. A lack of coverage at the
extreme 59 ends was also observed using data that were derived from a similar dsDNALigSeq method by Hillier et al. (2009) (Supplemental Fig. 7S). (B)
Frequency of sequence reads starting in SL1 splice leader sequences. A start frequency at each of the first seven bases of SL1 was calculated for the three
RNA-seq methods by counting the portion of the sequence tags that start with the relevant 16 SL1 bases. None of these 16-mers is found in the C. elegans
transcriptome outside of SL1. (Blue) dsDNALigSeq method; (red) ssRNALigSeq method; (green) CircLigSeq method.
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matches, we would expect a strong preference for ‘‘edge’’ alignments

with a minimal number of matched bases on one side of the junc-

tion. Instead, the alignments were distributed evenly (Supplemental

Fig. 2S). These observations suggest the authenticity of the sub-

stantial majority of assigned junctions from the analysis.

Of the putative non-WS190 junctions identified in this

analysis, 60% (3884) were also supported by alignments to the

putative junctions with reads from Hillier et al. (2009). The re-

maining 2563 are not seen in the Hillier data, potentially reflecting

different populations of animals used to construct libraries, dif-

ferent sequencing approaches, and/or simple representation limits

for relatively rare mRNAs in the two large (but certainly not ex-

haustive) data sets. We note in particular a group of 852 junction

sequences observed in our male populations that were absent

in WS190 and in the hermaphrodite RNA-seq data from our anal-

ysis and from Hillier et al. (2009). Given the slightly different ap-

proaches to identification of potential exon junctions used by

Hillier et al. (2009) and in this study, it was also of interest to ex-

amine the total number of non-WS190 potential junctions present

in the combined data sets. This value (11,215) exemplifies the re-

markable complexity of the C. elegans transcriptome.

In addition to the evaluation of potential false discovery, it is

critical to stress that not all potential exons will be identified by

this method. In particular, the relatively stringent criteria on in-

tron length and match to consensus eliminate a fraction of well-

characterized introns. Relaxing these criteria substantially is of at

best limited value for the approach used here, as this will increase

the number of potential exon junctions. Thus the potential exon-

junction list that was assembled computationally was by necessity

a partial list. Aligning the WS190 cDNA reference database, we detect

that 73% of the annotated splice junctions were predicted by our

method, while the remaining 27% would include misannotations

and true exon–exon junctions that do not meet our length or con-

sensus splice-site criteria. These considerations, combined with the

likelihood of additional junctions not captured in these data sets due

to presence in rare mRNAs or rare cell types, suggest an even larger

pool of mRNA junctions that remain to be characterized.

Identifying polyadenylation sites

Apparent extensions to annotated 39 regions of transcripts are

particularly common (Supplemental Fig. 4S). Looking for poly-

adenylation events in the RNA-seq data can give a better picture

of the 39 regions of transcripts. As noted above, the CircLigSeq

method was not used to identify such events because a poly(A)

tail is added in that method as part of library preparation (Fig. 1C).

We thus used the dsDNALigSeq and ssRNALigSeq for poly(A)

mapping. We searched for tags that have at least 18 bases that

match the genome followed by a non-genome-encoded tail of at

least seven A’s. We found 43,823 such polyadenylated tags with a

false discovery rate of 4.6%. Sixty-four percent of the poly(A) tags

aligned to annotated gene regions in the genome. Interestingly,

only 558 (1.3%) poly(A) tags were found in libraries that were

constructed by the dsDNALigSeq method, from a 33% contribu-

tion of the dsDNALigSeq to the data sets, which suggests that the

dsDNALigSeq method is very inefficient for recovering poly(A)

tags. The low coverage at the 39 end of genes when using the

dsDNALigSeq method (Fig. 2) might explain the lack of poly(A)

tags in the sequence tags.

Identifying trans-splicing events

Splice leader sequences in the RNA-seq tags can suggest trans-

splicing sites and provide useful information about the beginning

of transcripts. To detect trans-splicing sites, we searched for tags

from the three different RNA-seq methods that have at least 10

bases that match the end of the splice leaders followed by at least

16 bp that match the genome. We found 35,080 tags with SL1 sites

and 1846 tags with SL2 sites with a false discovery rate of 0.05%.

Twenty-three percent of the tags containing SL1 sites and 9.5%

of the tags containing SL2 sites were found in the libraries that

were constructed by the dsDNALigSeq (from a 33% contribution

to the datasets). This observation is in line with our finding that

coverage at genes start sites is low when using the dsDNALigSeq

method (see above).

Identification of sequences in a polysomal fraction

Polysome profiles can be of considerable value in revealing the

distribution of mRNAs engaged by the translation machinery

(Melamed and Arava 2007). We examined the sequence compo-

sition of a polysomal fraction obtained by sedimentation of dis-

rupted mixed stage C. elegans on a sucrose gradient. RNA from the

polysome fractions was poly(A) selected and sequenced using the

ssRNALigSeq method.

We found some of the nonannotated transcribed regions to be

sedimented in polysomal fractions, consistent with the possibility

that these RNAs could be translated (Supplemental Figs. 5SA, 3S).

Of the genes, 73.8% (12,074) had at least one polysome-sed-

imenting tag, compared to genes with RNA-seq tags from N2 mix-

staged libraries when using the ssRNALigSeq method. The poly-

some-sedimenting tags primarily aligned to the 39 ends of tran-

scripts (data not shown), probably as a result of partial degrada-

tion of the RNA prior to poly(A) selection of the mRNA.

Examples of display-based transcriptome refinement
by RNA-seq methods

To facilitate the global viewing of transcript structure, we have

constructed an interface in which our data sets can be viewed in

Genome Browser display (Fig. 4). For viewing and analysis, we used

the UCSC Genome Browser with the WS190 version of the C. ele-

gans genome. The displayed tracks include genome-matched tags

that are missing in the current data set of predicted mRNA models

(WS190 in this case), potential exon–exon junctions, polysome

density map, polyadenylation sites, and trans-spliced sites. To pro-

vide a further evaluation of each potential exon–exon junction,

each of these is shaded based on a score derived from the frequency

and quality of matches from the RNA-seq data sets. Potential

splices are shown with an orientation: Even with strand-sym-

metric data, we can still deduce the strand specificity of the splice

site based on the intrinsic orientation of splice junctions (Sup-

plemental Fig. 3S).

We have used these data sets for refinement of a number

of genes currently of interest for specific analyses (Fig. 4; Sup-

plemental Figs. 4S, 5S). Confirming the refined models, several

features of the revised transcription maps have appeared in

WormBase and modENCODE during the course of this work

(http://www.wormbase.org/db/gb2/gbrowse/c_elegans/), while

other features [including polysome association, poly(A) sites, and

numerous splice sites (cis and trans)] have not yet appeared (as

of July 2010) in these resources.

We also found that RNA-seq tags at microRNA loci can help

identify microRNA precursors (Supplemental Fig. 6S). microRNA

precursors (pri-miRNA) are polyadenylated before they are pro-

cessed to become mature microRNA, and therefore would be
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included as part of the RNA-seq libraries. Identification of

microRNA polyadenylation sites is also possible from the RNA-seq

tags (Supplemental Fig. 6S). The RNA-seq data and small RNA

sequencing data can be used for comparing the levels of mature

microRNAs and microRNA precursors and might shed light on

microRNA function. Interestingly, changes in mature microRNA

levels without noticeable changes in the levels of the microRNA

precursors are seen in microRNA processing regulation (Ambros

et al. 2003).

Data set integration

Taken together, a putative splice-junction data set, nonannotated

genomic tags, polyadenylation sites, splice leader sites, polysome

Figure 4. (Legend on next page)
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tags, and strand-specificity information from the strand-specific

RNA-seq libraries provide a diverse and multifaceted image of

transcript structure. The combination of multi-method RNA-seq

and rich display should be of substantial utility both for charac-

terized model systems (such as C. elegans) and emerging models

where a mixture of RNA-seq and genome assembly will be a pri-

mary mode of functional genome characterization.

Methods

C. elegans strains
The following strains were used in this study: Bristol N2 (Brenner
1974), NL2099 rrf-3(pk1426) II (Sijen et al. 2001), BA17 fem-1(hc17)IV
(Nelson et al. 1978), JK816 fem-3(q20)IV (Barton et al. 1987), PD3331
him-8(e1489)IV, and PD3330 rrf-3(pk1426) II; him-8(e1489) IV. The
JK816 fem-3(q20) strain carries an additional background mutation
upstream of mut-16 gene (Gent et al. 2010).

C. elegans population synchronization and harvesting

All strains were cultured as described in Brenner (1974). N2 were
grown at 16°C and harvested as mixed stage or at larvae stage
of development after synchronization. Synchronization was ob-
tained by feeding animals following treatment with sodium hy-
pochlorite solution to kill all stages except embryos. The germline
mutant strains fem-3(q20) and fem-1(hc17) were raised at 25°C and
harvested as young adults [equivalent stage to the him-8(e1489)
males]. him-8(e1489) males were isolated as described in Gent et al.
(2009). rrf-3(pk1426) and N2 at the fourth larval stage that were
used for ssRNALigSeq sequencing are described by Gent et al.
(2010).

ssRNALigSeq mRNA sequencing library preparation

Library samples for ssRNALigSeq mRNA sequencing were prepared
using a similar scheme to that used commonly for small RNA se-
quencing library preparation (Lui et al. 2007; the protocol scheme
is in Fig. 1B). mRNA was extracted from the collected animals and
alkali-fragmented using reagents from Ambion [MicroPoly(A)
purist and RNA fragmentation]. For longer fragments the mRNA
was incubated with the fragmentation buffer for 5 min at 70°C,
and for shorter fragments for 45 min at 98°C. mRNA fragments
were then treated with T4 polynucleotide kinase (New England

Biolabs) and ATP to form uniform species with 59-mono-
phosphorylated and 39-hydroxylated ends. We then removed
the ATP with an Illustra microspin G-25 column (GE Healthcare)
and ligated the 39 adapter (IDT Linker-1) using T4 RNA ligase 1
(New England Biolabs). The mRNA fragments were then excised
and purified from a 6% acrylamide gel between 125 bp and 200 bp
and ligated to the 59 adapter with T4 RNA ligase 1 (New England
Biolabs). Subsequent extension and amplification (PCR) were as
described (Lui et al. 2007). With these samples we also used 3-nt or
4-nt barcodes in the 59 adapter to allow pooling of samples and as
a guard against contamination. The primers and 59 adapter that
were used are described in Lui et al. (2007).

dsDNALigSeq mRNA-sequencing library preparation

dsDNALigSeq mRNA-sequencing libraries (except N2 L4 sample)
were prepared using reagents from Illumina (RS-100-0801). Total
RNA was extracted from frozen tissue samples with mirVana
(Ambion), and 10 mg was used for initial mRNA purification. The
N2 L4 library was prepared using a slightly different protocol (Fig.
1A). mRNA was extracted from frozen tissue and fragmented as
above for the ssRNALigSeq libraries. First-strand cDNA was syn-
thesized from the mRNA fractions using random hexamer primers
and Superscript II Reverse Transcriptase (Invitrogen). The second
strand was synthesized using DNA polymerase I (Invitrogen). The
cDNA was then treated with T4 polynucleotide kinase (New En-
gland Biolabs) and T4 DNA polymerase (New England Biolabs)
to generate double-stranded cDNA fragments with blunt ends. We
then ligated the cDNA fragments to an oligo duplex (SG-133, AGA
TCGGAAGAGCTCGTATGCCGTCTTCTGCTTG; SG-134, CCCTA
CACGACGCTCTTCCGATCT) with T4 DNA ligase (New England
Biolabs). After ligation the cDNA fragments where excised between
175 and 300 bp and purified from a 6% acrylamide gel and then
subjected to PCR amplification with primers SG-135, AATGATACG
GCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTTC
CGATCT and SG-137, CAAGCAGAAGACGGCATACGAGCT.

CircLigSeq mRNA sequencing library preparation

mRNA sequencing library samples were prepared as described in
Ingolia et al. (2009) (the protocol scheme is in Fig. 1C). mRNA was
extracted and fragmented as above (alkaline hydrolysis: 45 min at
98°C) and treated with T4 polynucleotide kinase (New England
Biolabs) without ATP to form species with 59- and 39-hydroxylated

Figure 4. Browser-based refinement of the transcriptome by RNA-seq. We used the UCSC Genome Browser custom tracks with the WS190 version of
the C. elegans genome for viewing the following data sets: (1) ‘‘Potential exon-junctions’’ track (blue), which displays potential nonannotated exon–exon
junctions that are supported by RNA-seq reads by two bars, each for the 23 bp of the adjacent exons, with a connecting arrow that indicates the exon-
junction directionality. The bar shade indicates a strength score, calculated from the number of aligned tags to the exon junction and number of bases
from each junction that are included in the sequence tag, with darker shades representing higher scores (score = 100 3 number of alignments 3 coverage
score). The coverage score equals 1 when the smallest base coverage of the exon is 9 or 10 bases; 1.2 when the smallest base coverage of exon is 11, 12, or
13; or 1.5 when the smallest base coverage of exon is 14, 15, or 16. (Supplemental Fig. S2). (2) RNA sequences from regions with no existing gene
predictions [‘‘additional (nonannotated) transcript regions,’’ orange]. In this custom track the bar height represents the number of sequences that align to
each position. (3) A poly(A) tags track (green) that displays polyadenylation junctions identified by the RNA-seq. The arrow in each bar points to the start
position of the putative poly(A) tail. (4) SL1 tags track (purple) and (5) SL2 tags track (blue-gray) that display trans-splice leader sites identified by the RNA-
seq. The arrow in each bar indicates splice leader directionality. (6) A polysome tags track (pink) that displays observed tags from a polysome-enriched RNA
pool. The browser shots exemplify the discovery of nonannotated transcribed regions from RNA-seq data. For chrX:17480500–17842000 (A) non-
annotated genomic tags with a darkly shaded splice junction suggest a transcript. This transcript and splice were validated by RT-PCR and sequencing (B;
PCR Sanger-sequence data not shown). The SL1 tags suggest the presence of a different transcript from the proximate R106.1 transcript. Polysome
sedimentation (pink track in A) suggests that the transcript is present in polysome fractions. The light-shade exon junction and the poly(A) site do not have
significant nonannotated genomic tag coverage at the same position, so this junction could be considered ‘‘provisional.’’ dcr-1 is an example of a gene that
is studied by many research groups (e.g., Knight and Bass 2001; Duchaine et al. 2006; Pavelec et al. 2009), which we found to contain a predicted
nonannotated exon. The exon is 195 bp long and is in-frame with the adjacent exon. This exon appears uniformly incorporated into the transcript; we see
no evidence for differential splicing (C ). The exon existence was confirmed by PCR, RT-PCR, and Sanger sequencing (D). The arrow in D indicates the size of
the expected RT-PCR band from the WS190-annotated dcr-1. EST additions to GenBank (June 2010) further support the structures shown in this figure and
Supplemental Figure 4SA.
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ends. The mRNA fragments were then excised and purified from
a 12% acrylamide gel with an average size of 30 nt. To add a poly(A)
tail, we incubated the fragments for 15 min at 37°C with 0.25 U of
Escherichia coli poly(A) polymerase (NEB) and 1 mM ATP. Reverse
transcription was then carried out using the modified DNA primer
oNT1223 (Ingolia et al. 2009; synthesized by IDT). The reverse-
transcription products were separated on a 12% acrylamide gel and
circularized using CircLigase (Epicentre). The circularized frag-
ments were subjected to PCR amplification with oNT1230 and
oNT1231 primers (Ingolia et al. 2009). mRNA fragments were 30 bp
long when using the CircLigSeq method (as optimized by Ingolia
et al. 2009). Some of the libraries prepared with the ssRNALigSeq
capture method were selected at 30 nt for comparisons (Table 1).

Polysome sedimentation and library preparation

Total polyribosomes were isolated from C. elegans N2 mix-staged
animals and sedimented on a 10%–50% sucrose gradient as pre-
viously described (Davies and Abe 1995). The gradient was frac-
tionated, and polyribosome-containing fractions were identified
from UV absorbance measurements. Total RNA from these frac-
tions was incubated at 65°C with proteinase K and extracted with
acid-phenol:chloroform and ethanol precipitation. The isolated
RNA was prepared for high-throughput sequencing using the
ssRNALigSeq method (see above).

Sequence processing and alignment

The Illumina GAII system was used to obtain sequence reads. A
read length of 36 bp was used for all samples, with the exception
of the L4 dsDNALigSeq sample (33 bp). Reads that were obtained
with the ssRNALigseq cloning method had barcodes, and reads
that were obtained using the CircLigSeq method had homopoly-
mer A tails. Before alignment all reads were processed by trimming
the barcodes and the entire homopolymer A tail as needed. Next,
identical sequences were collapsed in each sample to avoid PCR
‘‘jackpots.’’ All sequences were aligned to a cDNA reference set
(version WS190) using MAQ software (http://maq.sourceforge.net)
(Li et al. 2008) using the first 30 nt of each read (28 nt for short
fragments) and allowing one mismatch. Sequences that did not
align to the cDNA reference set were aligned to the C. elegans ge-
nome (version WS190). We will refer to these aligned sequences as
the nonannotated genomic tags (Table 1). We further aligned the
remaining unaligned sequences to the putative exon-junction da-
tabase to find nonannotated exon junctions. To confirm the results,
we aligned the sequences to both the cDNA set and the C. elegans
genome (version WS190) using BLAT alignment software, with de-
fault parameters except that tileSize and stepSize were set to 11 and
5, respectively (Kent 2002). The false discovery rate (<0.01%) was
calculated by aligning the sequences to a composition-matched
randomized genome (Lowe and Eddy 1997; Fire et al. 2006). Poly-
some tags were aligned to the C. elegans genome using MAQ. The
cDNA data set, derived from the C. elegans WS190 genome assembly,
was downloaded from http://www.wormbase.org/biomart/martview.
The source reads are available at the NCBI Gene Expression Omnibus
(accession numbers GSE22410 and GSE19414). As an additional test
for usability of the UCSC Genome Browser interface, we randomly
chose 20 previously characterized genes from the WS190 annotation
and examined their refinement using the browser tracks described
above. For 15 of these, the present data provided corrections or ad-
ditions to the inferred gene model. For seven genes we found ex-
tensions to the 59 or 39 gene regions. For nine genes polyadenylation
sites were identified. For eight genes splice leader sites were identi-
fied. Five genes had nonannotated exon junctions. In one gene we
observed a previously nonannotated internal coding exon.

Nucleotide preference analysis

The nucleotide abundance at each position along the length of the
mRNA was calculated after normalizing to the mRNA nucleotide
content, considering the number of sequences aligning to each
cDNA in the WS190 cDNA data set in a certain sample. The cDNA
template was used for the calculations rather then the sequence tag
to allow extension of the analysis beyond the sequence ends and to
avoid counting sequencing errors.

Construction of putative exon-junction databases

Two putative exon–exon junction databases (plus and minus
strand) were created by predicting introns in C. elegans genomic
sequence. The criteria used to identify putative introns were: (1)
Presence of the invariant 59-GT and 39-AG sequences at the be-
ginning and end of the intron; (2) length between 32 and 2000
bases; and (3) a sequence-match cutoff criterion based on a survey
of acceptor and donor sites in the C. elegans genome (Staden 1984;
P-value cutoff 0.03% for each splice junction; Blumenthal and
Steward 1997). The resulting Potential Exon Junction-Sense data-
base (PEJS) contained 16,652,231 putative exon junctions, with
the antisense database (PEJA) containing 16,492,340. Each se-
quence in the database contains 46 bases (42 bases for the short
RNA-seq fragments), 23 bases from each exon adjacent to the splice
junction. We then eliminated previously annotated exon junc-
tions from our putative exon-junction databases by alignment of
our databases to the cDNA reference database. Experimental sup-
port (reads that matched with at most one mismatch in a segment
with at least 9 bp on each side of the splice junction) was obtained
for 0.02% of the resulting list of potential junctions (47% sup-
ported by a single read and 53% by multiple reads).

Four different sets of ‘‘irrational’’ exon–exon junction databases
were created to estimate a ‘‘false-positive’’ rate at which spurious
reads might align to our databases. Each of the four sham databases
starts with the same set of potential donor and acceptor sites used to
generate the PEJS and PEJA data sets, but joins donors and acceptors
in combinations not expected to occur in bone fide mRNAs.

(1) Acceptor upstream of donor: Instead of canonical exon–exon
junctions that connect 59 donor sites to 39 acceptor sites, ab-
errant exon–exon junctions were created by joining donor
sites to upstream acceptor sites. The genomic length between
the acceptor and donor positions was kept between 32 and
2000 bases. This database was subdivided into two databases
for separate analyses according to the genomic length between
the donor and acceptor sites; one where genomic length was a
multiple of three (in-frame) and containing the out-of-frame
remainder. Included in these sets would be both spurious
matches of RNA sequence to the ‘‘irrational’’ exon–exon
junction data set, cases where donor splicing to upstream
acceptors occurs in natural mRNA synthesis (potentially
generating circular exon RNAs) (e.g., Nigro et al. 1991),
matches to genomic regions in which adjacent regions had
been misplaced in genome assembly, and cases in which DNA
had become rearranged to produce a donor-upstream config-
uration, so alignment rates represent an upper bound on false
positives. Alignment to the RNA-seq data sets in this paper
yielded matches to 0.0009% and 0.0007% of the acceptor-
upstream (irrational) junctions (in-frame and out-of-frame,
respectively). These values are >20-fold lower than those for
donor-upstream (rational) junctions.

(2) Opposite strand, donor upstream: The donor and acceptor sites
in this ‘‘irrational’’ database were required to sit on different
strands of the same chromosome, with the acceptor site lo-
cated 32–2000 bases downstream from the donor site. Matches
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to this data set would include spurious sequence matches as
well as instances where a segment of the genome in one or
more cells was inverted with respect to the published genome
sequence. Of these junctions, 0.00057% yielded alignment to
the RNA-seq data sets.

(3) Opposite strand, acceptor upstream: This set is similar to (2)
except that the putative acceptor site is located 32–2000 bases
upstream of the putative donor site, on the opposite strand. Of
these junctions, 0.00052% yielded alignment to the RNA-seq
data sets.

(4) Mixed chromosomes: Putative donor and acceptor sites on
different chromosomes were used. Of these junctions, 0.0004%
yielded alignment to the RNA-seq data sets.

An additional value (lower bound) for false discovery rate (0.015%)
was calculated by aligning the putative exon-junction databases
to a composition-matched randomized genome (Lowe and Eddy
1997; Fire et al. 2006).

Identification of polyadenylation sites and splice leaders

To produce a list of poly(A) tags, we searched for tags that did not
match the genome in our initial screening and had at least seven
consecutive A’s at the end of the tag in the ssRNALigSeq sequences,
or at least seven A’s at the end of the tag or at least seven T’s at the
beginning of the tag in the dsDNALigSeq sequences. At least 18
bases from the remaining bases in the tag had to match uniquely
the C. elegans genome for the tag to be considered in the database.
The false discovery rate (4.6%) was calculated by aligning the
identified polyadenylation sites to the C. elegans genome allow-
ing two mismatches. Sequence tags that were produced by the
CircLigSeq method were not used for this analysis because of their
poly(A) tail.

To produce a list of tags that contain splice leaders, we
searched for tags that did not match the genome in our initial
screening and had at least 10 bases from SL1 or SL2 at the begin-
ning of the tag, or at least 10 bases from the inverted SL1 or SL2 at
the end of the tag in the dsDNALigSeq sequences. At least 17 bases
from the remaining bases in the tag had to match uniquely the
C. elegans genome for the tag to be considered in the database.
The false discovery rate (0.05%) was calculated by aligning the
identified splice leader sites to the C. elegans genome allowing two
mismatches.
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