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A Bayesian network expansion 
 algorithm called BN+1 was devel-

oped to identify undocumented gene 
interactions in a known pathway using 
microarray gene expression data. In our 
recent paper, the BN+1 algorithm has 
been successfully used to identify key 
regulators including uspE in the E. coli 
ROS pathway and biofilm formation.18 
In this report, a synthetic network was 
designed to further evaluate this algo-
rithm. The BN+1 method was found 
to identify both linear and nonlinear 
relationships and correctly identify vari-
ables near the starting network. Using 
experimentally derived data, the BN+1 
method identifies the gene fdhE as a 
potentially new ROS regulator. Finally, 
a range of possible score cutoff methods 
are explored to identify a set of criteria 
for selecting BN+1 calls.

Biological interaction networks and path-
ways have been simulated and analyzed 
by various computational methods, for 
example, Bayesian networks,1,2 mutual 
information,3,4 neural network,5,6 and cen-
trality network analysis.7 These methods 
can be used to reconstruct biological path-
ways and potentially identify new genes 
and hypotheses for guiding further experi-
mental tests.

A Bayesian network (BN) is a repre-
sentation of a joint probability distribu-
tion over a set of random variables.1 A 
BN includes two components: a directed 
acyclic graph (DAG) with vertices rep-
resenting variables and edges indicating 
conditional dependence relations, and a 
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set of conditional distributions for each 
variable given its parents in the graph. 
Bayesian networks that most accurately 
describe a given dataset can be learned 
automatically by searching through 
large numbers of network topologies and 
retaining the most significant top-scoring 
networks. BNs are able to identify causal 
or apparently causal relationships.8 In 
biology, BNs have been used in biology 
to identify relationships amongst sets 
of variables (e.g., genes) in various bio-
logical pathways. Due to their ability to 
model linear and nonlinear relationships, 
robustness to error and noise and human 
interpretability, Bayesian networks are 
ideal for modeling pathways using high 
throughput data.

Most biological pathways have only 
been partially defined for most organ-
isms. Given the increasing number of 
microarray measurements, it is pos-
sible to reconstruct such pathways and 
uncover missing components and con-
nections based on high throughput gene 
expression data. Several machine learn-
ing approaches for identifying hidden 
or unknown factors have appeared in 
the literature recently.9-17 In our recent 
study, we developed a novel algorithm 
termed “BN+1” which implements 
Bayesian network expansion to predict 
new factors that participate in a specific 
pathway.18 Broadly, the BN+1 algorithm 
iteratively tests to see if any single vari-
able added to a given pathway will sig-
nificantly improve the likelihood of the 
overall network. The hypothesis here is 
that those variables which are hidden and 
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A = N(10,5)       (1)

B = abs(10 log(abs(A)) + N(0,0.3)) (2)

C =abs(5e(-B/15.0) + N(0,0.3))  (3)

D = abs(6.0/(C + 1) + N (0,0.3))     (4)

E = abs(log(D) + N(0,0.15))     (5)

F = abs (E3 + N(0,0.03))      (6)

G = abs(log(F) + N(0,0.17))     (7)

H = abs(6.0/(G + 1) + N(0,0.3))     (8)

where N(n,s) represents normally-dis-
tributed noise with n as the mean and s 
as the standard deviation. Biological data 
frequently include noise which can reduce 
the predictive capability of BNs and other 
modeling approaches. To reflect this real-
ity, various levels of noise are added to the 
functional relationships. The function 
abs( ) is the absolute value of the enclosed 
quantity. Synthetic data were generated 
from these functions by sampling from 
the Gaussian-distributed variable A and 
then sampling corresponding data val-
ues for subsequent variables in the path-
way based on the above functions.4 This 
particular synthetic network contains 
different types of relationships amongst 
variables, e.g., nonlinear polynomial and 
biphasic relationships.

To further evaluate the BN+1 algo-
rithm, a series of BN+1 simulations were 
designed and analyzed (Fig. 1B). In each 
simulation, two adjacent variables from the 
synthetic network are selected as a ‘core’ 
network (i.e., a known seed subnetwork) 
and used to identify the other six variables 
in terms of their roles in the overall net-
work. The predicted variables, which are 
coined the BN+1 variables, are ranked 
according to their best log posterior scores 
obtained for the network containing a 
BN+1 variable and core network variables. 
This experiment was repeated for each pair 
of core variables in the model (Fig. 1B).

When the core sub-network is located 
at the end of the synthetic network (i.e., 
A→B or G→H), the BN+1 successfully 
identified those variables that are closely 
associated to a core network in sequential 
order (Fig. 1B). For example, when the 

In the previous ROS pathway analysis 
and PLoS One paper, the second most 
highly-ranked BN+1 gene was formate 
dehydrogenase fdhE. This gene is further 
elucidated in this article. Finally, cutoff 
criteria for selecting significant BN+1 
genes and methods to improve the algo-
rithm are discussed.

BN+1 Simulation Using  
Synthetic Data

A synthetic network was constructed by 
generating a set of mathematical functions 
which define the relationships amongst a 
set of variables (Fig. 1). In this model, 
eight variables are linked together in tan-
dem (Fig. 1A) by the following functions:

regulate or are regulated by a network 
will be more likely ranked with high pos-
terior probability scores. The BN+1 algo-
rithm was used to predict novel factors 
that influence the E. coli reactive oxygen 
species (ROS) pathway using a compen-
dium of microarray gene expression data 
obtained from E. coli.18 Our study iden-
tified many new ROS and biofilm regu-
lators and some of them (e.g., uspE and 
its interaction with gadX ) were further 
experimentally verified.

This addendum aims to provide more 
insights into the BN+1 algorithm. To 
further establish the validity and evalu-
ate potential pitfalls of the algorithm, a 
synthetic regulatory network was devel-
oped for testing the BN+1 algorithm. 

Figure 1. Synthetic network and corresponding BN+1 results for two-variable core expansion.  
(A) A synthetic eight-variable network. (B) Seven distinct core networks composed of two adja-
cent variables were used for BN+1 expansion analysis. In each row, integers represent the ranks 
of the BN+1 variables (where 1 = top scoring gene, etc.,). (C) the posterior score distribution of 
BN+1 variables identified in the first row of (A). (D) plot of absolute values of pair-wise pearson cor-
relations for all variables. the black star denotes a relationship (between F and g) that has a poor 
pearson correlation (coefficient = 0.056). White stars denote good relations between variables 
with correlation coefficient ≥0.5 and separated by at least one variable in the synthetic network 
(A). (e) A nonlinear relationship between variables F and g.
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a value of 7–8.5, the expression of fdhE is 
usually high. However, a E. coli strain car-
rying the fnr gene mutation was reported 
to have two-fold reduced fdhE expres-
sion.21 Therefore, while both BN simu-
lation and experimental data indicated 
a significant fnr→fdhE regulation, there 
appears to be a contradiction in terms of 
how fnr regulates fdhE expression. Our 
further analysis of the microarray data 
found that low fnr and high fdhE expres-
sions occurred mostly in the microarray 
studies with overexpression of certain  
E. coli genes, particularly those associ-
ated with responses to DNA damage (e.g., 
dinI, recA, ruvA, umuD, uvrA and dnaA) 
and stress (e.g., lexA, mazF, sulA, cpxR, 
cspA, dnaT, era and uspA). How fnr and 
fdhE interact may deserve further experi-
mental investigation. Furthermore, how 
fdhE interacts with the other parent nodes 
rob and gadE is also unclear.

Based on our BN+1 simulation, fdhE 
influences five other genes (child vari-
ables), including ihfB, oxyR, marA, cspA 
and sodC (Fig. 2A). These predicted 
interactions have not been reported in 
the literature. Many of the interactions 
are nonlinear relationships (Fig. 2B). In 
summary, the BN+1 analysis suggests that 
fdhE plays an important role in the ROS 
pathway by regulating many E. coli genes 
and being regulated by other genes.

The Challenge of Identifying 
Meaningful BN+1 Cutoffs

After all genes are ranked by the BN+1 
simulation, what cutoff should be used 
to select the top ranked BN+1 genes for 
further analysis? While the top few BN+1 
genes prove important in the ROS path-
way, many more genes shown in the list of 
top BN+1 genes are also related to the ROS 
pathway (Fig. 3A). Our Gene Ontology 
(GO) enrichment analysis of the top 100 
genes in the sorted BN+1 gene results 
(~2.4% of the total genes on the micro-
array) showed that they were enriched for 
ROS-related activities or functions (Data 
not shown). This means that a certain 
number of top-scoring BN+1 genes are all 
related to the core gene pathway. 

One feasible criterion is based on 
the possible loss of connection between 
a BN+1 variable and the core network.  

variables (or the distance of one variable 
from the diagonal of the matrix) increases. 
Overall, Pearson correlations can not only 
detect those variables directly associated 
with one specific variable, but also iden-
tify those that are remotely associated 
with sequential order (white stars in Fig. 
1D). However, Pearson correlation failed 
to identify the association between F 
and G (black star in Fig. 1D). A further 
examination indicates that F and G share 
a clear nonlinear relationship (Fig. 1E). 
Such a nonlinear relationship is correctly 
detected by BN+1. For example, when 
G and H are used as a core network, F is 
identified as the best ranked BN+1 vari-
able (Fig. 1B).

Identifying a New Regulator  
fdhE in the E. coli ROS Pathway 

Using BN+1

The BN+1 algorithm was applied to predict 
new genes critical to existing reactive oxy-
gen species (ROS) pathway.18 Many new 
participants in the ROS pathway were iden-
tified. The top three BN+1 genes are dusB, 
fdhE, and uspE. The dusB gene (encoding 
RNA-dihydrouridine synthase B) and the 
ROS gene fis exist within the same operon. 
A clear linear correlation was observed 
between the expressions of dusB and fis 
(Fig. 3A reviewed in ref. 18). The uspE 
gene was also further analyzed by com-
putational and experimental methods and 
found to play a critical role in ROS and 
biofilm pathways.18 However, the fdhE 
was barely studied in the original paper. 
The gene fdhE encodes an E. coli formate 
dehydrogenase accessory protein that 
regulates the activity of catalytic sites of 
aerobic formate dehydrogenases and their 
redox activities.20 The role of fdhE in the 
ROS pathway is unclear. To provide more 
insights in the role of fdhE in its potential 
participation and regulation of the ROS 
pathway, we provide more analysis results 
here.

Our BN+1 simulation indicated that 
fdhE was influenced by three E. coli ROS 
genes (parent nodes) rob, fnr and gadE 
(Fig. 2A). For example, a plot of the data 
for the genes fdhE and fnr demonstrated 
a special nonlinear pattern with two dis-
tinct regions (Fig. 2B). According to the 
plot, when the expression of fnr is low with 

core network is A→B, BN+1 identifies the 
top four variables that are associated with 
this core network as C, D, E, F, in cor-
rect order. It is interesting that the last two 
variables G and H have the same score as 
F when they are individually added to the 
core network (Fig. 1C). A further exami-
nation indicates that none of the three 
variables F, G and H is connected to A or 
B in the final BN network containing A, B 
and one of the three variables. The discon-
nection of these three variables from the 
core A→B makes it possible for the poste-
rior probabilities to be the same.

When the core subnetwork is located in 
the middle of the synthetic network (e.g., 
B→C or C→D), the variables identified by 
BN+1 are ranked in sequential order in 
either side of the core network. For exam-
ple, for the core network C→D, the BN+1 
variables on the right side are ranked  
1 (E), 2 (F), 5 (G) and 6 (H), and the 
BN+1 variables on the left side are ranked 
3 (B) and 4 (A) (Fig. 1B). It is interest-
ing that the second best-ranked gene (F) is 
located on the same side as the best scor-
ing gene (E) instead of direct association 
with C in the C→D network. Despite 
the direct link between B and the core 
network, F has stronger association (with 
higher posterior probability) with the core 
network than B. This asymmetric pattern 
suggests that top ranked BN+1 variables 
are ranked based on their extent of asso-
ciations with the core network instead of 
physical closeness to the core network.

One advantage of BN+1 over many lin-
ear correlation-based methods is that our 
Bayesian network-based approach is able 
to identify those interactions that show 
nonlinear correlations with core variables. 
Pearson correlation is a typical method for 
defining the extent of a linear relationship 
between the variables.19 The correlation 
coefficients between all possible pairs in 
the original dataset were calculated using 
Pearson correlation method. Although all 
of the functions are nonlinear, over the 
range of parameters tested, some may be 
approximately linear, while others may be 
more strongly nonlinear. Figure 1D shows 
a matrix representation of the Pearson cor-
relations observed for each pair of vari-
ables and their synthetically-generated 
data. In general, Pearson correlation coef-
ficients decrease as the distance between 
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of BN+1 results were used instead, the 
rankings of BN+1 genes could change 
(e.g., the 4th and 5th genes in Fig. 3B). It is 
unlikely the median scores would ever be 
used since the BN optimization approach 
always seeks the best (or most optimal) 
result. The resulting variation is probably 
due to the failed achievement of conver-
gence. To achieve a final convergence, 
more execution time will be needed. More 
computation time will reduce the varia-
tion in scores for each individual BN+1 
variable and improve the overall confi-
dence in the rankings of the BN+1 vari-
ables. Because our synthetic data use case 
only includes eight variables, it is relatively 
easy to achieve convergence. For exam-
ple, Fig. 1C shows no score variation in 
replicates for each of the BN+1 variables 
in our synthetic network (hence the box 
plots appear as lines denoting the median 
scores), suggesting sufficient convergence 
was achieved by the algorithm.

To make a tighter and possibly more 
useful cutoff, we analyzed the distribu-
tion of sorted posterior scores. In the ROS 
analysis, the sorted posterior scores of 
BN+1 genes quickly drop across the first 
ten variables, followed by a slowdown of 
score dropping (Fig. 3A). Therefore, it is 
possible to suggest a cutoff in the begin-
ning of the slowdown. However, these 
cutoffs are still artificial because we do 
not know which one(s) would be optimal 
for maintaining the real biological predic-
tions. Furthermore, the “best” posterior 
probabilities of BN+1 variables’ networks 
often have variations across large amounts 
of simulations in different computers 
(Fig. 3B). Current variable rankings are 
based on the highest log posterior scores 
among all simulated networks for the 
selected BN+1 variable and core variables. 
Multiple scores may be obtained and saved 
for a selected BN+1 variable and core vari-
able set. If the median scores for each set 

In our synthetic data simulation, we found 
that the disconnected variables share the 
same score (Fig. 1). This cutoff shows 
that all subsequent BN+1 genes will be 
disconnected from the core gene network. 
Similar results were also observed in the 
ROS pathway simulation. The last 1,457 
genes in the sorted BN+1 gene list were all 
disconnected from the core gene network. 
This suggests that these 1,457 genes have 
no relationship with the ROS pathway 
based on the selected microarray data and 
selected core network. However, the cutoff 
based on the loss of connection between 
a BN+1 gene and a core network is loose 
and may result in too many genes being 
included for further testing. For example, 
in our ROS example, 2,760 genes remain 
after the last 1,457 genes are excluded. 
While the loose cutoff removes roughly 
a third of the genes, there are still many 
genes which may or may not closely relate 
to the ROS pathway network.

Figure 2. Analysis of the potential roS gene fdhE predicted by BN+1. (A) Consensus Bayesian network generated from 13 networks sharing the same 
top log posterior score. (B) Selected relationships between fdhE and its associated genes. Nonlinear relationships were often observed. the ellipse in 
the fnr-fdhE plot highlights a group of fnr-fdhE associations that are discussed in the text.
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graphic user interface environment that 
simplifies the dataset selection, variable 
inclusion, observational file processing 
and settings selection for BN and BN+1 
analysis. The user interface and project/
analysis management approach per-
mit large-scale analyses such as BN+1 
through parallel-execution on internal 
servers at the University of Michigan.2 
MARIMBA and the BN+1 algorithm 
can be applied to the analysis of many 
other types of high-throughput data and 
biological networks.

which experimental conditions are spe-
cific for different gene interactions. For 
example, using an internally developed 
literature term enrichment method 
based on Fisher’s exact test, we were able 
to infer the roles of uspE and gadX and 
their interactions in biofilm from exper-
imental descriptions.18

In order to make the BN+1 algo-
rithm more widely accessible, we have 
developed a web-based system called 
MARIMBA (marimba.hegroup.org/). 
MARIMBA provides a user-friendly 

To make the experimental testing more 
meaningful, an empirical cutoff such as 
the top 10% of the score distribution or 
top 100 genes may be helpful. Although 
this type of cutoffs is heuristic and does 
not establish the statistical significance of 
those results, subsequent exploration of 
the top BN+1 results based on this cutoff 
may still lead to novel discoveries.18

Perspectives and Future  
Directions

Many variations of the BN+1 algorithm are 
available. For example, BN+1 can be con-
tinuously implemented like BN+1+ 1+… 
After each BN+1 run, the top BN+1 vari-
able (i.e., gene) can be added to the core 
network, followed by another BN+1 run 
with the aim to identify another BN+1 
variable.9 This approach will lead to iden-
tification of a list of genes closely associated 
and interacting with the original core net-
work. Another variation is the addition of 
two or more genes at one time to the core 
network, forming a strategy of BN+2 or 
BN+n. This approach may be very time 
consuming since there are more options of 
every two (or more) genes to be included to 
the core. However, it is possible to filter out 
the list of genes to be included based on ini-
tial gene expression or functional analysis. 
Alternatively, it is possible to remove one or 
more genes at one time from the core net-
work to form a strategy of BN-1 or BN-n. 
This strategy can discover which variable 
has the least influence on the core network. 
It may be a valuable approach when the ini-
tial core network is large and hard to dissect 
the roles of individual genes.

Since many BN+1 genes are pre-
dicted, additional criteria and analysis 
may be needed to justify which BN+1 
gene(s) to be selected for further experi-
mental studies. For example, researchers 
may need to run functional analyses of 
the top BN+1 genes using GO enrich-
ment and gene functionality. It would 
also be ideal to incorporate experimen-
tal descriptions and curated information 
when identifying the biological bases for 
the underlying interactions inferred by 
the BN+1 algorithm. In this case, natu-
ral language processing (NLP) and lit-
erature mining will help further define 

Figure 3. Analysis of top BN+1 genes in the roS use case. (A) generic plot of best score for top 
200 BN+1 genes. (B) Variation in scores for top 10 genes. the BN+1 genes are ranked by maximum 
scores of all networks containing the core genes plus one additional gene. genes sorted by pos-
terior scores are shown in horizontal axis. Box plots for the set of scores pertaining to each gene 
are displayed. the variations are calculated based on various simulations in different computers. 
to perform each simulation, a simulated annealing approach was used with an unfixed structural 
prior (i.e., the core network edges) with multiple replicates and moderate simulation time to allow 
a comprehensive though non-exhaustive search.
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