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SUMMARY

A general approach for modeling the architecture of large and structured RNA molecules
is described. The method exploits the modularity and the hierarchical folding of RNA archi-
tecture that is viewed as the assembly of preformed double-stranded helices defined by
Watson-Crick base pairs and RNA modules maintained by non-Watson-Crick base pairs.
Despite the extensive molecular neutralityobserved in RNA structures, specificity in RNA fold-
ing is achieved through global constraints like lengths of helices, coaxiality of helical stacks,
and structures adopted at the junctions of helices. The Assemble integrated suite of computer
tools allows for sequence and structure analysis as well as interactive modeling by homology
or ab initio assembly with possibilities for fitting within electronic density maps. The local
key role of non-Watson-Crick pairs guides RNA architecture formation and offers metrics
for assessing the accuracy of three-dimensional models in a more useful way than usual root
mean square deviation (RMSD) values.
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1 INTRODUCTION

In this article, a general approach for predicting three-
dimensional (3D) contacts and modeling the architecture
of large and structured RNA molecules on the basis of
sequence analysis and sequence alignments is described.
The method assumes that the folding is sequential, with
modular units being incorporated hierarchically in the
final architecture. The aim is the architecture of the assem-
bly and not all the fine atomic details, although the large
RNA molecules are assembled using all-atom components.
Recently, following the increase in the number of RNA crys-
tal structures, new approaches have been proposed, most of
which can be coupled or used in parallel.

The main driving force for RNA architecture is the
packing of RNA helices and modules through stacking
between terminal base pairs and specific molecular recog-
nition contacts between RNA segments. Structured RNA
molecules are able to self-assemble into complex architec-
tural folds because they contain, beyond the Watson-Crick
base pairs that maintain the secondary structure, additional
tertiary base pairs, often non-Watson-Crick, as well as
various types of contacts between segments of the poly-
nucleotide chain. This hierarchical assembly of 3D RNA
structures is coupled with the binding of cations (Misra
and Draper 2002; Rangan et al. 2003). A reduction in the
net charge of the molecule with the initial association of
cations induces a collapse of the RNA chain into compact
structures (Fang et al. 1999; Heilman-Miller et al. 2001;
Sosnick and Pan 2003) that then favor and promote the for-
mation of tertiary interactions. Experimentally, the initial
processes that lead to compaction of the RNA are clearly
distinguishable from those leading to the formation of
the native tertiary structure (Pan and Woodson 1999;
Thirumalai et al. 2001). In the following, we consider
only the final assembled structure. However, in the model-
ing approach, it is worthwhile to take into account
the possible folding pathways leading to the modeled
architecture.

RNA modeling started with attempts at transfer RNAs,
first the anticodon loop (Fuller and Hodgson 1967) and
later the full tRNA (Levitt 1969; Ninio et al. 1969). Crystal-
lographic data, although reduced to regular RNA helices
and tRNA structures, led to a revival in RNA modeling
some 20 years after those early attempts (Dock-Bregeon
et al. 1989; Krol et al. 1990; Romby et al. 1988; Westhof
et al. 1989). Since then, striking progress has occurred in
RNA crystallography and the large number of available
RNA crystal structures has considerably strengthened
our knowledge of RNA structure and folding. It is
now apparent that large RNA structures can be parsed
into various structural elements: regular RNA helices,

junctions between helices, hairpin loops, and RNA mod-
ules (Westhof et al. 1996). Several of those structural ele-
ments are recurrent and occur in structured RNAs of very
diverse origins or functions (Costa and Michel 1995; Leon-
tis and Westhof 2003; Moore 1999). The set of experimental
structures forms the basis of all knowledge-based modeling
approaches.

2 THE ANALYSIS OF THE SECONDARY STRUCTURE
AND THE RNA MODULES

Almost all of the secondary structure information and
some of the tertiary structure information can be deduced
from comparative sequence analysis (Michel et al. 2000;
Pace et al. 1986; Pace et al. 1989). RNA complexity here
is linked with topology, which means the content of the
RNA sequence that forms branched junctions, terminal
and internal loops, pseudoknots, and non-Watson-Crick
tertiary contacts. This topological complexity can be
translated into internal constraints that can significantly
help find the relative spatial positions of the secondary
structure elements.

A second critical point in RNA modeling is that,
despite six torsion angles along the main chain, only two
contribute strongly to the overall folding pathway of
the polynucleotide backbone: the two contiguous torsion
angles around the phosphate group. They mainly populate
three domains (gauche -, gauche þ, and trans). The other
four torsion angles oscillate around an invariant value
most of the time except in particular cases. In addition,
the torsion angle between the base and the sugar adopts
two conformational domains, syn and anti, with the anti
conformation overwhelmingly more frequent. These gen-
eral rules are still apparent in recent crystal structures (Ri-
chardson et al. 2008; Westhof and Fritsch 2000). This
ensemble of observations contributed to the prediction
power of the RNA modeling method.

This article is intended to describe an overall process of
RNA modeling, mainly based on phylogenetic analysis and
illustrated with various examples from small to large size
assemblies compared, whenever possible, to the available
crystal structures. Other approaches relying on automatic
folding predictions and at different levels of granulometry
have been developed but will not be extensively addressed
here (Shapiro et al. 2007).

Energetically, the secondary structure is the main
component of an RNA architecture, whereas tertiary
structure contributes only minimally to the stability of
the native state in terms of Gibbs free energy (Brion
and Westhof 1997; Tinoco and Bustamante 1999). Quite
naturally, the construction of the tertiary structure of an
RNA molecule always assumes and starts from a given
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secondary structure. Therefore, the determination of
the secondary structure is an essential step in the
study of the structure–function relationships of an RNA
molecule. Among the recent modeling tools based
on conformational space searching, three of them (Das
and Baker 2007; Ding et al. 2008; Parisien and Major
2008) attempt to predict simultaneously the secondary
and tertiary structure, whereas a fourth coarse-grained ap-
proach requires the knowledge of the secondary structure
(Jonikas et al. 2009). Two main situations need to be con-
sidered. In the first case, several sequences of homologous
RNAs are known and sequence comparisons can be ap-
plied. In the second case, only one sequence is known. Ad-
ditional information, usually based on chemical and
enzymatic probing, is then needed. In this latter case, in
which no or few homologs have been reported, the secon-
dary structure can be explored using folding algorithms
(Zuker 1989, 2003).

The term “secondary structure” may carry some ambi-
guity because it includes not only all segments that can
build helices formed by any combination of the isosteric
Watson-Crick pairings but also, in variable proportions,
Watson-Crick as well as non-Watson-Crick pairs involved
in tertiary structure (Westhof and Michel 1994). A secon-
dary structure can be broken down into recognizable ele-
mentary modules such as the helical regions (stems and
pseudoknots) and nonhelical linking elements (hairpin
and internal loops, bulges, and multiple junctions). In
the secondary structure, a pseudoknot is a specific RNA
module that results from standard Watson-Crick pairs
involving a single-stranded stretch, located between paired
strands, and a distal single-stranded region (Dam et al.
1992; Westhof and Jaeger 1992). The single-stranded
regions may belong to a hairpin loop, an internal loop, or
a 30 (or 50) dangling end; but at least one of them must
occur between base-paired helical strands. When both
single-stranded regions are hairpin loops in a single RNA
molecule, they are said to form a loop–loop module
(Brunel et al. 2002; Lehnert et al. 1996), which is formally
equivalent to a pseudoknot. Intermolecular loop–loop
interactions between two RNA molecules occur in dimer
formation (Bourassa and Major 2002; Ferrandon et al.
1997; Wagner et al. 2004). It is worth noticing that in
intramolecular or intermolecular loop–loop motifs, the
interactions are not always of the standard Watson-Crick
pairing types (Khvorova et al. 2003; Oubridge et al. 2002;
Weichenrieder et al. 2000). Formally, the two-dimensional
(2D) structure reduces the secondary structure to the set
of Watson-Crick base pairs that form a planar graph (i.e.,
without crossing edges) when the sequence of bases is
arranged along a circle and the base pairs are connected
by edges. Thus, pseudoknots or loop–loop motifs, which

occur in the folding process once one hairpin at least has
been formed, belong to the 3D structure and not to the
2D structure.

Although the 2D structure is dominated by Watson-
Crick pairs (which represent 60%–70% in a structured
RNA), non-Watson-Crick pairs underlie most of the 3D
structure. This point was clear already from the structure
of tRNAs, where among the tertiary pairs (at least seven),
only one is of the standard Watson-Crick type. The x-ray
structures that appeared since then have strengthened this
conclusion. At the level of the active tertiary structural
organization, an architectural module is an arrangement
containing a few secondary structure elements associated
with a specific geometry and topology. The combination
of such substructures leads to compact domains (Batey
et al. 1999), which often fold autonomously and independ-
ently of the rest of the RNA architecture. An ensemble
of observations bears out a view of RNA folding whereby
the architecture results from the cooperative compaction
of separate and stable substructures, which might undergo
only minor and local rearrangement during the process.
The introduction of modular units, hierarchically organ-
ized and folded, circumvents most of the numerical night-
mares inherent to the Levinthal’s paradox of a purely
mathematically based prediction of RNA structure at the
atomic level even with coarse-grained approximations or
ad hoc potentials.

3 COMPARATIVE SEQUENCE ANALYSIS

The comparative approach is based on the assumption that
the function has been conserved by the folding architec-
ture during evolution and, consequently, that a consensus
secondary structure should be derivable by an alignment
of RNA sequences based on a maximization of Watson-
Crick covariations (Michel et al. 1982; Pace et al. 1986).
An alignment of RNA sequences is, thus, formally equiva-
lent to a secondary structure common to the set of se-
quences. This approach is the method of choice when a
set of RNA sequences with identical biological function is
available. The sequences should be arranged in groups
and subgroups (ideally of similar size), either according
to the phylogenetic classification (Pace et al. 1989) or fol-
lowing a phenotypic parsing (Michel and Westhof 1990).
The first step in an alignment consists in the establishment
of the paired regions along each sequence and those should
be arranged horizontally so that the lengths of the Watson-
Crick paired regions juxtapose vertically. In a second step,
conservation or semiconservation of bases can be high-
lighted by a vertical alignment with inclusion of blanks
or gaps in a fashion similar to the alignments of protein
sequences. Alignments of residues do not necessarily imply
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structural superimposition but instead a structural corre-
spondence (Brown et al. 2009).

The overall robustness of the approach increases with
the diversity of the sequences and the evolutionary dis-
tances between them, whereas the accuracy of each predic-
tion depends on the number of covariation events in each
group and subgroup (Michel et al. 2000). Within such a
scenario, conserved residues, potentially forming Watson-
Crick base-pairs, do not display any covariation and,
thus, should be regarded as nonproven or with extreme
caution. Indeed, conservation of Watson-Crick pairs can
reveal either tertiary contacts or an alternative pairing ge-
ometry. This can be the case for A-U pairs when they
form Hoogsteen/Watson-Crick interactions; for example,
the U80A14 pair in tRNAs or the pair U135-A187 in the
crystal structure of the P4-P6 domain in the Tetrahymena
group I intron (Cate et al. 1996a). One advantage of com-
parative analysis is that near-Watson-Crick pairs, like the
wobble GoU pair or GoA pairs of the Watson-Crick type
at the ends of helices, can be noticed and properly assessed.
Critically, sequence comparisons allow us to also delimit
rather precisely the helical regions and do not intrude
into those segments that should form non-Watson-Crick
pairs. Another important and nonnegligeable advantage
of comparative analysis is that pseudoknotted regions are
easily recognized by visual inspection.

4 THE EXTRACTION OF TERTIARY STRUCTURE
CONSTRAINTS

The efficiency of the comparative approach stems from the
fact that molecular 3D architectures evolve much more
slowly than sequences which sample sequence space on a
given 3D fold. Global architecture changes extremely
slowly as it relies on conserved long-range tertiary interac-
tions. However, phylogenetic methods are fraught with
problems related to statistical relevance. With only four
bases to choose among, purely coincidental compensa-
tory base changes (or covariations between positions) are
bound to occur, leading to ambiguities. Phylogenetically,
the level of ambiguity is reduced by new sequences pre-
senting additional covariations. Thus, if the function is
identical and the sequences are sufficiently diverse, the
noise level (or covariations resulting from historical con-
tingencies) will be decreased by comparisons. The more
compensatory base change events there are in the se-
quences, the more firmly the secondary structure will
be established. But the extraction of 3D content from
sequences is difficult (Gautheret et al. 1995; Gautheret
and Gutell 1997; Michel and Westhof 1990) first because
the rules of tertiary interactions are not as well-defined
as those contained in the complementarity of the

Watson-Crick pairs and, second, because several contacts
involve sequence-independent properties like phosphate
or ribose hydroxyl groups hydrogen bonding to other
chemical groups (Cate et al. 1996a; Zirbel et al. 2009).

5 HOW TO SEARCH FOR RNA MODULES

Here, search is not meant through genomic sequences
(Lambert et al. 2004; Macke et al. 2001; Nawrocki et al.
2009) but instead through a common secondary structure
deduced from a set of aligned sequences. After alignment
and the derivation of a common secondary structure, the
RNA parts that do not display Watson-Crick covariations
can be suspected to form specific tertiary modules that
should be scrutinized for sequence similarities and charac-
teristics to known modules seen in x-raystructures. The com-
patibility between a new sequence and a given interaction
scheme, as provided by a crystal structure, can be checked
using isostericity matrices or known variations observed
in aligned sequences. The isostericity matrices have been
verified for several RNA motifs using structural align-
ments anchored by crystallographic structures (Leontis
et al. 2002b; Lescoute et al. 2005). Still, it is worth noting
that sequence analysis of non-Watson-Crick interactions is
difficult to perform without a crystallographic structure
because many base–base geometries can be accommodated
by any base combination (Stombaugh et al. 2009).

RNA–RNA or RNA–protein interactions are mediated
by RNA modules, defined recurrent ensembles of ordered
non-Watson-Crick base pairs (Leontis et al. 2002a; Leontis
and Westhof 2003). A single RNA module comprises a
family of sequences all of which can fold into the same
3D structure and can mediate the same types of
interaction(s) (Fig. 1). The chemistry and geometry of
base pairing constrain the evolution of modules in such a
way that random mutations that occur within them are
accepted or rejected insofar as they can mediate a similar
ordered array of interactions.

RNA modules (Fig. 1) can be either architectural,
forming a bend, e.g., the kink-turn (Klein et al. 2001), or
a reorientation within a helix or between helices, or anchors
for association as in the tetraloop–tetraloop receptor inter-
action (Cate et al. 1996b; Costa and Michel 1995, 1997). Up
to now, it appears that modules are limited in number and
are recurrent, as well as some of the rules of association
between them (Leontis and Westhof 2003). Thus, the
modules can show sequence variability without impairing
their ability to adopt a structure close to the archetype.
Surprisingly, the most common RNA–RNA interaction
motif, the A-minor motif (Nissen et al. 2001), is also
the least specific in its local requirements (Fig. 2). A-
minor motifs are mediated by adenines binding into the
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shallow/minor groove of any combination of stacked and
helical Watson-Crick base pairs. Thus, A-minor motifs
are mutationally robust and can accommodate many
combinations of neutral mutations. RNA nano-objects
could successfully be built following some of the above
rules (Chworos et al. 2004; Liao and Seeman 2004). New
tools are appearing for automatically extracting recurrent
modules from databases of x-ray structures (Djelloul and
Denise 2008; Sarver et al. 2008).

6 MODELING LARGE RNA ASSEMBLIES

There are three main categories of tertiary structure inter-
actions, those between two double-stranded helices, those
between a helix and a single strand, and those between
two single-stranded regions. Sequence analyses together
with the growing number of RNA crystal structures have
shown that RNA architectures are assembled from modules
in a hierarchical manner. The modeling process developed
in the laboratory is based on this principle of natural fold-
ing processes (Westhof et al. 1996; Westhof and Michel
1994). The process is highly iterative in most cases. The

secondary structure is first parsed into modules based
on elementary structural elements, the 3D coordinates of
which can be generated using appropriate programs (see
later). These modules are afterwards assembled to form
the RNA architecture. One starts with some module
identifications and proceeds to assemble interactively the
fragments. During this process, new potential contacts
can be identified or suspected. These are then assessed in
the set of available aligned sequences. Finally, the geometry
of the model is regularized using least-square refinement.
In this process, standard hydrogen bonds between nucleo-
tides are used as explicit constraints.

One of the most difficult tasks is the arrangement of the
multiple-way junctions between helices. The main problem
is the proper choice of helices that stack on each other
(Duckett et al. 1995; Hohng et al. 2004; Krol et al. 1990).
The natural tendency for right-handedness in RNA strands
helps often in the decision process. Thus, the Hoogsteen
edge (a purine N7 atom) is more accessible when the purine
base is 30 terminal than when it is either internal or
50 terminal (Westhof et al. 1989). The avoidance of knot
formation should be kept in mind and, in large structures
with several long-range loop–loop contacts, like the
sense–antisense complex between CopA and CopT, topo-
logical criteria have to be considered carefully to avoid
knot formation (Kolb et al. 2001). Three-way junctions
with two helices approximately coaxially stacked can be
divided into three main families depending on the relative
lengths of the segments linking the three Watson-Crick
helices. Each family has topological characteristics with
some conservation in the non-Watson-Crick pairs within
the linking segments as well as in the types of contacts
between the segments and the helices (Lescoute and
Westhof 2006b). The determination of such three-way
junctions is only applicable in case of coaxial stacking of
two of the three helices, a rather frequent situation.

7 MODELING RNA–PROTEIN COMPLEXES

The intricacies of RNA–protein complexes render the
modeling of RNA complexes particularly difficult and
challenging. Together with extensive chemical and enzy-
matic probing, information about some crucial contacts
(Romby et al. 1990) and the relative positioning of the in-
teracting surfaces (Caprara et al. 1996; Webb et al. 2001)
can be gained, even in the absence of the structures of the
binding proteins. However, with the knowledge of the pro-
tein crystal structures and additional biochemical evidence,
for example cross-linking data, actual docking of protein to
the RNA model or directed probing can be attempted (Tsai
et al. 2003). Modeling of RNA–protein complexes will con-
stitute a major challenge for the next years.
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Figure 1. Some examples of annotated common RNA modules are
represented. The annotations use the geometric nomenclature where
a circle indicates the Watson-Crick sites, the square the Hoogsteen
sites, and the triangle the sugar edge sites (filled black, the bases inter-
act in cis; empty symbols, they interact in trans) (Leontis and Westhof
2001). Using this nomenclature, all base–base pairwise interactions
present in nucleic acids have been classified in 12 families in which
each family is a 4 � 4 matrix of the bases A, G, C, and U. This classi-
fication allows to deduce the isotericity matrices that yield all the pos-
sible and geometricallyequivalent base pairs in a given family. (A) The
double loop E motif of bacterial 5S rRNA. The B within the circle in-
dicates a bifurcated pair and a W a water-mediated interaction. The
simple motif occurs in the 16S as well as the 23S rRNAs. (B) The S
or bulged G motif in which a base triple occurs. This motif is typical
of the eukaryotic loop E of rRNA and of the sarcin/ricin loop in bac-
terial 23S rRNA. The adenines often interact through their Watson-
Crick or sugar-edge sites with other nucleotides (Leontis et al.
2002a). (C) The kink-turn motif (Klein et al. 2001). (D) The C-motif
(Leontis and Westhof 2003).
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8 MODELING AND FITTING INTO MEDIUM TO
LOW RESOLUTION ELECTRON DENSITY MAPS

The progress in cryoelectron microscopy techniques has
led to density maps of large functional objects at resolu-
tion around or below 7 Å (Schuler et al. 2006). This allows
the fitting of atomic models into the density map (Mitra
and Frank 2006). Such models can be assembled from
homology models derived from solved crystallographic
structures but generally de novo construction based on
various RNA modules is required. This approach has
been applied to the cricket paralysis virus IRES RNA bound
to ribosomes in cryoelectron densities at 7.3 Å (Schuler
et al. 2006). The resulting model, obtained before crystal-
lography (Pfingsten et al. 2006), agrees very well with the
structure of the IRES RNA structure alone (Pfingsten and
Kieft 2008).

9 INTERACTIVE MOLECULAR MODELING
WITH ASSEMBLE

Assemble contains a complete set of interactively connected
computer tools with web service capabilities dedicated to

the analysis of RNA structures, the structural alignments
of RNA sequences with or without a known 3D structure,
and the modeling with assembly of RNA modules into
an RNA architecture. Assemble extends considerably our
previous Manip program (Massire and Westhof 1998).
Importantly, it can be linked to the S2S application
dedicated to RNA alignments (Jossinet and Westhof
2005). As discussed previously, the construction of an
RNA 3D model with Assemble starts with the secondary
structure. RNA algorithms (Mfold [Zuker 2003] or the
RNAVienna package [Hofacker 2009]) or online reposito-
ries (CRW site [Cannone et al. 2002] or RNASTRAND
[Andronescu et al. 2008]) provide precomputed secondary
structures in CT or BPSEQ files. The secondary structure
can also be computed directly from an RNA sequence
stored in a FASTA file. Assemble outsources this predic-
tion task to a series of RNA algorithms available as web
services (developed in the lab or by third parties). Finally,
Assemble can also start the 3D modeling from a solved ter-
tiary structure described in a PDB file. In this latter case, the
secondary structure is the result of a 3D annotation process
done by RNA algorithms like RNAVIEW (Yang et al. 2003)
or MCAnnotate (Lemieux and Major 2002).
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Figure 2. The figure shows four examples of A-minor interactions (the A residues involved are shown in gray tone).
Notice how, despite the similar types of contacts, the two consecutive adenines can belong to very different local
environments. At the left, four different types of motifs in which two consecutive adenines form similar types of
A-minor interactions (Nissen et al. 2001) with two consecutive base pairs, as shown at the right (first contact at
the top, type I A-minor, the adenine H-bonds to both bases of the Watson-Crick pair; second contact below, type
II A-minor, the adenine H-bonds to only one base of the Watson-Crick pair). It has been established (Battle and
Doudna 2002; Doherty et al. 2001): (1) consecutive adenines recognize without any strong bias any two stacked
Watson-Crick pairs; (2) consecutive adenines have a strong preference for complementary Watson-Crick pairs com-
pared to noncomplementary pairs.
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The RNA secondary structure is displayed in a 2D panel
connected to a 3D one. This 2D panel plays several roles to
assist the modeling process. It allows the selection of resi-
dues with their visualization in the 3D panel and the defi-
nition or edition of 2D structure elements like helices,
single-strands, and secondary and tertiary interactions.
Helices or single stranded regions defined in the RNA sec-
ondary structure can be exported as 3D building blocks
with a default regular A-form helical fold. Several options
are then available in the 3D panel to adapt the model to
the RNA peculiarities. First, the default folding can be al-
tered by modifying the six torsion angles along the sugar-
phosphate backbone for any single residue within the 3D
structure. The folding of an RNA motif stored in a local
repository can be applied to the current 3D selection.
The building blocks can be reorganized in the 3D scene
to produce the overall shape of the 3D architectural model.
If available, electron density maps can be simultaneously
displayed for fitting models into density.

Finally, stereochemical and geometrical errors intro-
duced during the modeling process can be fixed using a
refinement algorithm embedded into Assemble. The set
of base–base interactions defined in the 2D panel are
used to deduce the structural and geometrical constraints
needed to improve the 3D model. The refinement is
achieved by geometrical least-squares using the Konnert-
Hendrickson algorithm (Konnert and Hendrickson 1980)
implemented in the program Nuclin/Nuclsq (Westhof
et al. 1985). The algorithm takes into account bond lengths,
valence angles, dihedrals, and has antibump restraints. The
resulting function is minimized against a dictionary of dis-
tances that have been observed in high-resolution crystal
structures of nucleotides and oligonucleotides. Because
the refinement program uses the steepest descent algo-
rithm, the conformation of the starting model should
not present extremely distorted regions to avoid refinement
failure. The refined model can then be collated to the data
and the process of interactive modeling and least-square re-
finement can be looped until the model is satisfactory. A
subset of the data should be used as a blind test during
the building of the model so as to help validate the model.
Further steps of interactive modeling may then be required
until a satisfactory solution is reached.

10 COMPARISONS BETWEEN RNA MODELS
AND CRYSTAL STRUCTURES

Several RNAs were predicted, sometimes several years,
before the x-ray structures became available. This situation
is rather unique to the RNA world; this is not the case
for example in the protein field where special competi-
tions had to be installed ad hoc (Critical Assessment of

Techniques for Protein Structure Prediction; http://predic-
tioncenter.org/). Root mean square deviations between
a chosen set of atoms in the structures to be assessed
(RMSDs) are usually the main measure for benchmarking
prediction tools and comparing predicted structures with
experimentally derived structures. For example, Lsqman
(Kleywegt 1996) calculates normalized RMSD values
according to (Carugo and Pongor 2001). Because RMSDs
increase with the size of the molecule, normalization is nec-
essary to allow the comparisons between models of differ-
ent size. As can be expected, the values for the RMSDs tend
to improve with the size of the x-ray crystallographic data-
base on which the modeling is based. However, RMSDs,
being based on a least-squares approach, spread errors over
the whole molecule so as to minimize the final value. Thus,
low values can be obtained for compact structures that may
be missing most of the key intramolecular contacts, where-
as high values can be observed when the relationship of two
domains is wrongly deduced despite the fact that each do-
main is correctly predicted. An accurate model should
present most of the internal interaction contacts maintain-
ing the overall architecture (Lescoute and Westhof 2006a).
New metrics have been introduced to calibrate the interac-
tion network fidelity (Parisien et al. 2009). The results show
that RMSDs do not provide information about the quality
and precision of the base–base interaction networks.

Globally, the interactively modeled architectures with
all of the long-range contacts (loop–helix, loop–loop,
pseudoknots, . . .) are in excellent agreement with crystallo-
graphic structures, especially for group I introns (Jaeger
et al. 1993; Lehnert et al. 1996; Michel and Westhof 1990)
and the RNA component of ribonuclease P (Brown et al.
1996; Chen et al. 1998; Haas et al. 1991; Massire et al.
1998). Thus, for the specificity domain of the RNA of
ribonuclease P (Fig. 3), the overall RMSD is 11.2 Å but
the normalized one is 4.8 Å between the modeled (Massire
et al. 1998) and the 3.15 Å resolution x-ray structure
(Krasilnikov et al. 2003). Interestingly, the RMSD between
the crystal structures of the specificity domains of the
two main families of the ribonuclease P RNAs (Krasilnikov
et al. 2004) is 1.6 Å. In addition, locally, several motifs were
properly identified and inserted into large structures: the
ribose zipper in the hairpin ribozyme (Earnshaw et al.
1997; Rupert and Ferre-D’Amare 2001) based on experi-
mental data (Chowrira et al. 1993); the presence of a
C-motif in the 50-UTR of the Thr-aminoacylsynthetase
messenger (Caillet et al. 2003; Torres-larios et al. 2002);
the presence of a loop-E like structure in domain P7 of sub-
group IA2 in group I introns involved in tertiary contacts
(Golden et al. 2005; Leontis and Westhof 1998a; Waldsich
et al. 2002), or other tertiary contacts like that between
P3 and J6/6a in the Azoarcus group I intron (Adams
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et al. 2004; Rangan et al. 2003). A systematic comparison
between phylogenetic (Leontis and Westhof 1998b), chem-
ical probing (Romby et al. 1988), and x-ray data (Correll
et al. 1997) led to a refined model of the 5S loop E in spi-
nach chorosplast, which was later strongly supported by
NMR data (Vallurupalli and Moore 2003). However, de-
spite a correct architecture with the presence of the proper
long-range contacts and the ensuing rather good normal-
ized RMSD between modeled and x-ray structures of the
Azoarcus group I intron, 3.85 Å, at the atomic level many
contacts are off, sometimes one nucleotide away. Further,
a comparison with the crystal structures of group I introns
(Adams et al. 2004; Golden et al. 2005; Guo et al. 2004)
shows that, although the binding mode of the guanine
was correctly predicted (Michel et al. 1989), the adjacent
invariant nucleotides were not (Michel and Westhof
1990). A recent analysis between models and crystallo-
graphic results of group II introns has been presented
(Michel et al. 2009).

Up to now, the RNA architectures, assembled using
all-atom components, agree very well with the determined
x-ray structures despite a rather poor congruence at the
atomic level. The interactive 3D modeling of RNA is still
the most efficient and reliable method for assembling
large structures. The ultimate goal is to model RNA folds
with atomic precision as automatically as possible. Despite
great progress, new tools based on conformational space
searches have not yet produced a novel fold before x-ray
determination of major biological impact. Some of them
do reproduce known structures with excellent accuracy
(Parisien et al. 2009). In the near future, through systematic
comparisons between crystal structures and sets of aligned
sequences, refined and new key molecular rules will be
unraveled, which should lead to an improved accuracy in
automatic model prediction.

11 CONCLUSIONS

The modeling approach described here is based on a
corpus of observations leading to the paradigm that RNA
architecture results from the hierarchical assembly of
preformed double-stranded helices defined by Watson-
Crick base pairs and RNA modules maintained by
non-Watson-Crick base pairs (Fig. 4). Thus, metrics for as-
sessing the accuracy of RNA models should include checks
on the number and correctness of non-Watson-Crick pairs
in the predicted models (Parisien et al. 2009). The most
common long-range RNA–RNA contacts are the A-
minor interactions that are mutationally robust and can
accommodate many combinations of neutral mutations.
This characteristic dilutes the links between RNA sequence
and structure. To achieve specificity in RNA folding,
global, positional, and orientational, constraints on the
native fold must occur upstream in the folding process. Crit-
ical parameters are the lengths of the helices, the coaxiality
of the helical stacks, and the structure adopted at the junc-
tions of helices (Lescoute and Westhof 2006b). Thus, the
molecular neutrality present in the local interactions
is partially compensated by global topological criteria,
much less accessible to sequence analysis because they are
attached to the 3D architecture (Cruz and Westhof 2009).

Because modeling requires the integration of a vast
amount of data at various levels of complexity, the
quality of the modeling reflects, in the end, the current
understanding of the modeled systems and the quality
and usefulness in the integration of knowledge. This
present understanding of RNA architecture and modeling
bears on the RNA World hypothesis. RNA architecture
can be parsed into recurrent modules, limited in number,
with defined borders. Modules interact through defined
protocols of interaction applicable in many topological

P7

P8

P9

P12

P10.1

5¢

3¢

3¢

Figure 3. Models can be compared with x-ray structures to assess their
accuracy. One measure, the root mean square deviations (RMSD), is
obtained after minimizing the sum of the distances between corre-
sponding atoms. Superimposition of the ribonuclease P specificity
domain of Bacillus subtilis the model (in red) (Massire et al. 1998)
was assembled 5 years before the x-ray structure (in green) (Krasilni-
kov et al. 2003).
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situations. Modules can accommodate sequence variations
that are neutral within defined geometrical limits. Such
hierarchical networks with embedded modularity are
typical of self-organizing networks (Ravasz et al. 2002).
The physicochemical and structural characteristics of
RNA molecules are ideally suited to the evolution of such
complex networks. They lead to the appearance of similar
modules capable of adaptation. The neutrality of the con-
tacts between the modules allows for a great diversity of ar-
chitectures despite the use of a limited number of recurrent
modular building blocks. For example (Lescoute and West-
hof 2006a), it is striking that a central piece of the peptidyl
transferase center is made of the most frequent three-way
junctions, observed in riboswitches for binding activating
ligands or at the active site of the hammerhead ribozymes.
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