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Abstract

Access to health information by consumers is ham-
pered by a fundamental language gap. Current at-
tempts to close the gap leverage consumer oriented
health information, which does not, however, have
good coverage of slang medical terminology. In this
paper, we present a Bayesian model to automatically
align documents with different dialects (slang, com-
mon and technical) while extracting their semantic
topics. The proposed diaTM model enables effective
information retrieval, even when the query contains
slang words, by explicitly modeling the mixtures of
dialects in documents and the joint influence of di-
alects and topics on word selection. Simulations us-
ing consumer questions to retrieve medical informa-
tion from a corpus of medical documents show that
diaTM achieves a 25% improvement in information re-
trieval relevance by nDCG @5 over an LDA baseline.

1 Introduction

The Internet makes a wealth of health informa-
tion available to consumers, ranging from consumer-
oriented resources like WebMD < to technical journal
articles available through PubMed Central L However,
many users do not know enough about their problem
and the relevant technical language to form an appro-
priate technical query3. Instead, many pose the ques-
tion on question answering sites, where they can use
familiar language. For example, one user on Yahoo!
Answers asked why his eyelids sometimes beat uncon-
trollably. The user was describing a mild case of ble-
pharospasm, but, without knowing how to describe the
behavior in technical language, the user could not find
any relevant information. In many cases the questions
are couched in slang language, like “gooey” or “preg-
gers” (pregnant). A system that could locate health-
related information from a common language or slang
query would greatly benefit consumers.

In this work, we show how to accommodate di-
alects (variations within a language) when retriev-
ing health information using Dialect Topic Models
(diaTM). DiaTM automatically learns a set of topics
and how they are expressed in several dialects. By
comparing documents by topic across dialects, diaTM
can find relevant technical documents for a user’s non-
technical query. It can also help filter out incompre-
hensible documents based on its assessment of the di-
alect gap between the user and the document. Al-
though we cannot replace the human element in ques-
tion answering services, we can help consumers with
typical health literacy find the health resources they
need.

2 Related Work

Many researchers grappled with the language gap be-
tween consumers and medical documents. Zeng et
al.# showed that this gap substantially degrades search
ability and satisfaction. HIQuA expanded the user’s
original query with technical words semantically close
to the words in the querys, but the researchers found
no improvement in user ability to find necessary infor-
mation. MedicoPort® was based on the hypothesis that
co-occurrence in WebMD(R) would enable more useful
query expansion. Users were able to find many more
relevant documents, but only when the query terms
were present in WebMD®). MedSearch’ attempts to
tackle the problem by accepting longer queries and
distilling them to shorter, more technical queries. It
also uses clustering to increase the variety of search
results. Our unique contribution is that we incorporate
dialect into the model so that we can perform a topi-
cal comparison of a non-technical query and a techni-
cal document, without going through query expansion.
We use term frequency statistics from various collec-
tions of documents to provide dialect information to
the model, which Keselman et al. found correlated
strongly with consumer comprehensiong.
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DiaTM is a variation on Latent Dirichlet Allocation
(LDA)g. LDA assumes that each document is wo-
ven from a set of topics, and that the probability of
words appearing in the document is related to these
topics. So, for example, a document about cancer is
more likely to contain “chemotherapy” than a docu-
ment about pregnancy. A collection of word probabili-
ties, like that used by LDA, is called a language model
(LM). LDA uses one LM for each topic, so that the
LM of a document is a mixture of the topic LMs.

Polylingual Topic Models (pTM) 10 i5 an extension
of LDA that allows cross-language correlation of top-
ics. By processing special pairs of documents with
similar topics in different languages, pTM learns a
LM in each language for each topic. So, where LDA
might learn separate topics for pregnancy in each lan-
guage, pTM will learn a single pregnancy topic with
language-specific language models. That allows it to
measure the topical similarity between two documents,
even though they are in different languages. However,
pTM requires parallel documents and clear labeling
of languages that makes it impractical for medical di-
alects. Our model directly solves these two issues.

3 Dialectical Latent Dirichlet Allocation

Consumer medical information retrieval presents sev-
eral unique challenges. First, documents are seldom
written in a single dialect. Consider the slang sen-
tence, “Since that time my eyes are always oozing
green yellow gunk.” This is a mixture of slang words
(“oozing,” “gunk” and “wont”) and many words that
could appear equally well in a technical journal paper.
The more serious limitation is that training polylin-
gual topic models requires parallel documents con-
taining the same topics in different languages. Re-
sources like Wikipedia provide suitable parallel doc-
uments in multiple languages, but there is no natural
source of parallel slang and technical documents. To-
gether, these characteristics make reasoning about top-
ics in languages of several dialects very challenging.

We propose Dialect Topic Models (diaTM) to ad-
dress these difficulties. As in pTM, topic selection
is independent of dialect but the dialect influences the
words used to express a topic. The key differences are
that the dialect is unknown (must be inferred) and that
it may be different for each word in the document. To
help the model determine the dialect of each word, we
provide features that are chosen to have good correla-
tion with one or more dialects. For example, a tech-
nical term is expected to occur more frequently than a
slang word in technical contexts, so that word frequen-
cies in largely technical or slang collections of docu-
ments is a useful feature8.
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Figure 1: Graphical model of diaTM.
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The structure of diaTM is shown in Figure 1. As
is typical of LM approaches, the model assumes that
documents are generated randomly, even though in re-
ality careful thought is behind them. This allows us
to measure how well the model explains a set of doc-
uments (Section 4 Learning Topics). For each docu-
ment, a multinomial mixture of topics 6 is chosen from
a Dirichlet distribution that uses the same parameter
« for every topic, so that on the whole every topic is
equally represented. Similarly, a multinomial mixture
of dialects 7 is chosen from a Dirichlet distribution,
but the parameters 7, vary both by collection ¢ and
by dialect u, thus allowing the dialects to have differ-
ent biases in each collection. For each word, a topic z
and a dialect u are selected from corresponding mix-
tures. Then, the word itself w is selected from a multi-
nomial distribution 3., that is specific to the selected
topic and dialect. Finally, the vector of dialect features
y is selected by applying a linear transformation 7" to
the expected word dialect and adding Gaussian noise
with variance 0.

This model can be learned using documents from a
number of different sources that have different dialect
mixtures. Following Blei et a1.9, we use variational
approximation to learn the model and to analyze new
documents. Rather than learning 7', it is expedient to
learn T~! by ordinary least squares regression 11 This
allows us to infer the dialect from the features, u =
T 1y —e.

Once the model has been trained, diaTM can ana-
lyze new documents. Given the document, its source
and the word features, diaTM can infer the expected
mixture of topics # and dialects 7 of the document and
the most likely topic z and dialect u of each word. 6
can be used to compare a query ¢ and a document d
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Figure 2: DiaTM outperforms the LDA baseline us-
ing two important metrics for which lower scores are
better.

using cosine distance 2, 04 - 04/1|04]/]164]|- This dis-
tance depends on the topics present in the query and
document, but does not depend on the dialects. The
model can also measure the distance between two di-
alect mixtures 7, in order to gauge whether the user
will understand a given document. Finally, the model
predicts the dialect u of each word in a query, which
would be valuable in a large-scale medical information
retrieval system to apply heterogeneous search strate-
gies tuned for specific dialects.

4 Experimental Results

Data Sets. We collected documents with different
mixtures of dialects: common with some slang (Ya-
hoo! Answers health category 13). technical (PubMed
Central Open Access Subset!4 and Medical Subject
Headings I5 (MeSH®))); and common with technical
(WebMD®) 2 and Centers for Disease Control and Pre-
vention 10 Websites). For each collection, we ran-
domly selected 1000 English-language documents for
training and 2500 each for validation (by perplexity)
and testing. We stemmed the tokens with the SnowBall
Stemmer 1/ and then selected the 2000 words occur-
ring in the most documents, excluding a hand-selected
list of about 300 uninformative words This resulted in
combined vocabulary containing 4778 words.

To provide a signal for identifying word dialect, we
used the term frequency and document frequency of
the word in each collection as a feature. Because we
separated the Yahoo! questions and answers, this re-
sulted in 12 features. The thirteenth feature was con-

Loose weight fast!

[ weigh 163 and i'm 576. I need to drop pounds as
quickly as possible, I want to loose about 25
pounds or more, I do situps every evening and [
eat mostly veggies and lean meat. Please help!!

(a) Question (modified to protect privacy).

Skipping breakfast is even harder on your brain.

Most of the cells in your body can store energy up
for lean times, but your brain cells need a constant
supply of carbohydrates to function.

(b) LDA 18,

[f eating cabbage soup for a solid week appeals to
you, the Cabbage Soup Diet is sure to lead to
quick weight loss. However, since the food
choices are so limited and the calories so low,
boredom—and inadequate nutrition—are
inevitable.

Dialects: omitted from vocab; consumer; common; fechnical.

(c) DiaTM 19,

Figure 3: Given a consumer’s question (a), LDA iden-
tifies a best matching document (b) that is not as di-
rectly on topic as the document found by diaTM (c).

text dependent: the fraction of the occurrences of the
word within the document that appeared in the ques-
tion portion of the document. This was of course
zero in every collection except Yahoo!, where it ranges
from O (only in answer) to 1 (only in question).

Evaluation of Learning Topics. DiaTM learns to
identify the topics that are present in documents, us-
ing characteristic probability distributions over words.
Perplexity is commonly used to compare language
models2Y. If the model does a good job of explain-
ing the words in a test set, it will have low perplexity.
DiaTM had 54.7% better perplexity than LDA ( Fig-
ure 2(a)).

pplex = exp (Z P(j|testset) log(P(j|m0del)))
J

ey

Topical Comparison. We use Kullback-Leibler
(KL) divergence to measure the extent to which tech-
nical and non-technical documents use the same top-
ics. For a given collection ¢ and diaTM model, it is
straight-forward to compute the conditional probabil-
ity distribution over topics z, from which we can com-
pute the KL divergence. A model has a better mix of
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Figure 4: DiaTM outperforms the LDA baseline on
the IR task. Performance shown for general and hard
(heavily slang) queries. Higher scores mean better per-
formance. * Significant at p=0.04.

collections (and presumably of dialects) if the KL di-

vergences are small. On this measure, diaTM again

outperforms the baseline by about 8%, as shown in
Figure 2(b).

P(z|Yahoo!)

KLC = ;P(ZlYahOO‘) log <W

2

Effectiveness for Information Retrieval. We se-
lected 38 questions from the test set that contained
substantial slang content and another 162 questions
randomly. For each question, we selected documents
that were highly ranked by one of many models, not
including either model evaluated here. We obtained
the judgments using Mechanical Turk: editors were
asked to assign one of five grades based on the top-
ical similarity. The high relevance grades were au-
dited, and the highest approved rating for each pair

was used. In this way we obtained 5854 judgments
on 4982 query-document pairs, which we are making
available to other researchers2!.

Figure 3 shows the highest ranked document iden-
tified by each algorithm, using topical cosine simi-
larity. Notice that diaTM picked a document on the
same topic (weight loss diet) whereas LDA picked a
document on a related topic (nutrition). We evalu-
ated the performance using standard metrics imple-
mented in the LETOR?? evaluation tools: normal-
ized Discounted Cumulative Gain (nDCG), Precision
(P) and Mean Average Precision (MAP). The results
are shown in Figure 4. DiaTM outperformed LDA on
most of the metrics, including a 24.8% improvement
of nDCG @5 for the harder slang queries.

5 Discussion

Many researchers have grappled with the gap between
the language of consumer problems and the technical
language of the documents they are looking for, yet
this remains a largely unsolved problem. In this pa-
per we have described diaTM, an extension of pTM to
handle the unique characteristics of this language gap.

In comparison to LDA, a state of the art model for
topical inference in large collections of documents,
diaTM has less than half the perplexity. That is a
tremendous improvement in perplexity, and indicates
that the dialect information that we incorporate is very
valuable for understanding the documents in an ab-
stract sense. Moreover, the improvement in informa-
tion retrieval performance is also dramatic. DiaTM
holds great promise for improving consumer medical
search.

On the other hand, there are still a number of weak-
nesses in diaTM. The improvement in KL divergence
is a modest 8%, so that there is not the substantial shar-
ing of topics that we expected. Additionally, the “di-
alects” that the model learned were tied quite strongly
to the features and do not reflect the slang and techni-
cal dialects very well. The strong mismatch between
topics in the technical collections and in the consumer
questions seems to be largely to blame. For example,
gene sequencing and protein structure were common
technical topics but completely absent from the con-
sumer questions. Also, the vocabulary selection tech-
nique we used did not provide a good enough cover-
age of slang words, which are individually rare even
in consumer questions. DiaTM may fare even bet-
ter when trained with a richer slang vocabulary and a
larger collection of slang and common documents.

In summary, diaTM results in substantial improve-
ments in retrieval performance using real user queries,
improvements that are sorely needed.
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