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There are lots of work being done to develop computer-
assisted diagnosis and detection (CAD) technologies and
systems to improve the diagnostic quality for pulmonary
nodules. Another way to improve accuracy of diagnosis
on new images is to recall or find images with similar
features from archived historical images which already
have confirmed diagnostic results, and the content-
based image retrieval (CBIR) technology has been
proposed for this purpose. In this paper, we present a
method to find and select texture features of solitary
pulmonary nodules (SPNs) detected by computed to-
mography (CT) and evaluate the performance of support
vector machine (SVM)-based classifiers in differentiating
benign from malignant SPNs. Seventy-seven biopsy-
confirmed CT cases of SPNs were included in this study.
A total of 67 features were extracted by a feature
extraction procedure, and around 25 features were
finally selected after 300 genetic generations. We
constructed the SVM-based classifier with the selected
features and evaluated the performance of the classifier
by comparing the classification results of the SVM-
based classifier with six senior radiologists′ observa-
tions. The evaluation results not only showed that most
of the selected features are characteristics frequently
considered by radiologists and used in CAD analyses
previously reported in classifying SPNs, but also indicat-
ed that some newly found features have important
contribution in differentiating benign from malignant
SPNs in SVM-based feature space. The results of this
research can be used to build the highly efficient feature
index of a CBIR system for CT images with pulmonary
nodules.
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INTRODUCTION

S olitary pulmonary nodules (SPNs) are com-
mon findings in thoracic imaging. The volu-

metric computed tomography (CT) technique has
introduced spiral scans which shorten the scan

time and, when used in thoracic imaging, reduce
the artifacts caused by partial volume effects,
cardiac motion, and unequal respiratory cycles.
For these reasons, spiral CT is useful in identifying
and characterizing SPNs.
However, it is still difficult for radiologists to

distinguish malignant from benign nodules. Dif-
ferentiating malignant nodules from benign ones
by visual examination is subjective and the results
vary between different observers and in different
cases. In general, experienced radiologists classify
nodules more accurately than resident radiologists.
The necessity for reliable and objective analysis
has prompted the development of computer-aided
systems.
It is reported that two radiologists working

together outperform any independent radiologist.
The computer-assisted diagnosis and detection
(CAD) system can provide a “second opinion,”
which might improve the radiologist’s perfor-
mance. One study has demonstrated that radiolog-
ists more accurately classified SPNs (as measured
by area under the receiving operating characteristic
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(ROC) curve (AUC)) with CAD assistance.1 Recent
studies have focused on the role of CAD in
differentiating and characterizing pulmonary nod-
ules. These reports discuss characteristics of
nodules demonstrated to be relevant to their
classification.2–8 For example, the presence of
calcification and/or fat indicates that the nodule
is likely to be benign, while irregular margins
and heterogeneous attenuation are signs of ma-
lignancy.9 Another way to improve accuracy of
diagnosis on new images is to recall or find
images with similar features from archived his-
torical images which already have confirmed
diagnostic results,10 and content-based image
retrieval (CBIR) technology is now proposed for
this purpose in digital imaging and management
environment.11,12

Selecting the right features and constructing the
higher performed classifier of pulmonary nodules
are very important in developing the qualified
CAD and CBIR systems. For example, most of the
CAD systems consist of two steps: feature extrac-
tion and classification. In CBIR, the large amount
of visual features such as shape, texture, and
granulometry are usually included to build the
searching index.13

Some studies have been done on finding and
selecting features and evaluating the performance
of classifiers of lung nodule and tissues for CAD
and CBIR purposes.14–20 In feature selection
studies, most researches focused on differentiating
the visual features of pulmonary nodules and
tissues, and there were few considerations about
the differentiating features for classifying benign
from malignant SPNs. In classifier construction
studies for lung CAD, linear discriminant analysis
(LDA) and artificial neural networks (ANN) were
studied intensively.2–8 However, in LDA, the
complex decision surface might not be linear. In
ANN, it was difficult to determine the number of
units in the hidden layer and its gradient-based
algorithm might be trapped in local minima.
In this paper, we present a method for selecting

pattern features of pulmonary nodules of CT
images and evaluate the performance of support
vector machine (SVM)-based classifiers in differ-
entiating benign from malignant SPNs. We con-
structed the SVM-based classifier with the selected
features using a genetic generation procedure and
evaluated the performance of the classifier by
comparing the classification results of the SVM-

based classifier with two groups of senior and
junior radiologists′ observations, as well as the
results of the neural-network-based classifier. The
results of this research are not only helpful to
improve CAD for diagnosis on SPNs but also
useful to build the highly efficient feature index of
a CBIR system for CT images with pulmonary
nodules. We discussed the impacts of nodule
segmentation results and kernel function selection
on the performances of SVM-based classifier in
differentiating benign from malignant SPNs.

MATERIALS AND METHODS

Materials

High-resolution scans of 77 patients with soli-
tary pulmonary nodules mostly less than 3 cm
performed between October 1999 and December
2006 were included in our study. The selection
criteria included the following: nodules were
solitary, and there was no calcification or artifacts
from cardiac motion or beam hardening from
adjacent bone. Definitive diagnoses were obtained
in each case by cytological or histopathological
examination of surgical specimens and CT-guided
transthoracic needle aspiration biopsy or based on
clinical data such as no radiological evidence of
nodular growth during two or more years of
follow-up.
Among the 77 patients, 48 were men and 29

were women (age range, 27–86 years; mean,
57.97 years). There were 43 malignant cases (27
adenocarcinoma, nine squamous cell carcinoma,
four small cell carcinoma, and three adenosqua-
mous carcinoma). Thirty-four cases were benign
(17 pulmonary hamartomas, eight cases of pulmo-
nary tuberculosis, five cases of inflammatory
pseudotumor, and four cases of pneumonia). Four
of the 77 cases were larger than 3 cm. The largest
was 4.48 cm; the smallest was 0.54 cm and the
mean diameter was 1.90 cm. Among the 77 cases,
31 were larger than 2 cm, while seven out of the
31 cases were benign and 24 were malignant.
Large nodules were inclined to be malignant,
which dovetailed with the radiologists’ knowledge.
The images were obtained by Somatom Plus

(Siemens AG, Germany) and Somatom 16 (Sie-
mens AG, Germany) CT scanners with the
following parameters: 120 kV, 100 mA, 1-s
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scanning time, and a standard reconstruction
algorithm for the Somatom Plus scanner and
120 kV, 250 mA, 0.5-s scanning time, and a
standard reconstruction algorithm (B41f) for the
Somatom 16 scanner. Some patients had additional
scans covering the tumors.

Nodule Segmentation

We used two methods to perform nodule
segmentation in our study: the region-grow and
the snake techniques. First, we can identify the
boundary of most nodules by using the region-
grow method from a user-specified seed point
inside the nodule with adjustable thresholds. This
region-grow method has also been used in other
lung nodule segmentation applications.2,7 Howev-
er, the region-grow technique could not be applied
if the nodule contacted with vessels or the chest
wall. In those cases, we applied the snake approach
after using region grow. We have 77 cases of
images; 61 of these case images can be segmented
by using region grow, and 14 should be segmented
by using both region-grow method and snake
approach, and only two cases of images must be
segmented by user interactively. The times required
to segment a nodule with our region-grow soft-
ware program were about 4 s averagely. Figure 1
shows two examples of nodules for which the
borders were identified by each of these two
techniques.

Due to partial volume averaging effects, the
spikes of some nodules had much lower attenu-
ations than the center of the nodule. As a result, the
border of the spikes identified by the region-grow
method was not sharp. The snake method
depended on its initial border and did not trace
the exact border of the nodule in some cases, but,
in such cases, we reinitialized the process to get a
satisfied result. The segmentation results covered
most of the nodule area and captured most
characteristics of the borders. In our study, the
segmentation results were all approved by an
experienced radiologist.

Feature Extraction

In image pattern recognition, feature extraction
is the first step in image classification. The visual
features of lung nodules, such as the size, shape,
and internal texture, were considered in our study,
as such characteristics would be considered by the
radiologist when classifying a nodule as malignant
or benign. For example, nodules with calcification
or fat are more likely to be benign, whereas irregular
borders suggest malignancy. To characterize nod-
ules, we also tried to capture other features that may
suggest malignancy, such as attenuation statistics,
Gabor filter responses, wavelet decomposition
features, multiscale Hurst parameters, and so on.
We performed specific feature extraction of lung

CT images with nodules based on the following

Fig 1. The segmentation results of two pulmonary nodules.
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parameters: the first-order statistics features (fea-
ture 1 to feature 14) describe the attenuation
distribution and the shape of the histogram; the
second-order statistics features (feature 15 to
feature 34) describe the spatial dependency of
pixel values, particularly, entropy features repre-
sent the smoothness of the region of interest (ROI);
the Gabor features (feature 35 to feature 46)
capture the directional information at different
scales; the wavelet frame decomposition features
(feature 47 to feature 55) represent the energy of
the decomposed image; the multiscale Hurst
features (feature 56 to feature 61) describe the
roughness of the ROI at different scales; and shape
features represent the area, perimeter, irregularity
of the border, and size of the ROI. A complete list
of the features is provided in Table 1. Some
features have good discriminant power, while
other features contribute little to the classification.
Therefore, the extracted features must be subjected
to an optimal selection procedure before being
used in classification. This selection procedure is
further described in the next section.

Algorithms of Feature Selection, Statistical
Classification, and Analysis

We enrolled 77 cases of SPNs in this study and
extracted 67 features for each image. Thus, there
was a high possibility of overfitting during the
classification step due to the low number of
samples relative to the number of features
extracted. For this reason, it was necessary to
reduce the high dimensionality of the input feature
vectors.
In this study, we employed a genetic-algorithm-

based feature selection technique to recreate
multiple groups of feature subsets with different
numbers of features (between five and 30 of the
total 67 features were used in each analysis). This
allows us to evaluate the performance of each
classifier built by different groups of feature
subsets. We also introduced the support-vector-
machine-based classifier in this section to classify
the SPNs as well and its related algorithm. In order
to evaluate the performance of the classifiers in
differentiating the malignant nodules from SPNs,
the ROC analysis was also included in this section.

Genetic Algorithm for Feature Selection

Feature selection is a combinational optimiza-
tion approach to a problem that is difficult to solve
directly. The genetic algorithm is a general
optimization method that is useful especially for
computation-intensive applications. It mimics the
evolution process in biology by representing the
solution of the problem as genomes. The crossover
of good genomes (indicated by small fitness value)
tends to yield better results, and a certain proba-
bility of mutation allows for exploration of the
whole solution space. After many generations of
crossover and mutation, the algorithm yields an
acceptable solution.
In this study, each generation had the same

number of features, and the fitness function was
defined as the misclassification rate of a tenfold
cross-validation procedure. In this procedure, the
samples were divided randomly into ten groups,
while one group was used as test data; the rest of
the samples were used to fit a multivariate normal-
density function. The test data were classified
based on likelihood ratios. After each group had
acted as test group exactly once, the fitness
function was calculated as the misclassification

Table 1. A Complete List of Features Extracted for Lung Nodules
in CT Images

Feature extraction
methods Feature no. Feature name

First-order statistics

1∼10 HIST1, HIST2,…HIST10
11 MEANV
12 STDV
13 KURT
14 SKEW

Second-order statistics

15∼19
ASM1, CONT1, CORR1,
IDM1, ENTR1

20∼24
ASM2, CONT2, CORR2,
IDM2, ENTR2

25∼29
ASM3, CONT3, CORR3,
IDM3, ENTR3

30∼34
ASM4, CONT4, CORR4,
IDM4, ENTR4

Gabor filters 35∼46 GAB1, GAB2, …GAB12
Wavelet frame
decomposition 47∼55 WF1, WF2, …WF9

Fractal parameters
56∼58 HM1, HM2, HM3
59∼61 HS1, HS2, HS3

Shape features

62 AREA
63 PERI
64 COMP
65 MEAND
66 MIND
67 MAXD
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rate. The smaller the value was, the better the was
fitness of the genome. Figure 2 showed an
evolution process of mean fitness and best fitness
with the increasing of generations, in which the
number of features was fixed to 25, and the
number of genomes in each population was 100,
and the number of generations was 300. It
demonstrates that both the mean fitness and the
best fitness values drop drastically after about 50
generations.

Support Vector Machine

Support vector machine is based on the structural
risk minimization principle. It is reported that SVM
outperforms other classifiers in many studies.21,22

The SVM approach enjoys many attributes. It is less
computationally intense in comparison to artificial
neural networks. It performs well in high-dimen-
sional spaces and also well on both training data
and testing data but does not suffer from the small
size of training dataset as do other kinds of
classifiers since the decision surface of SVM-based
classifier is determined by the inner product of
training data.
The basic idea of SVM is to construct a

hyperplane that maximizes the margin between
negative and positive examples. The hyperplane is

determined by the examples called support vectors
that are closest to the decision surface. The
decision surface is determined by the inner product
of training data, which enables us to map the input
vectors through function Φ into a higher-dimen-
sional inner product space called feature space.
The feature space could be implicitly defined by
kernel K(x, y). To tolerate noise and outliers and to
avoid overfitting, slack variables ξi are introduced
which allows the margin constraints to be violated.23

Consider the training samples (xi, yi), i=1,…,m,
where each point xi is an input vector with label yi
∈ {−1, 1}. The decision surface has the form:23

y ¼ � x;wð Þ þ b ð1Þ
The decision surface is the solution of the

following optimization problem:

minimize :
1

2
� w;wð Þ þ C

Xl

i�1

�i ð2Þ

subject to : yi � w; xið Þ þ b½ � � 1� �i; i ¼ 1:::l
�i � 0; i ¼ 1:::l

ð3Þ
where C90 is a parameter chosen by the user to
penalize decision errors and 8 is the mapping

Fig 2. The evolution of best fitness and mean fitness value with increasing numbers of generations, in which the number of features
was fixed to 25; the number of genomes in each population was 100, and the number of generations was 300.
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determined by the kernel function. The most
popular kernel is the Gaussian kernel function
which is defined by:

� x; yð Þ ¼ e�� x�yð Þk k2 ð4Þ
where γ is also chosen by the user.
In our study, the value of C was chosen to be 50

and the value of γ was chosen to be 1, and those
values had good performance in the application.
We will discuss in more detail why we choose
Gaussian kernel function in “Reliability of Nodule
Segmentation and Its Impact on the SVM-Based
Classifier.”

ROC Analysis

An ROC graph is a technique for visualizing the
performance of classifiers and is useful to compare
the performance of different classifiers in medical
decision-making systems. The graph depicts the
tradeoff between the true-positive and false-
positive rates. While an ROC graph is a two-
dimensional description of classifier performance,
it is often useful to reduce it to one scalar value.
The AUC is largely adopted to represent the
expected performance of a classifier. The AUC of
a classifier is equivalent to the probability that the
classifier will rank a randomly chosen positive
instance higher than a randomly chosen negative
instance.24

RESULTS

Feature Selection of CT Images with SPN

We enrolled 77 cases in this study as described
in “Materials” and extracted 67 features for each
SPN. Since the dimensionality of the feature space
is comparable to the number of samples, feature
selection was carried out using a genetic algorithm
as mentioned in “Genetic Algorithm for Feature
Selection.” The results of some selected feature
subsets are shown in Table 2. There are about 30
subsets and each of the subset contains the number
of selected features from five to 30. The next step
is to determine the relevance of each selected
feature to the process of differentiating benign and
malignant nodules.
During the evaluation process by using the

genetic algorithm, some features may be selected

many times as the number of generation increases.
The more times it was selected, the more important
it contributed to the final generation of selected
features. The number of times each feature was
selected is provided in Table 3. From Table 3, we
see that HIST1, HIST4, HIST10, ENTR3, ENTR4,
GAB2, COMP, and MEAND were present in more
than half of the feature subsets. The feature
selection results were consistent with the knowl-
edge of the radiologists. For example, the fourth
histogram feature which indicated the presence of
fat existed in most feature subsets. This is
consistent with radiologists’ knowledge that the
presence of fat suggests that a SPN is benign. We
will discuss the selected features and compare
them with previous reported studies further in
“Discussion.”

SVM-Based Classifiers for CT Images
with SPN

The basic idea of using SVM to classify the
patterns in SVM-based feature space is to con-
struct a hyperplane that maximizes the margin
between negative and positive examples. The
hyperplane is determined by the examples called
support vectors that are most close to the decision
surface. We employed the SVM-KM toolbox25 as
the SVM implementation based on the decision
surface solution given by Eqs. 1 to 4 and the
features selected in “Feature Selection of CT
Images with SPN” to construct SVM-based clas-

Table 2. The Subsets of Feature Selection Carried Out by Using
a Genetic Algorithm Mentioned in “Genetic Algorithm for
Feature Selection” with The Evolution of Best Fitness and Mean
Fitness Value of Genetic Generations as Indicated by Fig. 2

Subset num. Label num. (#) of selected features

5 1, 6, 10, 15, 36
6 10, 11, 23, 32, 33, 36
7 1, 4, 6, 10, 14, 18, 31
8 2, 3, 10, 11, 17, 23, 33, 36
9 1, 4, 10, 13, 29, 33, 34, 45, 64
10 4, 10, 11, 13, 20, 29, 34, 36, 62, 65
… …

There are about 30 subsets and each of subset contains the
number of selected features from five to 30. The no. of subsets
means that there are five features in this subset if the no. is five,
and the selected features in each subset means that the kinds of
the features listed in Table 1 are contained in this subset
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sifier. The parameter C was set to be 50 and γ set
to be 1 throughout this study.
Figure 3 showed the decision surface of SVM-

based classification by using HIST1 and HIST10
in SVM-based feature space. The upper-right part
in Fig. 3 indicates that the output of the classifier is
positive, and down-left part indicates that the
output of the classifier is negative. The circle
symbol “o” indicates true-positive samples and
plus symbol “+” represents true-negative samples,
the features of which were used to train the SVM-
based classifier. All the features are scaled to the
range [0, 1]. The HIST1 feature represents the
percentage of pixels in the nodule that are less than
−185 HU, and the feature is scaled to the range [0,
1]. Higher values of HIST1 mean that a higher
percentage of pixels are in a single bin of the
histogram. The HIST10 represented the percentage
of pixels above 136 HU which was in the range of
calcification and indicated that high percentage of
calcification and low attenuation pixels suggested
that the nodule was benign.

Performance Evaluation of SVM-Based
Classifiers for Differentiating SPNs

Comparison of SVM- and BP-ANN-Based
Classifiers

In classifier construction studies for lung CAD,
the ANN was usually used,3,4 so we compared the
performance of SVM-based classifier with ANN-
based in the following. We employed a two-
layered feedforward neural network which
contained one input layer, one hidden layer, and
one output layer. The number of inputs in the input
layer equaled the dimensionality of the input
vector. The output layer contained one unit to
output a score that indicated the malignancy of an
input nodule, and the number of units in the hidden
layer was chosen from three to 18 so that the area
under the ROC curve was maximized. The neural
network toolbox of Matlab® was used in this
study
Now, we compared the performance of SVM

and back propagation (BP)-ANN in differentiating
solitary pulmonary nodules in terms of AUC using
the selected feature subsets with leave-one-out
procedure.
A leave-one-out procedure was carried out in

which one nodule was used for test purpose and
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the others were used for training the SVM- and
ANN-based classifiers until each example was
used for test only once. For a subset of features,
the AUCs of SVM and ANN could be calculated
using ROCKET.26 Thus, the AUCs of SVM and
ANN using different feature subsets were calcu-
lated. We selected 26 subsets of features, which
contained different number of features, ranging
from five to 30. Each subset of features was used
to train the SVM and ANN classifiers and
differentiate nodule(s) by a leave-one-out proce-
dure, and the AUCs of the two classifiers were
calculated and listed in Table 4, and the related bar
graph was shown in Fig. 4 and Fig. 5 illustrated
the ROC curves of SVM and ANN with ten
selected features. From Figs. 4 and 5, we see that
the performance of SVM-based classifier in differ-
entiating SPNs is better than that of the ANN-
based classifier.

Comparison of SVM-Based Classifier
with the Radiologists’ Observation

In order to evaluate the performance of SVM-
based classifier in differentiating SPNs compared
to radiologists’ observation, we set up an experi-
ment to let two groups of radiologists read the 77
cases of CT images with SPNs. Group one had
three senior radiologists who had more than
20 years of experience in reading lung CT images
in radiology department of Huadong Hospital in
Shanghai; group two had three junior radiologists
who had 2 to 5 years in reading lung CT images.
All of these two groups of radiologists had never
read these images before. They used PACS diag-
nostic workstations with high-resolution monitors to
read these images and marked the pathology of
nodules as benignancy with −1 and malignancy
with 1 independently. The senior radiologists had

Fig 3. The decision surface of SVM is indicated in feature space by using HIST1 and HIST10. The upper-right part in the figure
indicates that the output of the classifier is positive, and down-left part indicates that the output of the classifier is negative. The circle
symbol indicates true-positive samples and plus symbol represents true-negative samples, the features of which were used to train the
SVM-based classifier. This figure indicated that the high percentage of calcification and low attenuation pixels suggested that the nodule
was benign.
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better performance in differentiating SPNs than
juniors. To represent the performance of senior
and junior radiologists respectively, we used the
averaged results of senior radiologists and junior
radiologists, respectively, as the likelihood of
malignancy to generate the ROC curves for them.
Figure 6 illustrated the ROC curves of senior and
junior radiologists’ performance, as well as the
SVM-based classifier with 17 selected features.
From Fig. 6, we see that the SVM-based classifier
had better performance in differentiating SPNs than
radiologists.

DISCUSSION

Comparison of the Selected Features
with Other Reported Results

CAD studies have offered insight in differenti-
ating benign and malignant SPNs. For example,
McNitt-Gray et al.2 considered density distribu-
tion, area, and texture to classify 31 nodules by
means of linear discriminant analysis, achieving an
accuracy of 90.3%. As presented in “Feature
Selection of CT Images with SPN,” these most

Fig 4. The ROC curves of SVM- and BP-ANN-based classifiers using ten selected features by the leave-one-out method.

Table 4. The AUC of SVM and ANN by Leave-one-out Procedure Using Different Feature Subsets

Subset num. 5 6 7 8 9 10 11

SVM 0.8714 0.8208 0.8721 0.8639 0.8865 0.8673 0.868
ANN 0.7825 0.7839 0.7592 0.8406 0.8406 0.7975 0.7613
Subset num. 12 13 14 15 16 17 18
SVM 0.8953 0.814 0.8598 0.8345 0.8871 0.8693 0.8748
ANN 0.8865 0.764 0.8256 0.7661 0.7497 0.7811 0.7674
Subset num. 19 20 21 22 23 24 25
SVM 0.8194 0.8632 0.8385 0.8433 0.7886 0.7879 0.8549
ANN 0.7661 0.7462 0.7763 0.7654 0.8358 0.7531 0.7798
Subset num. 26 27 28 29 30
SVM 0.8296 0.8310 0.7968 0.8091 0.7393
ANN 0.7832 0.7558 0.71 0.8187 0.816
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frequently selected features in our research are the
characteristics most commonly considered by
radiologists in distinguishing benign from malig-
nant nodules and also are consistent with data in

the published literature.3,5,6,9 Except for these, we
found that seven new features (GAB2, CORR1,
HS2, CORR2, CORR4, GAB12, and HM3)
represented in SVM-based feature space also have

Fig 5. The AUCs of SVM- and BP-ANN-based classifiers by the leave-one-out method using different feature subsets.

Fig 6. The ROC curves of radiologists′ average performance and the SVM-based classifier with 13 selected features. The SVM-based
classifier had better performance in differentiating SPNs than average of radiologists.
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important impact on differentiating SPNs, and
these newly found features should be included in
feature index of a CBIR system for SPNs. Table 5
gives the comparison of the features selected
(including times selected in evaluation process by
using the genetic algorithm) in our research with
the published literature.

Kernel Function Selection in SVM
Classifier Construction

Although we chose the Gaussian kernel function
to construct the SVM-based classifier in “ROC
Analysis,” the feature distributions of selected
features in SVM-based feature space depend on
the kernel functions which map the selected
features to SVM feature space. So, the perfor-
mance of SVM-based classifier in differentiating
SPNs may rely on selected kernel function. In this
section, we will select the different kernel func-
tions to construct and evaluate the SVM-based
classifiers to see whether there is significant
difference between these kernel functions in
differentiating SPNs. Usually, there are multiple
kernels that can be selected, and the potential
candidate kernels can be linear, multiple polyno-
mial, Gaussian, and sigmoid, such as:

Linear kernal : K x; yð Þ ¼ G x; y9 ð5Þ

Polynomial kernal : K x; yð Þ ¼ G x; y9þ 1ð ÞP
ð6Þ

Gaussian kernal :K x; yð Þ ¼ exp � x�yk k2
2�2

� �
ð7Þ

Sigmoid kernel : K x; yð Þ ¼ tanhð� G x; y9� �Þ
ð8Þ

We used these kernel functions one by one to
construct the SVM-based classifiers with different
selected feature sets and then used these classifiers
to classify the SPNs.
We used a leave-one-out procedure to carry out

the evaluation in which one nodule was used for test
purpose and the others were used for training the
SVM-based classifiers until each example was used
for test only once, same as Comparison of SVM-
and BP-ANN-Based Classifiers. For a subset of

features, the AUCs of SVM could be calculated
using ROCKET.26 Table 6 gives the evaluation
results of AUCs of SVM-based classifiers with
different kernel functions on six subsets with feature
numbers from five to 30. From Table 6, we can see
that there is no significant difference between these
kernel functions in differentiating SPNs since the
average AUCs of SVM-based classifiers with
different kernel functions are almost the same.
The reasons of selecting Gaussian kernel func-

tion in our research are: (1) the Gaussian model
only has one parameter, and it is easy to construct
the Gaussian SVM classifier compared to polyno-
mial model which has multiple parameters; (2) the
linear kernel function is a specific example of
Gaussian model; (3) although both Gaussian and
sigmoid models can realize the nonlinear mapping
in high-dimensional space, there is less limitation
in using Gaussian kernel function, but sigmoid
may have invalidation values in some parameters.
So, it is reasonable to choose Gaussian kernel
function in constructing SVM-based classifier.

Reliability of Nodule Segmentation
and Its Impact on the SVM-Based Classifier

Since the segmentation results of lung CT
images with nodules would impact the feature
extraction and selection for constructing SVM- or
ANN-based classifiers, we should investigate the
reliability of segmentation methods used in our
research. In the following, we will perform some
steps to evaluate whether our segmentation methods
are reliable and how they impact on the SVM-based
classifier.
In region-grow method, the threshold 800 was

used as common value to perform the segmenta-
tion, but a user can adjust the threshold on
individual case of image a little bit based on his
or her visual evaluation on the results of segment-
ed nodules. We chose four users to perform the
segmentation on 77 cases of images, respectively.
These four users can identify the boundary of most
nodules by using the region-grow method from a
user-specified seed point inside the nodule with
adjustable thresholds or apply snake approach to
refine the segmentation results on some (14
images) nodule images. So, we got four groups
of segmented 77 cases of images which may have
different segmentation results on these images. We
performed feature extraction and feature selection
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on each of these four groups of images and used
the selected features from each of the four groups
to construct SVM-based classifier, respectively,
then used leave-one-out procedure to calculate
AUCs of these four SVM-based classifiers to
evaluate their performance on differentiating
SPNs. Table 7 shows the results of the comparison
between four feature groups related to four user
nodule segmentation results with region-grow and
snake methods.
From Table 7, we can see that our nodule

segmentation methods are reliable for different
qualified users to segment the SPNs on most lung
CT images since the differences of segmentation
results from different users with region-grow and
snake segmentation methods have no significant
impact statistically on the results of differentiating
SPNs by using the SVM-based classifier.

Selected Features Potentially
Used in CBIR System

In a medical CBIR system, the large amount of
visual features and low-level image character
features such as shape, texture, and granulometry
are usually included to build the image-searching
index,13 which is a multiple-dimension feature
vector database and is linked to an image database
storing related historical images with confirmed
diagnostic results. The working principle of CBIR
is to look for candidate images from the CBIR
image database, the features of which are similar
with that of an input image. As the numbers of
character features of an image are usually very
large such as more than hundreds or thousands,
some of features are useful to label the image
characters, and some are not. The image-searching
efficiency (iteration times and costs of similarity
calculation of every searching) of finding the right
images from CBIR system are mostly dependent

on the dimension numbers of feature vectors and
selected correct features used to label image
characters.10 The fewer the dimension numbers of
feature vectors are, the less are the costs of
similarity calculation of every searching. The more
correct the features used to label image characters
are, the more few are the itinerate searching times
in CBIR searching procedure. So, it will greatly
improve the performance of a CBIR system if we
used more correct features to label image charac-
ters with fewer numbers of the features in building
image-searching index.
With the results of this paper, we can use

selected pattern features of SPNs to build search-
ing index in a CBIR system for lung cancer CT
images, which would have more searching effi-
ciency than that without optimally selecting pattern
features of SPNs from CT images,12 as the number
of selected features are reduced from 67 to 17
without sacrificing the performance of classifiers
in differentiating lung nodules.

CONCLUSIONS

In this paper, we presented a method for
optimally selecting pattern features of SPNs from

Table 6. The AUCs of SVM-based Classifiers with Different Kernel Functions by Leave-one-out Procedures Using Different Feature Subsets

Feature num. in a subset AUCs of SVM with Gaussian AUCs of SVM with linear
AUCs of SVM with polycon

(power=2)
AUCs of SVM with polycon

(power=3)

5 0.825581395 0.870725034 0.856361149 0.893296854
10 0.859097127 0.863885089 0.834473324 0.892612859
15 0.856361149 0.831737346 0.744186047 0.865253078
20 0.868673051 0.831053352 0.800273598 0.881668947
25 0.807797538 0.765389877 0.794801642 0.79753762
30 0.819425445 0.883036936 0.764021888 0.763337893
Average 0.830106282 0.844286015 0.801720509 0.832789645

Table 7. The AUCs of SVM-based Classifiers Constructed from
Four Groups the Features of which were Extracted and Selected
Based on Four Users′ Nodule Segmentation Results, Respectively

Feature num.
in a subset User 1 User 2 User 3 User 4

5 0.870041 0.863885 0.762654 0.825581
10 0.881669 0.889193 0.857729 0.859097
15 0.876197 0.856361 0.810534 0.856361
20 0.844733 0.853625 0.844049 0.868673
25 0.79959 0.850889 0.861833 0.807797
30 0.80301 0.790698 0.759234 0.819425
Average 0.837762 0.851705 0.82545 0.830106
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CT images, determined the usefulness of various
selected pattern features for a CAD in differenti-
ating SPNs or for a CBIR system in searching
similar feature nodules, and evaluated the perfor-
mance of support-vector-machine-based classifier
in differentiating lung nodules.
Seventy-seven biopsy-confirmed CT cases of

SPNs were included in this study. A total of 67
features were extracted by a feature extraction
procedure, and 25 features were finally selected
from these 67 features after 300 genetic gener-
ations. We constructed the SVM-based classifier
with the selected features and evaluated the
performance of the classifier by comparing the
classification results of the SVM-based classifier
with six radiologists’ observations and ANN-based
classifier. The evaluation results showed that the
SVM-based classifier had good performance in
differentiating the benign from malignant SPNs
compared to an average performance of radiolog-
ists in our research and was more accurate than the
ANN-based classifier in distinguishing benign
from malignant SPNs. This study results not only
showed that most of the selected features are
characteristics frequently considered by radiolog-
ists in classifying SPNs which are also consistent
with the finding of CAD analyses previously
reported but also indicated that some newly found
features have important contribution to differenti-
ating benign from malignant SPNs in SVM-based
feature space.
The results of this research are not only helpful

to improve CAD for diagnosis on SPNs but also
useful to build the highly efficient feature index of
a CBIR system for CT images with pulmonary
nodules. We discussed the impacts of nodule
segmentation results and kernel function selection
on the performances of SVM-based classifier in
differentiating benign from malignant SPNs.
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