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We describe a computational solvation model called semi-explicit
assembly (SEA). SEAwater captures much of the physics of explicit-
solvent models but with computational speeds approaching those
of implicit-solvent models. We use an explicit-water model to
precompute properties of water solvation shells around simple
spheres, then assemble a solute’s solvation shell by combining
the shells of these spheres. SEA improves upon implicit-solvent
models of solvation free energies by accounting for local solute cur-
vature, accounting for near-neighbor nonadditivities, and treating
water’s dipole as being asymmetrical with respect to positive or
negative solute charges. SEA does not involve parameter fitting,
because parameters come from the given underlying explicit-
solvation model. SEA is about as accurate as explicit simulations
as shown by comparisons against four different homologous alkyl
series, a set of 504 varied solutes, solutes taken retrospectively
from two solvation-prediction events, and a hypothetical polar-
solute series, and SEA is about 100-fold faster than Poisson–Boltz-
mann calculations.

free energy ∣ implicit solvent ∣ transfer

We describe here an approach for computing the free ener-
gies of solvation of solutes in water. Aqueous solvation has

been modeled at different levels, ranging from detailed quantum
mechanics simulations of few-molecule clusters (1, 2), to faster
classical simulations using up to tens of thousands of explicit
molecules (3–10), to very fast models in which water is treated
implicitly as a simple uniform continuous medium (11–17). For
large computations, such as those in typical biomolecule simula-
tions, explicit-water modeling can be slow and expensive, so it is
common to use implicit water instead. However, implicit models
often require trade-offs in the physics that can limit their accura-
cies. For example, water is typically treated as a continuum rather
than individual particles, and this neglects discrete microscopic
effects; nonpolar solvation effects are often assumed to depend
only on surface area A (expressed as γA), and not on detailed
dispersive interactions and collective consequences of solute
shape (18–20).

It would be useful to have a computational model of water that
is both fast—approaching the speeds of the fastest implicit-
solvent models—and that captures the physics and the transfer-
ability of explicit-solvent models. Toward this goal, various im-
provements of implicit models have been introduced (21, 22),
explicit solvents have been coarse-grained (23, 24), and hybrid
explicit-implicit models have been developed (25–29). Here, we
take a different approach. We precompute solvation properties of
water in explicit-solvent simulations of simple spheres, which we
then apply in summations over assemblies about arbitrary solutes.
As the details of the solvation response come entirely from the
physics of an explicit solvent, this model lacks free parameters
from statistical fits to solute molecular transfer free energies,
resulting in a wide transferability. We call this approach semi-
explicit assembly, or SEA water.

Theory
In the SEA approach, we assume that the free energy of interac-
tion, ΔG, of a solute molecule with its solvating water molecules,

is a sum of three terms,

ΔG ¼ ΔGnp þ ΔGpol;surf þ ΔGpol;bulk: [1]

ΔGnp is the free energy of forming the cavity the solute occupies
in water and includes the dispersion interactions between the so-
lute and the waters. For purely nonpolar solutes, such as simple
hydrocarbons, ΔGnp is the only substantial contribution to ΔG.
For solute molecules that are polar or charged, the total solvation
free energy also has two additional terms (see Eq. 1): ΔGpol;surf
describes the electrostatic interactions of the solute with the
immediate-neighbor first-shell water molecules that surround
it, and ΔGpol;bulk describes the electrostatic interactions of the
solute with the water molecules that are more distant than the
first solvation shell.

For the nonpolar component ΔGnp, the SEA approach is de-
scribed in detail elsewhere (20). In the present paper, we describe
the SEA treatment of the surface and bulk polar terms. We com-
pute these polar components using two steps: (i) a slow series of
presimulations for a given solvent and (ii) a fast summation of
component free energies for a given solute.

SEA Step 1: Precalculations on Solute Spheres in Explicit Water. SEA
treats a solute molecule as a collection of “atomic” spheres of
different types and sizes (i.e., different Lennard–Jones para-
meters and different partial charges). The first step in SEA mod-
eling is to precalculate the positions and orientations of explicit-
water molecules around those component building-block spheres.
SEA can use any explicit-solvent model. Here, to illustrate the
principle, we use the TIP3P water model (30).

We first solvate a series of individual spheres in baths of ex-
plicit water. Spheres span a range of different sizes and Lennard–
Jones parameters (6ϵ values and 6 σ values) and a range of 11
different partial charges. In total, we do precomputations on 396
different types of spheres in TIP3P water. Each sphere is simu-
lated for 10 ns at 1 atm and 300 K. From each such simulation, we
harvest the statistical properties of water distances and orienta-
tions around the sphere. For each type of sphere, we calculate the
average distance between the solute and the water (the peak of
the solute to water radial distribution function; see Table S1).
Calculating radial distribution functions for water around these
spheres, we found that the width of the first hydration shell ex-
tends out 1 to 3 Å from the van der Waals surface of the spheres,
depending on the solute charge. We use a 2-Å cutoff distance
from the surface of each solute to define the “first shell” (Fig. 1A)
in order to exclude second hydration shell water population,
which begins to grow beyond this distance around the more highly
charged solutes. Within this region, we calculate the average
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number of water molecules and generate nearest-neighbor distri-
bution functions. These distribution functions tell us the average
distance between first-shell waters about a given solute sphere
(see SI Text, Fig. S1, and Table S2).

Around charged solute spheres, water in the first solvation
shell will adopt a distribution of orientations and distances with
respect to the solute sphere centers. To determine an average re-
presentation of a surface water, we align all of the first-shell water
molecules onto a common axis normal to the surface of the solute
sphere (Fig. 1B). The solvent atom locations are binned about
this axis to form density maps of the surface water charges
(Fig. 1C). From these maps, we extract dipole moments that cap-
ture the first-shell polar response of these local water molecules
(Fig. 1D). In addition to a dipolar representation, an alternative
quadrupole moment can be extracted (see SI Text and Fig. S2).
Not unexpectedly, these water dipoles orient most strongly
around spheres having the strongest electrostatic potentials,
i.e., around spheres having the largest absolute charges.

The average first-shell water dipole moment has a simple func-
tional relationship vs. the strength of the electrostatic field from
the solute sphere (see SI Text and Figs. S3–S5). This observed
relationship allows us to replace a simulation lookup with a sig-
moidal function,

f ðxÞ ¼ 1

c0 þ expðc1 · xÞ
þ c2; [2]

where the coefficients c0, c1, and c2 come from curve fits of the
simulations. Although any saturating function, like the Langevin
equation (22), would likely suffice in this fit to the explicit-solvent
response, Eq. 2 is flexible, allowing it to retain subtle microscopic
effects like biased water orientations around neutral solutes (31).
Water’s dipole is asymmetric; hence there is an asymmetry in the
resulting function, with separate fits needed for the positive and
negative field cases (32–35). Around positive spheres, the limit of
the sigmoidal curve coincides with the dipole moment of the
TIP3P water model because water’s average dipole points away
from the solute surface along the normal vector. Around negative
spheres, water points one hydrogen toward the solute center
(Fig. 1C) and only a partial projection of a water molecule’s
dipole is along this normal vector.

SEA Step 2: Assembling the Solvation Response about an Arbitrary
Molecule. Once the precomputations have been performed, the
SEA model can rapidly calculate the hydration free energy of
a given solute. The nonpolar component is accumulated using
our previously described approach (20), whereas the polar com-

ponent is the sum of surface and bulk terms. To determine the
surface polarization term, ΔGpol;surf , surface waters must be
placed in physically representative locations and orientations.
We generate a solvent-accessible dot surface about the solute
of interest (Fig. 2). Rather than rolling a hard sphere of some
fixed size over the molecule to generate a Lee–Richards or Con-
nolly surface (36, 37), we use instead our precomputed average
separations between a water molecule and the sphere center (20).
This strategy captures various physical aspects of solvation, such
as the fact that water molecules are held more tightly to solutes
having stronger solute–solvent interactions.

We select a solvation site at random on this surface and com-
pute the electric field at this point due to all (N) small-molecule
solute atoms using

E ¼ ∑
N

i¼1

1

4πε0

qi
r2ij
r̂ij; [3]

where qi is the charge on solute atom i and rij is the distance
between site j and solute atom i. Using the electric field associa-
tion functions (Eq. 2), the appropriate dipole (or quadrupole) is
placed at this site along the electric field line. After placement,
surface water sites that are closer than the distance to the peak of
this dipole’s nearest-neighbor distribution are eliminated. The
random placement procedure then continues until all possible
solvation sites are occupied or eliminated.

After generating a solvent configuration around a solute, the
surface interactions are accumulated into ΔGpol;surf using

ΔGpol;surf ¼ ΔGsol-solv þ ΔGsolv-solv; [4]

where sol refers to solute particles and solv refers to solvent par-
ticles. For the small-molecule solutes investigated here, ΔGsol-solv
is accumulated from a pairwise Coulombic sum between all solute
atoms and all water site partial charges, whereas ΔGsolv-solv is a
pairwise Coulombic sum between all partial charges of differing
water sites. Because positional and orientational distributions of
surface water molecules are factored into the dipole representa-
tions, this pairwise sum approximates a free energy rather than
simple potential energy. It should be noted that although these
simple charge–dipole and dipole–dipole sums approximate the
enthalpic enhancement and entropic loss from solvent electro-
striction, a more detailed accounting of the solvation specifics
could lead to future improvements in the technique.

Fig. 1. The precomputation step. (A) Simulate the waters around sphere.
(B) Superimpose all the first-shell waters onto a common axis relative to
the solute–sphere center. (C) Create solvent atomic density maps. (D) Convert
the density maps into dipole representations.

Fig. 2. An illustration of SEA sampling process around p-methoxyaniline.
Semi-explicit dipoles are placed along the solvent-accessible dot surface
according to the local electric field within a continuum dielectric cavity.
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To estimate the total polar component of solvation, we need
the first-shell/surface component described above and the bulk
component of the electrostatic free energy of solvation. We esti-
mate this quantity using the Onsager reaction field (38),

ΔGpol;bulk ¼
ε − 1

2εþ 1
·
μ2

r3c
; [5]

where μ is the dipole vector of the spherical solute cavity of radius
rc and ε is the dielectric constant of the external continuum. Here,
rc extends from the geometric center of the solute out to the outer
boundary of the farthest semi-explicit shell (see the spherical
cavity in Fig. 2), and the cavity dipole is accumulated from a
simple sum over all point charges within rc, which includes both
the solute and the semi-explicit partial charge sites. This type of
reaction field works well for neutral polar molecules, which are
our primary focus here, but for solutes having a formal net
charge, an additional component will be needed to account for
Born effects (25, 39, 40).

To get proper averages, we repeat the random placement of
the first solvation shell a set number of times to estimate the var-
iance of theΔGpol as a function of water placement. This variance
tells us how many additional sampling iterations are needed to
converge an averaged ΔG to a desired standard error. We then
Boltzmann-weight these solvation-shell snapshots and calculate
the probability, pi, of shell configuration i using (41)

pi ¼
e−ΔGi∕kBT

∑
N

j¼1
e−ΔGj∕kBT

; [6]

where N is the total number of solvation configuration samples.
The average solvation free energy is the weighted sum over the
different shell configurations,

hΔGi ¼ ∑
N

i¼1

ΔGi · pi: [7]

This Boltzmann-weighted sum enhances contribution from
more probable, and correspondingly deemphasizes less probable,
solvation configurations.

Results and Discussion
We now compare the SEA water model to experiments, to
explicit-solvent simulations, and to Poisson–Boltzmann (PB) and
generalized Born (GB) models of solvation.

Testing SEA on Homologous Series of Alkyl Chains Terminated by Dif-
ferent Functional Groups. Fig. 3 shows calculated solvation free en-
ergies, ΔG, for four series of alkyl chains terminated by different
organic functional groups. We compare SEA to experiments, to
TIP3P simulations, and to GB. First, SEA gives good agreement
with the TIP3P results, within 1 kcal∕mol in all cases. Because the
parameters used in SEA water modeling are identical to those of
TIP3P, this shows that SEA’s sampling and regional additivity ap-
proximation are not degrading the quality of predictions relative
to the much more expensive explicit-solvent simulations.

Second, although TIP3P and SEA both give good estimates of
experimental ΔG values for acetates and phenyl groups, both
methods predict solvation free energies for the alcohols and
amines that are too positive. This indicates that the combination
of General Amber Force Field (GAFF) and the AM1-BCC
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Fig. 3. Functional group comparisons for the linear alkyl series of (A) acetates, (B) phenyls, (C) alcohols, and (D) amines. Experimental results come from ref. 55
and the TIP3P results from ref. 10. The GB results are from Amber 10 using iGB5 and γA with γ ¼ 5 calmol−1 Å−2 (13).
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partial charges used in the underlying explicit-solvation model
needs improvement for these functional groups. Such errors have
been noted before in the explicit-solvent models (4, 6, 10).

Third, we find that GB gives free energies of solvation that are
too negative in all cases except for the amines, where it matches
experiments quite accurately. The errors in GB can be partly cor-
rected by using the nonpolar SEA term in place of the standard
γA term, resulting in a general 0.2–0.4 kcal∕mol improvement for
these molecules.

Testing SEA on a Diverse Set of 504 Small Molecules.Next, we explore
a diverse solute set, containing 504 different small molecules (10,
17, 42). It is useful because of the availability of both experimen-
tal data and of extensive TIP3P explicit-solvent simulations (10).

Fig. 4 compares GB, PB, and SEA with the TIP3P simulation
results. Taking TIP3P as the “gold standard” for this test, Fig. 4
shows systematic improvement from GB to PB to SEA. SEA is
within 1 kcal∕mol root mean square error (RMSE) relative to
TIP3P. Thus, although there is a large gain in computational
efficiency from TIP3P explicit-solvent simulations to SEA, there
is little loss in predictive accuracy for computing solvation free
energies.

The PB and GB implicit-solvent models tend to solvate many
of these molecules more favorably than SEA or explicit solvent.
There are some exceptions where GB returns significantly less
favorable solvation free energies than TIP3P, and these are nearly
all molecules with buried amines, like piperazine and triethyla-
mine. The balance of Born radii about amines has been recog-
nized as a reason behind overly strong salt bridges in protein
simulations using GB, and suggested corrections have included
resizing the radii of atoms attached to these nitrogens to fit to
explicit-solvent energetics (43). Both PB and SEA appear to
avoid suffering from this issue.

Speed vs. Accuracy of SEA. Fig. 5 compares the performance (com-
putational speed per ligand vs. the RMSE free-energy accuracy to
experiment) of the various computational methods applied to the
test set of 504 small molecules described above. Although there
are many different implicit-solvent implementations available,

our test here is intended only as a general sketch, not an exhaus-
tive and detailed comparison. Here is the range: TIP3P is about
108-fold slower than GB (the fastest method) in calculating sol-
vation free energies. And, RMSE errors are about 2.8 kcal∕mol
in GB or 1.2 kcal∕mol in TIP3P. SEA provides a good compro-
mise. In SEA, RMSE errors are about 1.3 kcal∕mol, but it is only
10-fold slower than GB*.

Retrospective Analysis of Statistical Assessment of the Modeling of
Proteins and Ligands (SAMPL) Blind-Test Solvation Predictions.
Recently, a community-wide blind prediction event for small-
molecule solvation free energies, called SAMPL, has been run
by OpenEye Software (44). The SEA method that we describe
in this paper has not yet been tested in that event. (We tested
an incomplete version without water dipoles or solute conforma-
tional sampling in SAMPL2.) Here, as a second-best alternative
to a blind test, we retrospectively test the present SEA approach
predictions on the solute molecules from both prior SAMPL
events.

As we found in the other two comparisons above, the SEA
model performs at about the same level of accuracy as the TIP3P
model on which our model is based. Fig. 6A shows the calculated
ΔG vs. experiment for the 56 SAMPL1 molecules. The resulting
scatter is similar to that observed from explicit-solvent simula-
tions (45). The RMSE of SEA vs. experiments is 4.1 kcal∕mol,
compared to 3.8 kcal∕mol for TIP3P. Both SEA and explicit sol-
vent have the same problems: They do not handle well molecules
containing sulfur or phosphorus, a difficulty that is likely due to
the GAFF force field parameters for these atom types (45).

Fig. 6B shows 23 SAMPL2 molecules, and the RMSE for this
small set is under 2 kcal∕mol. The two largest outliers are d xylose
and d glucose. For these sugars, SEA predicts solvation free en-
ergies that are 4 and 5 kcal∕mol less favorable than experiments.
Taken together with the alcohol comparisons in Fig. 3D, it sug-
gests a problem in the chosen force field parameters for hydroxyl
groups. Although it would be unfair to compare our current retro-
spective results with the prospective tests made by other groups
in SAMPL, nevertheless the present tests indicate that SEA is
comparable to the best current prediction methods. Because
the SEA method does not involve the fitting of free parameters,
it is reasonable to expect that SEA should perform with about the
same RMSE accuracy as TIP3P simulations in such future tests.
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SEA Fixes Some Physical Flaws in Implicit-Solvent Models. Because
water’s dipole is asymmetric, it means that positively charged
atoms of a given radius solvate less favorably than negatively
charged atoms of the same radius (32–35, 46). Such asymmetries
in the physics are not directly captured in implicit-solvent models.
In implicit-solvent models, this asymmetry is handled instead by
empirical readjustment of solvation radii. To understand this
asymmetry more quantitatively, Mobley et al. created a series
of polar molecules that they solvated in explicit solvent (35).
Their fictitious benzene-like “bracelet” molecules were created
to have either positive heads or negative heads and were other-
wise net neutral. The difference in free energy of solvation of the
positive-head bracelet and negative-head bracelet was found to
be about 10 kcal∕mol. Zero difference in free energy would have
been expected from implicit-solvent models. This is a useful test
set of molecules for exploring whether SEA water modeling is
able to capture the asymmetry in solvation with solute charge.

Fig. 7 shows the results for bracelets of different size. Although
SEA does capture the physics of the asymmetry, it underestimates
the free-energy difference of the asymmetry. We find, however,
that if we go beyond just using dipolar representation of water in
SEA modeling and use a quadrupolar representation instead, the
agreement with TIP3P simulations is improved. A quadrupole
gives a better fit to the water response map around atoms having
a formal negative charge, like the head atom on the negative
bracelets. Interestingly, using the quadrupolar representation
in SEA water on the 504 small-molecule set leads to no collective
decrease in rms error with the experimental or the TIP3P results.
This indicates that although the quadrupolar representation
improves the calculation accuracy in select cases, the simpler and
more computationally efficient dipolar representation captures
much of the physics necessary for general applications.

Conclusions
We have described a method, called SEA, for computing the free
energies of solvation of solutes in water. SEA uses precomputa-
tions with some chosen explicit-solvation model and then assem-
bles solvation shells of water in order to compute solvation free
energies of arbitrary solutes. Here, we performed these precom-
putations using TIP3P water, though more complex models, such
as polarizable water models, or nonaqueous solvents would also
be practical. SEA aims to correct some of the physical deficits of
traditional implicit-solvent models, such as water’s asymmetrical
dipole, the lack of particulate water in the first solvation shell, and
shape and microscopic interaction effects in nonpolar cavity for-
mation. We have shown that SEA water predicts the solvation
free energies for a range of nonpolar and polar small molecules
at approximately the same accuracy as in TIP3P computer simu-
lations, but it runs much faster than explicit simulations, much
closer to the speeds of implicit-solvent models.

Computational Methods
Explicit Simulations. The simulations of model spheres were per-
formed using GROMACS 4.0.4 (47, 48). In these calculations,
statistics for four spheres were accumulated simultaneously by
bonding them in a tetrahedral geometry with 20-Å edge lengths
between each particle. Partial charge values of these sites ranged
from −1 to þ1 in increments of 0.2, and they were assigned to
each tetrahedron in a manner that kept the explicit simulation
net neutral. Separate simulations were performed for different
sets of Lennard–Jones parameters. Model sphere diameters
included σ ¼ 1.4, 2.2, 3.0, 3.8, 4.6, and 5.4 Å, whereas well
depths included ϵ ¼ 0.015625, 0.03125, 0.0625, 0.125, 0.25, and
0.5 kcal∕mol. Each of the resulting 108 tetrahedral arrangements
was solvated in a cubic box of TIP3P water with a 12-Å buffer
of water between any solute particle and face of the simulation
cell.

Each solvated tetrahedron was simulated under periodic
boundary conditions in the isothermal-isobaric ensemble at 300 K
and 1 atm using the Nose–Hoover thermostat and Parrinello–
Rahman barostat with time constants of 1 and 10 ps, respectively.
The dynamics were propagated with the leapfrog integrator with
a timestep of 2 fs. The Lennard–Jones interactions were switched
off between 8 and 9 Å, with long-ranged energy and pressure
terms included. Smooth particle mesh Ewald (49) was used
for electrostatics with a real-space cutoff of 10 Å, spline order
of 4, Fourier spacing of 1.2 Å, and relative energy tolerance of
10−5. Trajectory snapshots were saved at 1-ps intervals for the
postprocessing described in the main text.

To investigate the possible effects of the tetrahedral setup
geometry, we tested cubic, linear, and even net-charged single
point arrangements and found no statistically significant differ-
ence in the resulting solvent quantities.

Details of the Implementation. Solvent-accessible surfaces for
SEA calculations were constructed as described in our previous
work (20). The surface detail was set to approximately 80 surface
points per solute atom. The dielectric constant of the bulk sur-
roundings was set to 78 for the reaction field term. A minimum
of five semi-explicit configurations were sampled, and this itera-
tion process was continued until the accumulated ΔGpol con-
verged with an error of ∼0.05 kcal∕mol.

Force Fields And Conformation Sampling. The GAFF (50) was
used to assign Lennard–Jones parameters for all of the small
molecules. AM1-BCC partial charges (51) were assigned to initial
minimized structures using the ANTECHAMBER program in
AMBER (52). As these structures may not be the ideal represen-
tative structures of the molecules in solution, we generated short
conformation ensembles for each from 500 ps of MD in explicit
solvent using GROMACS 4.0 (47, 48). The results were clustered
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to obtain an average representation of the small molecule, and
the partial charges were reassigned using this averaged confor-
mation.

In the cases where conformation plays a role in the calculated
transfer free energies, an ensemble of conformations is necessary
to obtain an accurate estimation. We generated solute conforma-
tion ensembles from 5-ns explicit-solvent MD simulations with
2-, 20-, and 200-ps snapshot intervals for all small molecules in-
vestigated in this study. The various conformation sets all gave
results that overlapped within error, so we used the ensembles
generated from the MD simulations with 200-ps snapshot inter-
vals (25 conformations) for maximum efficiency. The free ener-
gies reported for each solute from SEA and the implicit-solvent
models come from averages over these 25 conformations.

Implicit-Solvent Calculations. Implicit-solvent results were obtained
for the PB and GB methods using the adaptive Poisson-Boltz-

mann solver (APBS) v 1.0 (53) and the Onufriev–Bashford–Case
implementation of GB in AMBER 10 (13, 54) (igb ¼ 5), respec-
tively. As with the SEA and TIP3P calculations, atom Lennard–
Jones parameters were assigned using GAFF with AM1-BCC
partial charges. For the PB calculations, the nonpolar term
was computed using the APBS dispersion incorporation method
(18). The polar term was computed using the van der Waals
surface as the dielectric boundary, and the PB equation was
solved on a 65 × 65 × 65 grid with 0.25-Å spacing. In the GB
calculations, γA was used for the nonpolar term with a γ of
5 calmol−1 Å−2. Both the PB and GB calculations used a conti-
nuum dielectric of 78.
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