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Neuronal Responses during and after the Presentation of
Static Visual Stimuli in Macaque Primary Visual Cortex
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Viewing static visual scenes for several seconds or longer can induce a wide variety of striking percepts, including negative afterimages,
fading, and motion aftereffects. To characterize the neuronal bases of such phenomena and elucidate functional circuitry in the visual
system, we recorded responses of neurons in primary visual cortex (V1) of anesthetized macaques during and after the presentation of
prolonged static visual stimuli. We found that 72% of cells generated significant after-responses (ARs) that outlasted classical off-
transients after the cessation of stimuli, and AR amplitude grew with stimulus duration. After the longest stimuli tested (32 s), the
amplitude and the time course of the AR were on average comparable to, and correlated with, those of the maintained response evoked
while stimuli were present. These observations generally held regardless of cell class: simple, complex, direction selective (DS) or non-DS.
The average decay time constant of the AR for orientation-tuned cells was 0.65 s. This is strikingly shorter than time constants observed
in the lateral geniculate nucleus, which were on the order of tens of seconds. Cells in V1 that lacked orientation tuning displayed an
intermediate time course, with a mean time constant of 4.3 s. These results are consistent with a multistage model in which cells at
successive stages adapt to their inputs with progressively shorter time constants. Our findings suggest that the perceptual phenomena of
fading and afterimages are shaped by both cortical and subcortical dynamics and provide a physiological framework for the interpreta-
tion of recent and long-standing psychophysical observations.

Introduction
Prolonged static visual stimuli have been essentially neglected in
electrophysiological studies of the visual cortex, perhaps because
they generate minimal or brief responses in most cortical cells
(Emerson and Gerstein, 1977). In contrast, these same stimuli
have given rise to a rich psychophysical literature because of
the intriguing percepts that they generate, including fading
(Ditchburn, 1973; Tulunay-Keesey, 1982; Burbeck and Kelly,
1984), negative afterimages (Kelly and Martinez-Uriegas, 1993;
Wede and Francis, 2006), and motion aftereffects (Pierce, 1900;
MacKay, 1957). Such psychophysical studies provide important
clues to the operation of the visual system but suffer from the lack
of a physiological basis for interpretation. For example, more
than 100 years of study have not clarified whether afterimages
arise from the retina or within the cortex (Delabarre, 1889; Creed
and Harding, 1930; Misiak and Lozito, 1951; Loomis, 1972; Virsu
and Laurinen, 1977; Shimojo et al., 2001; Gilroy and Blake, 2005;
Tsuchiya and Koch, 2005).

We recently reported that lateral geniculate nucleus (LGN)
neurons generate after-responses (ARs) with time constants of

10 –100 s after static stimuli and that parvocellular (P) cells have
ARs that are well matched in amplitude to their responses during
stimuli, whereas magnocellular (M) cells have weaker ARs
(McLelland et al., 2009). This raises two specific questions about
ARs in primary visual cortex (V1). First, do V1 neurons maintain
the long ARs from the LGN, or do responses decay quickly like
the perception of afterimages, which may last only several sec-
onds (Virsu and Laurinen, 1977; Kelly and Martinez-Uriegas,
1993)? Second, are the differences in the ARs of P- and M-cells
maintained in the cortex or does convergence of these signals
lead to a more complex pattern of results in V1 (Maunsell,
1987; Maunsell and Gibson, 1992)?

To address these questions, we studied responses in V1 during
and after visual stimuli presented for 1–32 s at moderate lumi-
nance on a standard cathode ray tube (CRT) video display. We
used the same stimuli as McLelland et al. (2009) to allow a direct
comparison of LGN inputs to cortical responses. Within cortex,
we divided cells into five physiological classes on the basis of
orientation tuning, direction selectivity, and simple/complex re-
ceptive fields (RFs) (Hubel and Wiesel, 1962) to reveal any
changes across the cortical hierarchy. For each cell class, we char-
acterized the amplitude and time course of after-responses and
compared this with stimulus-evoked responses. We examined
the development of the AR with stimulus duration and compared
it with that of the classical off-transient (OT) response. We
present a simple model of sustained responses with multiple ex-
ponentially adapting stages that yields outputs consistent with
our experimental results and sheds light on a recent psychophys-
ical study (Tsuchiya and Koch, 2005) on the origin of afterimages.
We also use our results to give a physiological account for the
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puzzling observation that streaming motion is perceived after the
prolonged viewing of static, oriented gratings (Pierce, 1900;
MacKay, 1957).

Materials and Methods
Subjects and surgery
Single-unit responses were recorded extracellularly from V1 (12 animals)
and dorsal LGN (two animals) in anesthetized, paralyzed, rhesus ma-
caques (Macaca mulatta). Before surgery, initial anesthesia was in-
duced with ketamine HCl (10 mg/kg) and midazolam (0.10 mg/kg),
followed by atropine sulfate (50 �g/kg). Anesthesia was maintained
initially with isoflurane (0.5–2.0%) in a mixture of 50% O2 and 50%
room air while an endotracheal tube was inserted, the head was placed in
a stereotaxic frame, a rectal thermometer was inserted, electrocardio-
gram (ECG) leads were attached, and cannulae were inserted into the
saphenous veins in both legs. Anesthesia was then maintained with a
combination of isoflurane (typically 0.25%) and sufentanil citrate (6 –30
�g � kg �1 � h �1) in Hartmann’s solution (3 ml � kg �1 � h �1) supple-
mented with dextrose (2.5%) and potassium (final concentration, 18
mmol/l). Artificial respiration, which commenced with the administra-
tion of sufentanil, was maintained with rate adjustments to keep expired
CO2 between 32 and 38 mmHg. Body temperature was maintained near
37°C with a heating pad. Sterile surgery consisted of a 13 mm trephine
craniotomy followed by a small durotomy, placed over parafoveal oper-
cular V1, �10 mm lateral to the midline and 4 mm posterior to the lunate
sulcus, or for LGN, 11.5 mm lateral and 1–2 mm posterior to the central
sulcus. EEG leads (typically eight channels) were placed on the cranium.
A micromanipulator was placed so that the tips of the guide tubes con-
taining electrodes were within 1 mm of the cortical surface (V1) or were
inserted 2 mm into cortex (LGN), and a plastic chamber was placed
around the guide tubes and filled with agar to stabilize pulsations of the
cortex and to protect and seal the craniotomy. The agar was coated with
petroleum jelly to prevent desiccation.

After surgery, paralysis was induced with vecuronium bromide (Nor-
curon; 0.1 mg � kg �1 � h �1) in Hartmann’s solution (as above) to pre-
vent movement of the eyes. The state of anesthesia was continuously
monitored by EEG, ECG, and blood pressure (non-invasive), and the
levels of sufentanil and isoflurane were adjusted as necessary. Daily main-
tenance of the animal included limb massage, injection of steroid (Sol-
umedrone, 10 mg/kg) to minimize inflammation, and manual
expression of the bladder (twice daily). Diapers were used to collect
urine. The corneas were protected with gas-permeable hard contact
lenses (�3 diopters), and supplemental lenses were added on the basis of
direct ophthalmoscopy and were adjusted later to optimize neuronal
responses to high spatial frequency visual stimuli. A reversing ophthal-
moscope was used to plot the locations of the fovea on a flat-screen
monitor directly in front of the animal.

A mechanical microdrive was used to advance quartz–platinum tung-
sten microelectrodes into the brain (Thomas Recordings). Electrodes
were advanced vertically. Electrolytic lesions were made (50 �A at 12.5
kHz) on selected penetrations. At the end of the experiment, animals
were given an overdose of sodium pentobarbital (65 mg/kg), exsangui-
nated through the heart with 0.9% saline, and perfused with 4% parafor-
maldehyde in saline. All procedures conformed to United Kingdom
Home Office regulations on animal experimentation.

For histological verification of recording sites, the brain was blocked
parasagittally, and blocks of tissue were cryoprotected by sinking in a
series of sucrose solutions of increasing concentration (10 –30%). Blocks
were cut at 40 �m, mounted on slides, and stained for Nissl substance
with cresyl violet. Electrode tracks were reconstructed by locating lesions
and visualizing the damage to tissue caused by the electrodes.

It has been reported that isoflurane, compared with sufentanil, can
reduce contrast sensitivity of some LGN neurons (Solomon et al., 1999),
and although this study was different from ours in terms of animal (mar-
moset), visual stimulus (full-field illumination), and the combinations of
anesthetic agents used, it is worth considering this issue. Unlike that
study, we used isoflurane in the minimum amount needed to supple-
ment sufentanil and this amount would not by itself induce anesthesia. In
one animal, we used no isoflurane, and our results were not different.

Having carried out many experiments under sufentanil alone in LGN
and V1 (Bair et al., 2002; Bair and Movshon, 2004), we have noticed no
difference in the physiological properties of either area when supplemen-
tary isoflurane is used. Also, the effects would be expected to be greatest at
low contrast, whereas we used 100% contrast stimuli. Finally, our anes-
thetic protocol is consistent with our previous LGN experiments (McLel-
land et al., 2009).

Single-unit recording
Signals from the electrodes were amplified, bandpass filtered (0.5–2
kHz), played over an audio monitor, and digitized at 12.5 kHz using a
standard analog-to-digital board (National Instruments) and custom
software (C-code with Comedi drivers). Custom software was used for
triggering and discriminating action potentials with multiple (typically
one to three) time–amplitude windows. Electrodes were advanced until
single-unit isolation was considered to be good on the basis of the pres-
ence of a refractory period and a clear separation between the accepted
spikes and the rejected traces. Spike times were extracted at 1 ms resolu-
tion from the stored traces for additional analysis. The signal from a
photodiode (Centronic OSD15-E) that sensed our visual stimulus dis-
play was digitized together with the electrode signals to accurately align
spike times to the visual stimulus.

Visual stimuli
Basic characterization. We first mapped cells by hand using bars and
gratings while adjusting the depth of the electrode in micron increments
to obtain a well-isolated action potential waveform. Hand mapping was
performed on a 30-inch flat-screen monitor placed 50 – 80 cm from the
eyes. For each cell, the dominant eye was determined on the basis of the
audible responses to repeated stimuli, and the other eye was occluded. A
front-silvered mirror was inserted to align the hand-mapped RF of the
dominant eye onto the center of a 20 inch CRT (Eizo FlexScan F78, 96 Hz
vertical refresh, 1024 � 768 pixels). The grayscale output of the monitor
(27 cd/m 2 mean luminance) was linearized using a lookup table. We then
characterized each cell physiologically under computer control using a
series of drifting sinusoidal grating stimuli to generate tuning curves for
direction of motion, spatial frequency (SF), temporal frequency (TF),
and size. From the size tuning curve, we defined the optimal size, which
we used for subsequent stimuli, to be the largest that yielded no less than
the maximal response. We classified cells in V1 as simple or complex
using a modulation index, MI � F1/DC, in response to an optimal drift-
ing grating (Skottun et al., 1991), where DC is the mean evoked firing rate
(in excess of the spontaneous rate), and F1 is the amplitude of the Fourier
component of the response at the TF of the grating. We used a standard
direction index, DI � 1 � a/p, to quantify the strength of DS, where p and
a are the evoked firing rates for the preferred and anti-preferred direction
of motion of drifting gratings (Maunsell and Van Essen, 1983).

For each neuron, we characterized the phase sensitivity by presenting
static, optimal grating patches for 2 s at eight spatial phases equally
spaced around one cycle. Interpolating the resulting tuning curves, we
defined the preferred phase to be that which gave the highest firing rate
during the stimulus and the anti-preferred phase to be 180° opposite (Fig.
1, stimulus icons). Thus, the preferred and anti-preferred stimuli were
essentially photographic negatives. For simple cells (Fig. 1 A), these stim-
uli caused responses with distinct time courses, but for complex cells
(Fig. 1C) lacking any phase preference, the choice of the preferred phase
was arbitrary.

Static, variable duration. We presented static preferred and anti-
preferred stimuli for epochs having a variety of durations, followed by
recovery epochs that tended to increase with the stimulus duration. The
recovery epoch consisted of a flat gray screen at mean luminance. Specif-
ically, a 2 s stimulus was followed by a 2 s recovery epoch, a 4 s stimulus
by a 4 s recovery, 8 by 8, 16 by 8, and 32 by 16. The latter two recovery
epochs were shorter than the stimulus epochs because experience showed
that this was usually sufficient for firing rates in V1 to return to their
spontaneous level. There was also a 1 s stimulus epoch followed by a 16 s
recovery epoch to allow a direct comparison with the 16 s epoch after the
longest (32 s) stimuli. This experimental design was intended to balance
the need to allow the cell to recover between tests and the need to mini-
mize the time to acquire multiple repeats of each condition.
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Data analysis
Spontaneous firing rate for each cell was measured from intertrial peri-
ods during basic characterization, i.e., before prolonged adapting stimuli
were presented. We typically used intertrial data from the characteriza-
tion experiment that immediately preceded the prolonged adaptive stim-
uli, which was the test of phase sensitivity, for which intertrial periods
were of 1 s duration, and firing rate during the last 200 ms of all intertrial
periods was averaged (typically six repeats of eight phases).

To examine the time course of the response to static stimuli, we com-
puted peristimulus time histograms (PSTHs) by averaging across spike
trains time-locked to either the stimulus onset or stimulus offset. To
attenuate noise, PSTHs were convolved with a Gaussian having an SD
that was set depending on the timescale being studied (see Results). To
estimate time constants, decaying exponential functions were fit to
PSTHs.

We defined four response components that are evoked by static pre-
ferred and anti-preferred stimuli: a brief “on-transient” immediately af-
ter stimulus onset, a similar brief “off-transient” immediately after
stimulus offset, a “maintained response” (MR) during the preferred
stimulus, and a prolonged “after-response” that is visible after the off-
transient. These four components are depicted by PSTHs in Figure 1 for
a typical simple cell (Fig. 1 B) and a typical complex cell (Fig. 1 D). Simple
cells, which by definition are phase sensitive, have positive-going on-
transients and MRs in response to the preferred stimulus (black line) and
positive-going off-transients and ARs in response to the anti-preferred
stimulus (red line), whereas complex cells, defined to be phase insensi-
tive, may have positive-going responses for all four components at all
phases. We do not attempt to quantify negative-going responses, e.g.,
those that follow preferred stimuli in simple cells, because they are pri-
marily hidden by truncation at zero firing rate, related to the low spon-
taneous rates of cortical neurons. When referring to the ARs, we will use
subscripts, as in AR32, to indicate the duration (here 32 s) of the stimulus
that preceded the AR.

Modeling
We constructed a set of analytical models. Each model is built from one
or more exponentially adapting units, as follows. The response, r(t), of
each unit is equal to the scaled difference between the stimulus ampli-

tude, s(t), and the reference adaptation level,
a(t), plus a constant offset, b, equivalent to the
baseline firing rate:

r(t) � c[s(t) � a(t)] � b,

where c is a constant, and the adaptation level is
given by

a(t) � y(t) * s(t),

where * indicates convolution, and y(t) is a
one-sided decaying exponential function:

y(t) � Ae �(t/ � ) � B, t � 0,

y(t) � 0, t � 0.

Because r(t) represents the mean output firing
rate, values �0 are set to 0.

For a single-stage model, s(t) took a value of
0 to represent zero contrast (blank gray) input,
and �1 for the anti-preferred, suppressive
stimulus. To model LGN P-cells, parameters
were as follows: � � 40 s, c � 40, b � 3.6
spikes/s (the latter value was taken from the
average spontaneous firing rate of our P-cells).
Similarly, to model cells in V1, parameters
were as follows: � � 1 s, c � 40, b � 2.3 spikes/s.
The values of b and c are not critical here, ex-
cept that b should have a positive value to allow
a decrease in firing rate for suppressive stimuli.

For the two-stage model, the output of the
first LGN-like stage was used as the input, s(t),

to the second, V1-like stage. Parameters were as above, except that for the
second stage, c � 1, because no additional scaling was required.

To model the psychophysical experiments of Tsuchiya and Koch
(2005), we used a modified two-stage model in which the first stage
comprised two adapting units in parallel, representing the monocular
pathways at the level of the LGN, with parameters as above. These re-
ceived different stimuli to reflect the dichoptic stimulus paradigm of
their experiment. The input to the “left-eye” pathway represented the
adapting stimulus for afterimage generation and took a value of �1, as
above. The input to the “right-eye” pathway represented the masking
stimulus, a flickering full-contrast Mondrian, and took a random value
between �1 and 1 at each 100 ms interval, reflecting the fact that, for any
individual cell in the LGN, this stimulus must sometimes be suppressive,
sometimes excitatory. The second stage, representing the combination of
the monocular pathways in V1, had V1 parameter values (above) and
took the summed output of the monocular stages as its input. Stimulus
trains lasted 30 s, alternating between zero contrast and the adapting
stimulus/mask at 2 s intervals. The adapting stimulus and mask were
present synchronously or asynchronously, or for comparison, no mask
was included. See Tsuchiya and Koch (2005) for a fuller account of the
stimulus paradigm.

Results
Our results are organized in five sections. Because ARs have not
been characterized previously in visual cortex, we first present
examples and provide a basic characterization of the amplitude
and time course of these responses. We next compare ARs with
MRs on a cell-by-cell basis. We then briefly examine the orienta-
tion dependence of ARs, and we compare ARs to classical off-
transients. In the final section, we provide a simple model based
on our findings and use it to interpret a recent psychophysical
result.

Examples and basic characterization of after-responses
We recorded the MRs during, and the ARs after, prolonged static
visual stimuli from 105 cells in V1, including 44 simple cells and

Figure 1. Phase sensitivity and response components of simple and complex cells to static stimuli. A, Raster plots show
responses of a simple cell (orientation-tuned, non-DS) to six trials of a static sine grating presented for 2 s at the phase that drove
the cell most strongly (top rasters) and at the phase 180° opposite (bottom rasters). The visual stimuli (icons shown to the right of
the rasters) were optimized for orientation, size, and spatial frequency. Eight spatial phases were tested, but only two are shown
here. The black-outlined stimulus was defined as the preferred for this cell, and the red-outlined stimulus was defined as the
anti-preferred. B, PSTHs of the response to the preferred and anti-preferred stimuli. The preferred stimulus (black) evokes a visible
transient “on” response, followed by an MR. The ending of the anti-preferred stimulus (red) evokes a transient “off” response,
followed by a weak AR. C, D, Formatted as in A and B, responses are shown for a complex cell (orientation-tuned, non-DS), which
by definition is insensitive to stimulus phase. The stimulus at each phase evokes a response with a similar time course that contains
an on-transient, MR, off-transient and a weak or absent AR.
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59 complex cells. Fourteen of the simple
cells and 24 of the complex cells were di-
rection selective (DS), and six of the sim-
ple cells had flat orientation tuning
curves. We thus refer to five classes of
cells: simple non-DS, simple DS, complex
non-DS, complex DS, and untuned. The
first four classes are orientation tuned,
whereas the fifth lacks orientation tuning
but is otherwise simple in nature, with
tuning for SF, TF, and size. For the pur-
pose of making direct comparisons be-
tweenV1 and the LGN, we also report
results for 19 P-cells and 14 M-cells, the
responses of which have been partially de-
scribed previously (McLelland et al.,
2009).

Because perceptual afterimages de-
pend on the duration of the adapting
stimulus, we examined ARs using a para-
digm in which the anti-preferred stimulus
was presented for varying amounts of
time. The spike train responses for this
paradigm are shown in Figure 2 for two
example simple cells and are aligned to the
time at which the anti-preferred stimulus
was extinguished. It is important to keep
in mind that the low firing rate above the
red bar (Fig. 2A) is associated with a sup-
pressive stimulus, and the high firing rate
thereafter is associated with a blank gray
screen. After the shortest (1 s) anti-
preferred stimulus, the first cell (Fig. 2A)
elevated its rate for several seconds, and it fired much more after
the longest (32 s) stimulus. The latter response, AR32, was com-
parable in strength with the response to the preferred stimulus,
i.e., the MR (Fig. 2B). This raises the possibility that such activity
could be misinterpreted downstream as an indication that an
oriented stimulus was present. In contrast, the second example
cell (Fig. 2C) had a brief off-transient that was independent of
stimulus length and had no AR, even for the longest stimulus. The
response to the preferred stimulus (Fig. 2D) reveals that this cell
was more transient than the first cell and had only a mild MR.
Thus, some cells had strong ARs, and others had virtually none.

To quantify the strength and time course of the mean AR for
each cell, we computed PSTHs from the rasters aligned to stim-
ulus offset. For each of the five physiological cell classes, Figure 3
shows PSTHs for four example cells that had the clearest ARs,
sorted from top to bottom in approximate order of increasing AR
duration. Cells with no AR are not shown here but are dealt with
below. In each panel, AR1 (blue line) and AR32 (red line) are
shown to assess whether the AR changed with stimulus duration,
and the MR (black trace) is plotted for comparison. In some cases
(e.g., Fig. 3A,C), we were unable to test responses to preferred
stimuli of long duration, and for these cells we plot the MR for
short (2 s) stimuli.

Several key observations can be made on the basis of these
examples and will be explored subsequently. First, the responses
of the untuned cell class appeared to last longer than those of the
orientation-tuned classes, and we observed only one short AR for
this class; however, the group size was limited (n � 6). Each of the
other classes included cells with strong ARs that decayed rapidly
(Fig. 3E, I,M,Q) as well as cells with ARs that continued over

many seconds (Fig. 3H,L,P,T). Each of these orientation-tuned
classes also had cells that generated no significant AR (Table 1).
Second, the AR32 (red trace) was always at least as large as the AR1

(blue trace) and usually substantially larger, suggesting that the
AR typically grows with stimulus duration. Third, the AR32 often
resembled the MR in both amplitude and time course. Finally,
substantial diversity of the response time course is apparent even
among these examples of the strongest ARs in each cell class.
Some are very brief, lasting �1 s, others go on for at least 10 s. We
therefore applied a simple method to quantify the amplitude of
the AR that could be applied to all cells: we took the mean firing
rate in the 500 ms interval starting 150 ms after stimulus offset.
This value, �AR, reflects the early amplitude of the AR. The 150
ms delay was imposed to minimize the contribution from the
off-transient. We accepted cells as having a significant after-
response if �AR for AR32 was significantly greater than the spon-
taneous firing rate (t test, p � 0.05). In each cell class, �70 – 80%
of cells qualified (Table 1).

To investigate how the AR amplitude depends on stimulus
duration, we considered only those cells having a significant AR.
For each cell and stimulus duration, we computed �AR, sub-
tracted the spontaneous firing rate, and normalized all rates to
the value for AR32 before averaging across cells. The resulting
plots for the orientation-tuned cell classes (Fig. 4, colored lines)
show that �AR for AR32 was approximately three to four times
larger than that for AR1, and the increase is approximately pro-
portional to the log of stimulus duration. Although this suggests
that the AR could continue to grow with longer stimuli, the na-
ture of this relationship means that exponentially increasing in-
tervals will be required to yield substantial increases in response

Figure 2. Typical after-responses to prolonged static stimuli. A, C, Raster plots (10 trials each) of responses generated by two
simple, non-DS cells after presentation of the anti-preferred stimulus for varying durations, aligned by stimulus offset time (16 and
32 s stimulus periods are truncated). B, D, Raster plots for the same cells as shown in A and C, respectively, showing the response
during presentation of the preferred stimulus. Only 2 s of data are shown for D because this cell was never tested with a prolonged
preferred stimulus as a result of the brevity of its responses. The cell shown in A generated a robust AR for all stimulus durations,
with the duration and amplitude of the AR increasing in proportion to the stimulus. The AR32 was greater in amplitude than the MR
for this cell. In contrast, the cell shown in C generated only off-responses at all stimulus durations, never generating an AR. This was
despite the cell showing some degree of MR.
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amplitude. By comparison, there was substantially less change in
�AR with duration for the untuned V1 cells (black line) and even
less change for the LGN cells (gray lines). The relatively shallow
slopes for these cell classes reflect a limitation in the stimulus
paradigm that is best understood by considering the responses of
LGN P-cells, which commonly have 10 –100 s time courses
(McLelland et al., 2009, their Fig. 4). Such cells build up their
adaptation to the anti-preferred stimulus gradually over many
trials and ultimately appear to respond to the absence of the
anti-preferred stimulus as if it were the preferred stimulus. In this
state, the response after a 1 s stimulus differs little from that after
a longer stimulus, because the adaptation state of the cell does not
change rapidly. Thus, the flatter slope of the V1 untuned cells in
Figure 4 is consistent with their having longer adaptation time
constants.

Relationship of after-response to maintained response
Having observed that the AR amplitude increases with stimulus
duration, we examined how the AR32 related to the MR in terms
of amplitude and time course. For amplitude, Figure 5A shows
�AR plotted against �MR (defined similarly to the �AR but for the

MR) for all cells grouped by physiological
cell class. Overall, �AR and �MR span the
same range, from 0 to �100 spikes/s.
These values were neither normally nor
log-normally distributed for most cell
classes (for statistical tests, see Fig. 5 leg-
end). The correlation between �AR and
�MR was strongest for the complex cells
(Spearman’s r � 0.90 and 0.88 for non-DS
and DS cells, respectively). For DS com-
plex cells, �AR was not significantly differ-
ent from �MR, whereas it was on average
slightly smaller for complex non-DS cells
(for values, see Table 1). For simple cells,
the correlation between �AR and �MR was
weaker (r � 0.41 and 0.56 for non-DS and
DS cells, respectively), and the means
were not significantly different. Cells that
had little or no AR32 appeared in all classes
and most of these also had a minimal MR
(Fig. 5A, points clustered near the origin).
Exceptions to this, i.e., cells with a strong
MR and minimal AR32, occurred only
among simple cells (Fig. 5A, filled arrows)
(see also Fig. 3E, I). The inverse, cells with
an AR32 much stronger than the MR, oc-
curred only in the simple non-DS class
(Fig. 5A, open arrow) (see also Fig. 3F).
These cases of mismatched AR and MR
amplitude account for the weaker correla-
tions between �AR and �MR in the simple
classes. These results hint at a greater
functional diversity of simple cells com-
pared with complex cells.

To examine the relationship between
the time course of the AR and MR in
cells that had significant AR32, we fit the
responses with exponentially decaying
functions (fits made to PSTHs from
0.2–16 s, bin width of 100 ms). Figure 5B
shows the decay time constant of the AR32

plotted against that of the MR. The data
were judged to be log-normally distributed (see Fig. 5 legend);
thus, we plot the data on logarithmic axes, and statistical com-
parisons are performed on the log-transformed data. Overall,
time constants cover a range of �0.2– 6 s (Table 1 shows geomet-
ric means of AR32 and MR values). The sample of untuned cells,
although small in number, falls at the longer end of this distribu-
tion (Fig. 5B, top left). The correlation of the AR and MR time
constants was strong for complex cells (r � 0.73 and 0.80 for
non-DS and DS, respectively; p � 0.001) but was not significant
for simple cells ( p � 0.48 and 0.20 for non-DS and DS, respec-
tively). For complex non-DS cells, the AR32 � values were signif-
icantly less than those for the MR (paired t test, p � 0.001), but for
all other cell classes, these values did not differ significantly ( p �
0.05).

Overall, we find that the AR32 tends to be positively correlated
with the MR in terms of amplitude and time constant. Thus, cells
with longer and stronger maintained responses during stimuli
also have longer and stronger after-responses, although there are
clear exceptions. Interestingly, complex cells show a tighter cor-
relation, and simple cells have the striking exceptions. In the
classical model of Hubel and Wiesel (1962), phase-insensitive

Figure 3. A sample of responses across cell classes. A–T, PSTHs (Gaussian smoothing, SD of 50 ms) for a selection of cells,
grouped by cell class, showing AR1 (blue), AR32 (red), and MR (black). Horizontal black lines indicate spontaneous firing rates.
Numbers in each panel indicate individual cell identities. The examples shown are selected from the cells showing the strongest AR
in each class. Even so, variety in amplitude and duration of AR is apparent for all classes, except that the simple non-orientation-
tuned class consistently shows a substantial and slowly decaying AR. Note that only the non-orientation-tuned cells did not include
examples with minimal or no AR. Also note that the AR32 could be smaller than (e.g., E and I ), similar to (e.g., B and N ), or larger
than (e.g., F and Q) the MR.
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complex cells are driven by a set of simple cells. If the output
from, say, four simple cells with phase offsets drove a complex
cell, it is likely that the MR from one simple cell would drive the
complex cell MR, whereas the AR of a different (opposite phase)
simple cell would drive the complex cell AR. However, then it
should often occur that the AR and MR of complex cells differ,
reflecting the diversity of response amplitude and time course
across simple cells. On the contrary, the MR and AR of complex
cells were significantly correlated. If complex cell time constants
were consistently shorter than those of their presumed inputs,
then this correlation could be explained by the shorter time con-
stant dominating the response. However, it is clear that complex
cells with long responses have well matched MR and AR (Figs.
3P,T, 5B). Alternatively, complex cells could receive input from
many simple cells, such that the diversity in the inputs averages
out. In this case, however, it is likely that complex cell responses
would be less diverse than we observe. We can envisage three
ways in which the matched MR and AR of complex cells might
arise: (1) they take inputs selectively from orientation-tuned sim-
ple cells with matched time constants, (2) they receive significant
input from cells with longer time constants (e.g., untuned V1 or
LGN cells), allowing the relatively shorter time constant of the
complex cell to dominate, or (3) ARs in complex cells are simply
not directly derived from feedforward ARs. We currently cannot
distinguish these possibilities.

To visualize the time course of ARs at the population level and
to compare the time course across classes of cells within V1 and
between V1 and LGN, we averaged together normalized PSTHs
for AR32 within each physiological class. For each cell with a

Table 1. AR and MR amplitude and time course

Cell class

Significant responses Response amplitude (spikes/s) Time constant (s)

AR32 MR AR1
a AR32

a MR AR32 MR

Untuned 5 of 6 83% 6 of 6 100% 22.2 � 20.2 36.5 � 26.4 58.6 � 22.4 4.3 � 2.0 4.0 � 1.4
Simple non-DS 18 of 24 75% 23 of 24 96% 9.1 � 12.5 23.4 � 23.6 26.3 � 18.6 0.9 � 2.4 1.3 � 2.5
Simple DS 10 of 14 71% 9 of 14 64% 3.6 � 3.7 10.8 � 11.3 21.6 � 22.6 0.9 � 2.9 0.6 � 1.9
Complex non-DS 24 of 35 69% 35 of 35 100% 7.1 � 9.1 21.5 � 18.6* 26.8 � 20.1* 0.4 � 2.6 0.8 � 2.0
Complex DS 17 of 24 71% 21 of 24 88% 10.4 � 14.8 22.6 � 30.1 22.7 � 28.5 0.6 � 2.5 0.8 � 2.8

The significant responses column indicates the fraction of cells that generated an �AR (32 s stimulus) or �MR significantly above the spontaneous firing rate of the cell (t test, p � 0.05). For response amplitude, mean � SD of the �AR and
�MR is shown.
aComparing response amplitudes, the AR32 was significantly larger than the AR1 for all cell classes (Wilcoxon’s signed-rank test, p � 0.05). Comparing AR32 and MR, only the values with asterisks were significantly different ( p � 0.005
Wilcoxon’s signed-rank test; all other paired-mean comparisons for AR32 vs MR had p � 0.05 for both Wilcoxon’s signed-rank and paired t test). For time constants, the geometric mean � SD is shown.

Figure 4. Dependence of AR amplitude on stimulus duration. For each cell and each stimulus
duration, the early AR firing rate was calculated. Spontaneous firing rate was subtracted, and
values were normalized to the AR32 value and then averaged across all cells of a given class. Only
those cells having an AR32 value significantly above their spontaneous firing rate were included
(t test, p � 0.05). For the fraction of cells fulfilling this criterion, see Table 1.

Figure 5. A, Relationship between amplitude of the early MR and AR32, for individual cells,
sorted by cell class. Mean spike rate was measured in a 500 ms window starting 150 ms after
stimulus onset (MR) or offset (AR32), thereby excluding the transient on- or off-response. Filled
points indicate that there was no significant difference between MR and AR32 amplitude. Dis-
tributions were neither normally nor log-normally distributed (Shapiro–Wilk test, p � 0.05) in
the majority of cell classes. Spearman’s correlation, r values: untuned, 0.20; simple non-DS,
0.41*; simple DS, 0.56*; complex non-DS, 0.90**; complex DS, 0.88** (*p � 0.05, correlation
significant; **p � 0.001, correlation significant; values without asterisks were not significantly
correlated, p � 0.05). B, Relationship between decay time constants of MR and AR32 for indi-
vidual cells, sorted by cell class. Decaying exponential curves were fit to PSTHs (bin size, 100 ms) from
a start point 200 ms after the stimulus onset or offset, thereby excluding the transient on- or off-
response. Only cells with AR32 significantly above their spontaneous firing rate and that were ade-
quately fit by decaying exponential functions are included. Raw data distributions failed the Shapiro–
Wilktestfornormality( p�0.05)forallbuttheuntunedclass,butalogarithmictransformofthedata
yielded normal distributions throughout (Shapiro–Wilk test, p�0.05 for both AR32 and MR for each
cell class). Hence, we have plotted the data on logarithmic axes. Pearson’s correlation, r values for
logarithmically transformed data points: untuned, �0.20; simple non-DS, 0.48; simple DS, 0.20;
complex non-DS, 0.73**; complex DS, 0.80** (**p � 0.001, correlation significant; values without
asterisks were not significantly correlated, p � 0.05).
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significant AR, a PSTH (200 ms bin width) was computed, the
spontaneous rate was subtracted, and all values were normalized
to the first bin (taken to be 200 – 400 ms to exclude the off-
transient). Normalized PSTHs were then averaged within cell
classes and are shown in Figure 6A. The averages for the
orientation-tuned cell classes (Fig. 6A, colored lines) have similar
time courses that fall rapidly in the first 1 s and reach a plateau
�4 – 8 s at �10% of the level in the first bin. This differs from the
time course for the LGN P- and M-cells, which decay to �60% in
the first 4 s. Despite the rapid initial decay of orientation-tuned
responses, it appears that a sustained baseline is held that is above
the spontaneous rate on average and lasts over the 16 s period of
measurement. It is plausible that this baseline is supported by
activity coming from the LGN input. The untuned cortical cells
(Fig. 6A, black trace) show an intermediate behavior, initially
lining up better with the LGN cells, but then dropping toward the
level of the orientation-tuned cells by 16 s. These observations
reinforce those from Figures 4 and 5B, that untuned cells have
longer ARs than orientation-tuned cells, and it appears that there
is a progressive shortening of the AR as signals pass from the LGN
to untuned V1 cells and then to orientation-tuned V1 cells.

To estimate the fraction of the population that contributed to
the AR as a function of time after the disappearance of the stim-
ulus, we computed a frequency histogram of cells with firing rates
significantly above their spontaneous rate ( p � 0.05) as a func-
tion of time. To increase the power of the test, we used 1 s bins
rather than the 200 ms bins above. As Figure 6B shows, in the first
bin, the majority of cells had significant ARs (consistent with
Table 1). For the LGN, the fraction of cells with a significant AR
did not decay over the course of the 16 s studied here, remaining
close to 93% for P-cells and 64% for M-cells. For untuned V1
cells, the pattern was similar, remaining constant at 83% up to

10 s but starting to decay beyond this point. For orientation-
tuned cells, behavior was markedly different, with all classes
showing a marked reduction in the fraction of cells showing a
significant AR after only 1 s. This drop was somewhat less in
simple non-DS cells (to 50%, followed by a gradual decay to
�20% after 16 s) and in complex DS cells (to 42%, thereafter
remaining relatively constant �29%) compared with simple DS
and complex non-DS cells, which fell to �10% for the remaining
period. In summary, two points worth emphasizing are that each
physiological class contains cells with an AR32 that lasts for a
period of �10 s and that a large fraction of orientation-tuned
cells show little if any AR after several seconds.

Orientation dependence of the after-response
So far, we have examined ARs in orientation-tuned cells in re-
sponse to optimally oriented stimuli; however, there are two rea-
sons to conduct a control with the static, adapting stimulus
presented at another orientation. First, there is no fundamental
reason why complex DS cells should fire an AR when a static
stimulus is removed. These cells are defined as being sensitive to
motion in a phase-independent manner; thus, neither a static
stimulus nor a presumably static afterimage should drive these
cells. (This differs from simple orientation-tuned cells, in which
the negative afterimage of the anti-preferred stimulus would be a
preferred stimulus.) It has been hypothesized that there is antag-
onism between static and movement channels (Georgeson,
1976); therefore, a static stimulus of any orientation might drive
the AR of a complex DS cell on the assumption that there is a
release from antagonism when the static stimulus disappears.
Second, driven responses of non-DS orientation-tuned cells are
known to be suppressed by cross-oriented stimuli (Morrone et
al., 1982). It is therefore possible that there would be some release
from suppression after removal of an orthogonal stimulus.

Conversely, there is a strong reason to suspect that the AR
should be orientation tuned. Under what we will refer to as the
hypothesis of “early equivalence,” ARs arise early in the system
(e.g., in the retina) in cells that have spatially restricted RFs and
that adapt to local luminance. A standing image would therefore
fade to some degree, and, after its removal, the activity of the
afferents would be equivalent to that caused by the presentation
of the negative stimulus. Downstream orientation-tuned cells
would then necessarily generate orientation-tuned responses
(ARs). Also, the mere fact that we, and macaques (Schiller and
Dolan, 1994), perceive patterned negative afterimages suggests
that phase-sensitive cells in V1 should show some degree of se-
lectivity. However, not all LGN cells live up to the principle of
early equivalence (McLelland et al., 2009), and the far more rapid
decay of ARs in V1 orientation-tuned cells raises the possibility
that the cortical AR could involve its own mechanisms, including
a nonselective response component.

We therefore tested a subset of cells with static gratings or-
thogonal to their preferred orientation. Figure 7A shows the MR
and the AR32 for an example complex cell at its preferred (top
panel) and orthogonal (bottom panel) orientation. The AR32

(red lines), which was strong for the preferred stimulus, is absent
(not above spontaneous rate) for the orthogonal stimulus. For all
cells tested (n � 11, including 7 DS), we plotted �AR for orthog-
onal gratings against �AR for preferred gratings (Fig. 7B). In all
cases, the AR amplitude for orthogonal stimuli was lower than
that for preferred stimuli.

We conclude that the AR is orientation tuned. The existence
of an orientation-tuned AR is particularly interesting in complex
DS cells because of a well-known visual illusion that has defied

Figure 6. A, Population average PSTHs (bin size, 200 ms, no smoothing) for each cell class
but including only those cells that did show an AR according to our standard criterion (firing rate
significantly higher than spontaneous in the 500 ms period starting 150 ms after stimulus
offset; n values as for Fig. 4). Before averaging, spontaneous rate was subtracted, and the values
were normalized to the firing rate at the start of the after-response (200 – 600 ms). B, Normal-
ized frequency histograms, showing the fraction of cells of each class with AR significantly above
the spontaneous rate ( p � 0.05) as a function of time. Significance tests were done for 1 s
windows. The bottom dashed black line indicates the 5% significance level.
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explanation: prolonged viewing of oriented lines leads to the per-
ception of streaming motion orthogonal to the lines when the
stimulus is removed. We will consider this issue further in
Discussion.

The distinction between off-transients and after-responses
Our characterization of the AR has treated it as separate from the
OT. We will not undertake a full characterization of OTs here,
because they have received some attention in recent studies (Wil-
liams and Shapley, 2007; Huang et al., 2008), but it is worth
considering what support there is for separating these two re-
sponse components. We will focus on two questions: do OTs and
ARs change with stimulus duration in a similar manner, and do
they have similar variations across cell classes?

In Figure 8A–D, we have plotted poststimulus responses on a
logarithmic timescale so that both the OT and slower response
components are visible (see legend for methods). The PSTHs
(Fig. 8A, top) of an example simple cell (that of Fig. 2C) show a
substantial OT (red shaded band) that is similar after the 32 s
stimulus (solid line) and the 1 s stimulus (dashed line). This
would be highly uncharacteristic of an AR: all but 1 of 73
orientation-tuned cells that had a significant AR had an AR32 of
greater amplitude than the AR1. Nonetheless, this lack of change
in OT amplitude with stimulus duration was regularly observed
and occurred in cells from each physiological class (Fig. 8C,D).
The second example simple cell (Fig. 8A) shows a case in which
the OT did grow with stimulus duration. The OT had a relatively

long latency (peaking at �100 ms), and one could argue that this
is part of the prominent AR (e.g., gray band) and that this cell has
no true OT. However, the tendency of OTs to grow with stimulus
duration was common (Fig. 8B) and could occur in cells having
some of the earliest latency OTs. There were also examples of cells
that had significant and strong ARs but in which the off-
transients showed little dependence on duration (Fig. 8C,D, bot-
tom panels). Thus, OTs show a range of behavior, but frequent
examples of a lack of dependence on stimulus duration suggests
that the OT may be distinct from the AR.

To examine quantitatively how the OT grows with stimulus
duration, we defined the OT amplitude to be the firing rate in the
40 ms window beginning at the half-rise point of the first peak in

Figure 7. After-responses, like maintained responses, are orientation selective. A, PSTHs
(Gaussian smoothing, SD of 50 ms) for an example complex DS cell (black line, MR; red line,
AR32). The top shows responses to the stimulus at the preferred orientation for the cell. The
bottom shows the lack of response to the orthogonally oriented grating. B, �AR for the orthog-
onally oriented stimulus versus �AR for the stimulus at the preferred orientation for the cells
tested (n � 11; upward pointing triangle, simple DS cell; downward pointing triangles, com-
plex DS cells; diamonds, complex non-DS cells; dashed line indicates equality). Spontaneous
firing rate has been subtracted from both values. The responses at the orthogonal orientation
were always lower than those at the preferred orientation and in many cases not significantly
above baseline. Figure 8. The off-transient. A–D, PSTHs showing the off- and after-responses of eight ex-

ample cells, two from each of the orientation-tuned cell classes, after the 1 s (gray dashed line)
and 32 s (solid black line) stimuli. The time axis is logarithmic to enable simultaneous viewing of
both the off-transient response and the AR. The width of the Gaussian kernel used to smooth
traces was increased as a function of time, to maintain a degree of smoothing appropriate for
the viewing resolution (specifically, we used SDs of 4, 16, and 64 ms to smooth the regions from
�0 –150, 150 –500, and 500 –9000, respectively). The precise boundaries were chosen as the
closest points where the smooth segments intersected. The period over which we measured the
amplitude of the off-transient (40 ms window starting at the half-rise point) is indicated by
the red shaded area. For comparison, the window for measurement of the �AR (fixed window
from 150 to 650 ms) is indicated by the gray shaded area. E, Average off-transient amplitude
(mean firing rate in the 40 ms after the half-rise point of the off-response) as a function of the
stimulus duration. Responses for individual cells were normalized to the mean level for that cell
before averaging across cells and then expressed relative to the response after the 32 s anti-
preferred stimulus. F, Distribution of off-transient latencies (time to half-height after offset of
32 s anti-preferred stimulus) by cell class. Boxes indicate the range of the upper and lower
quartiles, along with the mean value, and whiskers indicate the 10th and 90th percentiles.
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activity after stimulus offset (Fig. 8A–D, red bands). We also
tested smaller fixed window intervals, or windows tailored to the
width of the transient response in individual neurons, and found
no qualitative difference in results. When no such peak was evi-
dent because there was minimal response or because activity rose
very slowly, we set the window according to the equivalent la-
tency of the on-transient, which is strongly correlated with (r �
0.84, p � 0.001) and not significantly different from (t test, p �
0.05) off-transient latency in cells that have both transients (data
not shown).

Figure 8E shows cell class average curves for the dependence
of OT amplitude on stimulus duration. For each cell, the ampli-
tude at each stimulus duration was normalized to the mean am-
plitude across all durations. We then averaged this normalized
data across cells within each class. Each class curve is plotted in
Figure 8E relative to its value at 32 s. The LGN M-cells, which
subjectively have a marked and discrete transient response, had
an average OT amplitude (dashed gray line) that was indepen-
dent of stimulus duration over the range of durations that we
tested. In contrast, P-cell OT amplitude (solid gray line) in-
creased linearly with the log of stimulus duration. In primary
visual cortex, the trend for most cell classes resembled that of
P-cells, with an approximately linear increase in OT amplitude
with the log of stimulus duration. The result for untuned cells was
noisy, and, given the limited size of this group, we have not at-
tempted to interpret this result. Both classes of non-DS cells (sim-
ple and complex) displayed a strong increase in OT amplitude
with stimulus duration, although the complex non-DS class re-
sponse appears to be saturating at 16 –32 s stimulus duration.
Simple DS cells followed a generally similar trend except that the
1 s stimulus generated an unexpectedly strong response. Com-
plex DS cells stand out because their OT amplitude, like that of
M-cells, is independent of the stimulus duration. Subjectively,
OTs in the complex DS class consistently comprised a more dis-
crete, easily identifiable transient component than in the other
cortical cell classes studied.

Could a strongly transient, fixed-amplitude OT in cortical
cells be a signature of M-cell input? We found some evidence
consistent with this in the distribution of OT latencies by cell class
(Fig. 8F). Just as M-cell responses are consistently earlier than
P-cell responses, complex DS cells responded earlier than the
other cortical cells and earlier on average than P-cells. The range
of latencies of simple DS cells included this early period but ex-
tended to longer latencies as well. Thus, it seems possible that DS
complex cell OTs are M-driven.

Overall, we believe that differences in amplitude versus stim-
ulus duration give additional support to the distinction between
the AR and the OT, beyond the difference in timescale of these
two response components. Furthermore, the distributions of OT
latencies (Fig. 8F) suggest that our measurement of AR ampli-
tude in the epoch starting at 150 ms should be primarily indepen-
dent of the OT.

A model of after-response generation
To gain intuition about the way that ARs develop in cortex, we
built a simple two-stage model with a slowly adapting LGN-
like stage followed by a faster-adapting V1-like stage (see Ma-
terials and Methods). In particular, we wondered why cortical
ARs continued to increase with stimulus durations (e.g., from
16 to 32 s) (Fig. 4) that were much longer than their AR time
constants (�1 s).

We compared the output of the two-stage model with that of
single exponentially adapting stages. For the single-stage model

with a 40 s time constant (Fig. 9B), the AR decays slowly (Fig. 9B),
and �AR (Fig. 9E, dashed line) actually drops below AR1 for short
stimuli (e.g., 2 s) and grows modestly for longer stimuli. The
counterintuitive decrease after short stimuli, with 1 s yielding a
stronger response than 2 s, arises through the combination of
long � and the statistical properties of the stimulus. The 1 s stim-
ulus is followed by a disproportionately long recovery period (16
s; see Materials and Methods) that, through random interleaving,
can precede the other stimulus durations but only very rarely
another 1 s stimulus. Thus, at the beginning of 1 s stimuli, on
average, the adapted state is slightly higher than for other stimuli.
This feature of the model is also apparent in the behavior of LGN
P-cells (Fig. 4). Alternatively, for a fast single-stage model (� �
1 s) (Fig. 9C), the increase in �AR with the log of stimulus dura-
tion is strongly sublinear, with no change in amplitude apparent
for stimuli longer than 8 s (Fig. 9E, dotted line), and is not con-
sistent with the behavior of V1 cells (Fig. 4). However, in the
two-stage model (Fig. 9D), in which the output of the LGN-like

Figure 9. Model simulations of the buildup of AR amplitude with stimulus duration. A, The
representation of the stimulus used in the model, switching from 0 (gray screen) to �1 (the
anti-preferred stimulus). For clarity, the simulation shown here presents the adapting stimulus
for sequentially increasing durations. B–D, The output of the model (dashed gray lines), zero-
rectified to correspond to a firing rate (solid black lines). B, Single-stage exponentially adapting
model, with ��40 s. C, Single-stage exponentially adapting model with ��1 s. D, Two-stage
exponentially adapting model, with the output from the first stage (� � 40 s) feeding into the
second stage (� � 1 s). E, Normalized AR amplitude as a function of stimulus duration for each
of the three models, when tested with the same randomly interleaved stimulus used for in vivo
experiments (6 blocks in each of which all stimulus durations were presented in random order;
results here show the average of 10 such simulations).

McLelland et al. • Responses to Static Images in Macaque V1 J. Neurosci., September 22, 2010 • 30(38):12619 –12631 • 12627



stage (� � 40 s) drives the V1-like stage
(� � 1 s), the output of the second stage
increases with stimulus duration over the
whole stimulus range (Fig. 9E, solid line)
but retains fast AR decay. This demon-
strates that, because of the existence of
slow adaptation at the LGN level, long
time constants of adaptation need not be
invoked at the cortical level to account for
our results.

Finally, we used the model to interpret
the results of Tsuchiya and Koch (2005)
who recently reported that dichoptic sup-
pression of an adapting stimulus results in
reduced afterimage strength. From this,
they concluded that the formation of af-
terimages involves neural structures with
input from both eyes, i.e., cortical neu-
rons and suggested that higher-level pro-
cesses were involved in suppressing the
afterimage. However, this finding is en-
tirely consistent with the behavior of our
low-level binocular two-stage model (see
Materials and Methods) given the linking
hypothesis that ARs are related to afterim-
ages. The model combines the output
from two parallel, monocular LGN-like
stages in a second V1-like stage. In the
model, the left eye receives the adapting
stimulus that would create an afterimage,
and the right eye receives the stimulus that
was intended to mask the afterimage. Al-
though an AR develops normally in the
former, the presence of excitatory activity
in the latter reduces the AR developed at
the cortical stage. Tsuchiya and Koch
(2005) hypothesized that the diminished
afterimage resulted from the consistency
and completeness of the perceptual sup-
pression in their paradigm rather than
from a more direct effect of the masking
stimulus on afterimage formation. To
make this point, they used a paradigm in which the adapting
stimulus and mask were turned on and off at 2 s intervals, either
synchronously or asynchronously (Fig. 10B,C, left). They found
afterimages to be reduced only in the synchronous case, i.e., when
the adapting stimulus was perceptually masked. Our model re-
produces these results but shows that they can arise through sim-
ple, direct pathways (Fig. 10). Importantly, the asynchronous
condition always ended with 2 full seconds of the adapting stim-
ulus with no mask. Because the time constant for cortical adap-
tation is short, with no mask present for the final 2 s of the
stimulus train, there is almost no suppression of the cortical AR
(Fig. 10C). In fact, our model predicts that ARs, thus afterimages,
would be reduced even if the masking stimulus was presented
only for the last few seconds of the adapting period. We conclude
that an explicit model, including knowledge of the underlying
signals, can be useful for interpreting psychophysics.

Discussion
Our characterization of V1 responses during and after the pre-
sentation of prolonged static visual stimuli has yielded several key
findings. (1) The majority of cells in each physiological cell class,

and 72% overall, had a significant AR, which increased in ampli-
tude with stimulus duration. (2) AR amplitude and time course
correlated with those of the MR. (3) Many DS cells had substan-
tial ARs, suggesting a substrate for motion aftereffects. (4) ARs
decayed much faster in orientation-tuned V1 cells than they did
in LGN cells. (5) The AR and off-transient can be viewed as
distinct response components, although they may overlap in
time. We also presented a simple two-stage model as a starting
point for interpreting psychophysical experiments under the
linking hypothesis that afterimages arise from cortical ARs.

Transformation from LGN to V1
Comparing after-responses in V1 with those in LGN (McLelland
et al., 2009) reveals two major differences. First, the decay time
constant � shortens from 10 –100 s in LGN to 0.65 s on average for
orientation-tuned V1 cells. Interestingly, V1 cells lacking orien-
tation tuning had intermediate values of �, mean of 4.3 s, raising
the possibility that orientation selectivity is associated with a par-
ticularly rapid adaptation mechanism. Our untuned cells might
represent an intermediate step between the LGN and the V1 out-
put, given that a lack of orientation tuning is associated with layer

Figure 10. Simulation of a psychophysical experiment (Tsuchiya and Koch, 2005). The model used has three exponentially
adapting stages: the first two in parallel, representing P-cells in the right and left LGN, both with �� 40 s; and the third, taking as
input the combined output of the first two stages, representing V1, with � � 1 s. Stimulus representation (left column; each box
or space has 2 s duration), responses in the LGN (central column) and in V1 (right column). The inset shows a higher-resolution
comparison of the after-responses generated in the V1 stage at the end of the stimulation period. A, Analogous to the psychophys-
ical experiment, with no mask, an after-response develops in V1. B, When a dichoptic mask is presented synchronously with the
adapting stimulus, the buildup of the V1 after-response is somewhat suppressed. C, When the mask is presented asynchronously
to the adapting stimulus, because the stimulus period ends with two seconds of adaptation and no mask, and the V1 time constant
is relatively short (1 s), the V1 after-response is almost no different from that which develops in the absence of the mask (traces for
the no mask and asynchronous mask conditions nearly superimpose).

12628 • J. Neurosci., September 22, 2010 • 30(38):12619 –12631 McLelland et al. • Responses to Static Images in Macaque V1



4C (Blasdel and Fitzpatrick, 1984; Hawken and Parker, 1984;
Snodderly and Gur, 1995) and that these cells were all encoun-
tered near the middle of runs of highly active gray matter, a
feature consistent with geniculo-recipient layers (Snodderly and
Gur, 1995). The second major difference relates to our previous
finding that M-cell ARs were weaker than their MRs, whereas
P-cell ARs and MRs had similar amplitude. There was no such
dichotomy in V1: none of the cell classes showed M-like behavior,
although there were individual examples of this among simple
cells. Unexpectedly, the DS complex cells, most tightly linked to
the M-pathway (Livingstone and Hubel, 1988; Merigan and
Maunsell, 1993; Movshon and Newsome, 1996; Yabuta and Cal-
laway, 1998; Sincich and Horton, 2005), had the best match in
MR and AR amplitude among all cell classes. This calls into ques-
tion the role of M-cell MRs and ARs in driving V1 responses and
presents a particular challenge to models in which DS responses
are driven solely from M-inputs. However, off-transients in com-
plex DS cells shared M-cell characteristics, occurring early and
having an amplitude that was independent of stimulus duration.

To capture the most salient features of the transformation
from LGN to V1, we proposed a simple two-stage model with
slow subcortical adaptation followed by fast adaptation in V1.
This model reframes the debate as to whether afterimages (if they
are based on ARs) arise in or before the cortex. If signals from the
retina and LGN were non-adapting, then cortical neurons could
nonetheless generate after-responses (Fig. 9B). However, we
know that signals from the LGN adapt strongly and thus do con-
tribute to the after-response in the cortex. Inevitably, to under-
stand the response at the end point, the whole system must be
considered. Ultimately, the answer may be that afterimages arise
from both the retina and V1, and there is no reason to assume that
this does not extend to adaptation in extrastriate cortex (Kohn,
2007).

Mechanisms of cortical adaptation
Is the transformation observed from LGN to V1 consistent with
known mechanisms of adaptation in V1?

Relative to the form of adaptation studied here, considerable
attention has been given to contrast (or pattern) adaptation,
whereby prolonged presentation of high-contrast moving stim-
uli, typically drifting gratings, leads to an elevation in contrast
thresholds for similar patterns (Blakemore and Campbell, 1969;
Graham, 1989). In neurons, this causes deformations of tuning
curves for orientation, direction, and SF (Maffei et al., 1973;
Movshon and Lennie, 1979; Albrecht et al., 1984; Bonds, 1991;
Kohn, 2007).

It is likely that contrast adaptation is distinct from the adap-
tation to static stimuli that we studied here, as follows. Our static
stimuli can cause response changes that are opposite to those of
contrast adaptation: prolonged presentation of a high contrast
(anti-preferred) stimulus greatly enhances the response during
low (zero) contrast illumination, i.e., the gray screen in the ab-
sence of a stimulus. Furthermore, contrast adaptation uses dy-
namic stimuli that drive V1 neurons continuously at high firing
rates, engaging mechanisms that are not likely to be engaged by
the relatively weak cortical responses to static stimuli. Finally, at the
level of the retina and LGN, Solomon et al. (2004) showed that
contrast adaptation was restricted to the M-pathway, whereas we
found strong static adaptation in the P-pathway, with postsup-
pression after-responses weak or absent in the M-pathway
(McLelland et al., 2009).

At the cellular or circuit level, several adaptive mechanisms are
recognized in cortex (Kohn, 2007). It has been shown that con-

trast adaptation is mediated by the activation of hyperpolarizing
currents in the adapting cell (Carandini and Ferster, 1997). In cat
cortex, contrast adaptation and intracellular current injection
have similar hyperpolarizing effects (Sanchez-Vives et al., 2000),
but these last �4.5 s (Albrecht et al., 1984), which is longer than
what we observed in orientation-tuned V1 cells (�1 s). This dif-
ference might relate to the sinusoidal input modulation of these
stimuli; however, postadaptation suppression from contrast ad-
aptation, a period exempt from sinusoidal modulation, was even
longer, on the order of 20 s (Sanchez-Vives et al., 2000).

A second mechanism proposed to underlie adaptation in V1 is
synaptic depression (Abbott et al., 1997; Chance et al., 1998).
Although mostly characterized in vitro (Stratford et al., 1996;
Abbott et al., 1997), recently Chung et al. (2002), recording in the
rat somatosensory cortex in vivo, concluded that synaptic depres-
sion rather than postsynaptic somatic mechanisms accounted for
firing rate adaptation. Interestingly, time constants of adaptation
were on the order of 0.25 s for depression and 4 s for recovery,
closer to the range that we observed here than the intracellular
mechanisms associated with contrast adaptation. Intracellular
studies of visual neurons during prolonged static adaptation are
probably required to shed light on the underlying mechanisms.

Regardless of the mechanism by which orientation-tuned cells
diminish responses to static stimuli, the phenomenon is consis-
tent with theories about adaptation for redundancy reduction
(Barlow, 1972) and signal separation for the improvement of
signal-to-noise ratios (Barlow, 2001). In particular, our data re-
flect a diversity of response decay time constants that could serve
to emphasize the different TF components of dynamic stimuli.
Another possible function is reducing metabolic demands asso-
ciated with spiking (Levy and Baxter, 1996; Lennie, 2003).

Relation to psychophysical studies
Given that ARs in V1 can be, for most cells, as strong as MRs, we
believe that it is reasonable to posit that ARs could underlie the
perception of afterimages, just as it is generally hypothesized that
driven responses underlie the perception of actual visual stimuli.
General experience suggests that our perception of static images
is fleeting. In particular, visual fading occurs within several sec-
onds (Ditchburn, 1973; Tulunay-Keesey, 1982) and afterimages
decay on a similar timescale (Virsu and Laurinen, 1977; Kelly and
Martinez-Uriegas, 1993). These time courses are substantially
shorter than those of ARs in LGN but are covered by the range of
time constants observed in V1. Only Kelly and Martinez-Uriegas
(1993) investigated the time course of afterimages using a stimu-
lus like ours, i.e., static sinusoidal gratings at nonbleaching lumi-
nance levels. They found afterimage amplitude to build up and
decay with an exponential time course, with � on the order of 4 – 8
s, which is longer than our average V1 decay time. There are
several possible explanations for this difference. First, they used a
cancellation paradigm to estimate the afterimage time course.
When we simulated this (data not shown) in our two-stage
model, we found that the cancellation paradigm need not identify
the time constant of adaptation in the final, fastest stage but
rather can be influenced by multiple stages. In short, the time
course estimated by Kelly and Martinez-Uriegas is not inconsis-
tent with slightly shorter time courses in V1. Second, all classes of
orientation-tuned V1 cells contained some neurons with time
constants on the order of several seconds. Finally, the untuned V1
neurons, rather than simply being an intermediate step to orien-
tation tuning, could represent a pathway encoding color and lu-
minance (Livingstone and Hubel, 1988) that is important for the
perception of afterimages.
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It is striking that many DS cells, especially complex cells, gen-
erated strong and relatively sustained MRs and ARs to static stim-
uli. Complex DS cells project to visual cortical area V5/middle
temporal area MT (Movshon and Newsome, 1996), which plays
an important role in motion perception (Britten et al., 1992;
Salzman et al., 1992). This raises the question of whether ARs in
such cells lead to motion aftereffects. This seems as reasonable to
ask as whether ARs of simple cells underlie negative afterimages.
It has long been known that the prolonged viewing of static,
oriented gratings leads afterward to the perception of motion that
streams orthogonal to the adapting orientation (Pierce, 1900;
MacKay, 1957). We speculate that this percept reflects the down-
stream consequences of the activity observed here in DS cells. We
verified that DS cells, which are orientation tuned, have ARs that
are also orientation specific. This offers an explanation of why the
illusory motion only runs orthogonal to the adapting orientation:
because DS cells prefer motion orthogonal to their preferred ori-
entation (Hubel and Wiesel, 1968; Albright, 1984). This differs
from past explanations that called on competitive cross-
orientation interactions (MacKay, 1957; Kim and Francis, 2000).
If this is the case, and given that the MR matched the AR in these
cells, this raises the question of why the illusory motion is not
perceived during the viewing of the static stimulus itself. A pos-
sible solution comes from Georgeson (1976) (MacKay and
MacKay, 1976), who hypothesized that there is competition be-
tween static and motion channels, which allows the static channel
to win while the stimulus is present, and the motion signals to
dominate when the stimulus disappears. This, however, would
require the added hypothesis that the static channel is more
strongly activated by true stimuli than by afterimages. This sug-
gests that activity in the LGN–M pathway, which is stronger dur-
ing stimuli than afterward (McLelland et al., 2009), may play an
important role in the static pathway. Additional studies will be
required to understand how the signals available in V1 influence
responses in higher areas, such as V5/MT, that may be relevant
for the perception of this illusory motion.

We have attempted to demonstrate that an electrophysiolog-
ical characterization of after-responses and a simple model based
on the experimental data can be useful for interpreting psycho-
physical findings. This might extend to other features of afterim-
ages. For example, the combination of long and short time
constants in series could help to explain our ability to “refresh” an
afterimage by blinking, after it has faded perceptually. This may
require more elaborate models that include the M-cell signals.
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