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Purpose: Recently, photon counting x-ray detectors (PCXDs) with energy discrimination capabili-
ties have been developed for potential use in clinical computed tomography (CT) scanners. These
PCXDs have great potential to improve the quality of CT images due to the absence of electronic
noise and weights applied to the counts and the additional spectral information. With high count
rates encountered in clinical CT, however, coincident photons are recorded as one event with a
higher or lower energy due to the finite speed of the PCXD. This phenomenon is called a “pulse
pileup event” and results in both a loss of counts (called “deadtime losses”) and distortion of the
recorded energy spectrum. Even though the performance of PCXDs is being improved, it is essen-
tial to develop algorithmic methods based on accurate models of the properties of detectors to
compensate for these effects. To date, only one PCXD (model DXMCT-1, DxRay, Inc., Northridge,
CA) has been used for clinical CT studies. The aim of that study was to evaluate the agreement
between data measured by DXMCT-1 and those predicted by analytical models for the energy
response, the deadtime losses, and the distorted recorded spectrum caused by pulse pileup effects.
Methods: An energy calibration was performed using *™Tc (140 keV), ’Co (122 keV), and an
x-ray beam obtained with four x-ray tube voltages (35, 50, 65, and 80 kVp). The DXMCT-1 was
placed 150 mm from the x-ray focal spot; the count rates and the spectra were recorded at various
tube current values from 10 to 500 A for a tube voltage of 80 kVp. Using these measurements,
for each pulse height comparator we estimated three parameters describing the photon energy-pulse
height curve, the detector deadtime 7, a coefficient k that relates the x-ray tube current / to an
incident count rate a by a=k X I, and the incident spectrum. The mean pulse shape of all compara-
tors was acquired in a separate study and was used in the model to estimate the distorted recorded
spectrum. The agreement between data measured by the DXMCT-1 and those predicted by the
models was quantified by the coefficient of variation (COV), i.e., the root mean square difference
divided by the mean of the measurement.

Results: Photon energy versus pulse height curves calculated with an analytical model and those
measured using the DXMCT-1 were in agreement within 0.2% in terms of the COV. The COV
between the output count rates measured and those predicted by analytical models was 2.5% for
deadtime losses of up to 60%. The COVs between spectra measured and those predicted by the
detector model were within 3.7%—7.2% with deadtime losses of 19%—46%.

Conclusions: It has been demonstrated that the performance of the DXMCT-1 agreed exceptionally
well with the analytical models regarding the energy response, the count rate, and the recorded
spectrum with pulse pileup effects. These models will be useful in developing methods to compen-
sate for these effects in PCXD-based clinical CT systems. © 2011 American Association of Physi-
cists in Medicine. [DOI: 10.1118/1.3539602]
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I. INTRODUCTION

Current multislice x-ray computed tomography (CT) scan-
ners provide three-dimensional imaging of the linear attenu-
ation coefficient distribution within a patient. The derived
images accurately delineate organs and tissues, which helps
physicians make accurate diagnoses. However, there are
three major limitations to current CT technologies: (1) im-
ages of linear attenuation coefficients are not tissue-type spe-
cific, (2) contrast between certain different tissues is not suf-
ficient, and (3) “CT scanning is a relatively high-dose
procedure.”1

In general, linear attenuation coefficients depend on sev-
eral factors, such as the chemical composition of the object,
the mass density of the object, and the energy of the x-ray
photons. Consequently, the transmitted x-ray spectra carry
information about tissue types such as fat, muscle, bone,
contrast materials, etc. Energy-integrating detectors, which
are used in almost all current CT scanners, measure only the
integrated area under the transmitted x-ray spectrum, and
therefore lose all energy-dependent information. Energy-
integrating detectors also add electronic noise and Swank
noise,” and higher energy photons, which carry less informa-
tion about contrast between different tissues and receive a
larger weight in the output signal, resulting in increased
noise and reduced contrast. In general, dual-energy CT
imaging3 can provide tissue-specific images. However, nei-
ther the current dual-kVp nor dual-source techniques4 pro-
vide optimal results due to cross-talk between the high and
low energy images and because of the limited number of
resolvable basis functions (only two) for material
decomposition.3 The presence of contrast media containing
elements with high atomic numbers (e.g., iodine or gado-
linium) can be identified with a third basis function. Thus, it
is desirable to measure the transmitted x-ray photons with
more than two energy windows.

Recently, photon counting x-ray detectors (PCXDs) with
energy discrimination capabilities based on pulse height
analysis have been developed for medical x-ray imaging.&14
PCXD-based CT with multiple energy windows has the po-
tential to improve the three major limitations listed
above.>”" Electronic and Swank noise affect the measured
energy, but do not change the output signal intensity (i.e., the
counts), and the energy overlap in the spectral measurements
is superior to (i.e., smaller than) that from any of the current
dual-energy techniques using integrating detectors. In addi-
tion, more than one contrast media could be imaged simul-
taneously and would be distinguishable if the detectors had
four or more energy windows (pulse height comparators).
PCXDs may therefore lead to novel clinical applications.
The number of energy windows per detector pixel in PCXDs
varies from 2 to 8, depending on specific detector
designs.”™* One PCXD (model DXMCT-1, DxRay, Inc.,
Northridge, CA), which will be used in this study, has been
incorporated into a commercial CT scanner (LightSpeed
VCT, GE Healthcare, Waukesha, WI). This is the only PCXD
that ?as been used for a clinical dual energy CT study to
date.
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FIG. 1. (Top) The basic architecture of an individual channel in the ASIC.
(Bottom) When the pulse height exceeds a given energy threshold value, a
count will be added to an associated counter. Coincident photons will be
recorded as one event with a higher energy level than the original energies.

The performance of PCXDs is not flawless, however, es-
pecially at the count rates in current clinical CT. Due to the
limited pulse resolving time, quasicoincident photons (over-
lapping pulses) can be recorded as a single count with a
higher or lower energy (see Fig. 1). This phenomenon is
called pulse pileup and results both in a loss of counts, re-
ferred to as deadtime losses, and a distortion of the recorded
spectmm.16 The amount of the deadtime losses and the dis-
tortion of the recorded spectrum will depend on the incident
count rate. Using recorded counts without correction could
result in artifacts in reconstructed images and using the re-
corded spectrum in a material decomposition process without
compensation or correction could produce inaccuracies. In
addition, the energy response of PCXDs can be nonlinear
even though input count rates are sufficiently low.

Faster detectors with smaller deadtime losses and fewer
spectral distortions are being developed, but it may be prac-
tically impossible to achieve a linear dynamic range for both
a low input count rate of heavily attenuated x-ray beams
(e.g., in a coronal projection image through the sternum and
backbone) and a very high input count rate of unattenuated
beams. Alternatively, hardware-based pileup rejectors can re-
duce or eliminate the spectral distortion caused by peak
pileup,](’ where coincidences during the initial part of pulses
are recorded as a single count at a higher energy than the
original pulse’s energies. However, the efficiency of such
rejectors could be limited (e.g., 50%) for various
reasons.'®'? In addition, it is quite challenging to implement
pileup rejectors in a PCXD for clinical CT, since they need to
operate at very high count rates. The rejectors would also
consume additional power and require considerable space in
the dense parallel channel application-specific integrated cir-
cuit (ASIC), which may degrade the noise performance. The
required operational count rates for clinical x-ray CT detec-
tors can be as large as 3-50 million-counts-per-second-per-
square-millimeter (Mcps/mm?) for the attenuated portions of
the beam when the unattenuated count rate incident onto a
bowtie filter is 1 billion cps/mm? (or 1000 Mcps/mm?). %
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Thus, while the detector’s speed and energy response may
be improved in the future, it is also necessary to develop
algorithmic methods to compensate for the energy response,
the deadtime losses, and the spectral distortions, in order to
take full advantage of the energy discrimination capabilities
of PCXDs. The key to successful compensation methods is
developing accurate models of the corresponding properties
of the PCXDs.

The detection mechanism for most PCXDs can be mod-
eled well by either the nonparalyzable or paralyzable model
(discussed 1ater).17 Analytical models of deadtime losses
have been discussed thoroughly for both of these detector
models."” Analytical models for spectral distortions have also
been discussed in the literature.'*'*?'** A new model has
recently been developed for nonparalyzable detectors,”
which takes into account the following factors: the probabil-
ity distribution of time intervals between photons, the prob-
ability distribution of photon energies, and a more realistic
average pulse shape. The aim of this study was to evaluate
the agreement between data measured using the DXMCT-1
(Refs. 5 and 8) and those estimated from the analytical mod-
els for the energy response, deadtime losses, and distortions
in the recorded spectrum.

The structure of this paper is as follows. In Sec. II, we
describe the DXMCT-1 used in this study and the two detec-
tion mechanism models (nonparalyzable and paralyzable).
Section II also includes descriptions of the analytical models
of the energy response, deadtime losses, and spectral distor-
tions. Section III outlines evaluation methods and results are
presented in Sec. IV. In Sec. V, relevant issues are discussed
and goals for further research are outlined. Key symbols,
abbreviations, and acronyms used in this paper are gathered
in Table 1.

Il. ANALYTICAL MODELS

In this section we will first explain some of the features of
the DXMCT-1 including the counting mechanism. We will
then outline the two simplified detection models of counting
detectors: the nonparalyzable and paralyzable models. Fi-
nally, we will describe the analytical models for the energy
response, deadtime losses, and the spectral distortions caused
by pulse pileup effects.

Il.LA. DxRay’s DXMCT-1 PCXD

The PCXD used in this study (model DXMCT-1) was
developed by DxRay, Inc. (Northridge, CA).>® A ~3 mm
thick cadmium telluride (CdTe) block consisted of 16
X 16 pixels (pixelated anode) with a pitch of ~1 mm. Two
such blocks were assembled and connected to four ASICs.
Each ASIC contained 128 parallel channels, each consisting
of an amplifier, a pulse shaper, two digital-to-analog convert-
ers (DACs), two pulse height comparators (energy win-
dows), and two counters per detector pixel (see Fig. 1,
top). Thus, there were 1024 comparators (=16
X 16 pixels-per-block X2 blocks X 2 comparators-per-
pixel) in total in this PCXD. A negative bias voltage was
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TaBLE I. Key symbols, abbreviations, and acronyms used in this paper.

Symbols Meanings

T Detector deadtime

Mcps, keps Million- or thousand-counts-per-second, a unit of count
rates

a The true count rates incident onto detectors

ag The recorded count rates by detectors

€1,C,C3 Parameters determined for each threshold used in Eq. (1)
to model non-linear relationship between the input
photon energies and pulse heights.

t1,ty,13,by Parameters used to model DXMCT-1’s pulse shape with
two triangles. See Ref. 25 for more details.

Nuodel(E) The mean number of recorded counts at energy E
including pulse pileup effects estimated by Eq. (6).

Npexp(E) The mean number of recorded counts at energy E
measured by DXMCT-1.

So(E) The probability density function of the incident x-ray
spectrum.

Pr(rec|ar) The probability of events being recorded given true
count rate @ and deadtime 7. See Eq. (3).

Pr(m|rec) The probability of pileup order m given the
events-of-interest being recorded. See. Equation (7).

Pr(E|m) The probability of the events-of-interest being recorded
at energy E with pileup order m. See Eq. (13).

RMSD The root mean square difference

Ccov The coefficient of variation, i.e., RSMD divided by the
mean of measurements in percentage

applied to a continuous metallized thin film cathode on the
incident side of the CdTe crystal, creating an electric field
along the depth direction of the crystal.

The energy deposited by each x-ray photon generates an
electric charge. The charge then travels within the detector
volume toward the electrodes and generates a pulse that is
processed by the ASIC. The height of the pulse generated by
a photon is compared with a given energy threshold value. A
count is registered in the counter associated with the given
comparator if the pulse height exceeds the threshold value.
Subtracting counts in counters from adjacent energy thresh-
old values yields the counts in the energy window defined by
the two threshold values. Thus, the highest energy window
does not have an upper bound. The DAC allows for fine
tuning of the threshold values for each channel in order to
compensate for channel-to-channel variations. The readout
sequencer is operated at 50 MHz, allowing for a complete
readout of all the counters in parallel in about 5 us. The
details of the DXMCT-1 architecture have been described
previously.s’8

I.B. Nonparalyzable and paralyzable detection
models

The detection mechanism for most PCXDs can be mod-
eled well to a first approximation by either the nonparalyz-
able or paralyzable models,"” although subtle effects often
cause detectors to behave somewhere in-between. When a
detector is in the active state, the first photon incident on the
detector will put the detector into the detection (inactive)
state for a finite period of time called the deadtime (or re-



1092 Taguchi et al.: A photon counting x-ray detector and the models 1092

Events in | | | | | |
detector ’ ‘ ’ ’ ’ =
Inactive — kiﬂ I I I
; ‘ ‘ ‘ ’ ‘ ‘ Paralyzable
Active
| ‘ ‘ ’ ‘ ’ Time
T
Inactive — H R I bl
Active I ‘ ‘ ‘ ‘ ‘ ’ L onparalyzable
Time

FIiG. 2. The paralyzable detection model (middle) and the nonparalyzable
detection model (bottom). Quasicoincident events will result in lost counts
and a distorted recorded spectrum.

solving time) 7. All photons incident on the detector during
the deadtime contribute (potentially) to the pulse shape of the
recorded count. For nonparalyzable detectors, such photons
will not reset the time clock for the deadtime and the detector
will return to the active state after the deadtime (Fig. 2). By
contrast, in paralyzable detectors a detected photon resets the
time clock and the detector returns to the active state at time
7 after an event if, and only if, there are no additional inci-
dent photons during the deadtime interval. For low incident
count rates (a7<<1, where a is the incident count rate), the
two models provide identical predictions of the count rate
losses."”

Each comparator of the DXMCT-1 detector acts as an
independent pulse height analysis detector with a variable
deadtime. The comparator stays active, while the pulse
height is below a given threshold value. The comparator
switches to the waiting state when a pulse height exceeds the
threshold energy, and it counts an event when the pulse
height falls below the threshold value. It then becomes active
again nearly instantly. Therefore, as can be seen in Fig. 1, the
deadtime may depend on the energy threshold values—a
comparator with a lower energy threshold value has a longer
waiting time, and, thus, it can be modeled with a larger dead-
time 7. Moreover, there is no fixed pulse processing time, as
it may be extended by coincident photons. Nevertheless, we
will assess both the nonparalyzable and paralyzable detection
models to see which one better models the performance of
the DXMCT-1.

Il.C. Energy response

The energy response of the DXMCT-1 involves the fol-
lowing factors: a nonlinear photon energy-pulse height re-
sponse curve and a shift-variant finite energy resolution. The
energy of the photon is measured by the height of the pulse
H [in millivolts (mV)] generated by the photon. However,
the pulse height, especially above 60 keV, may not be lin-
early related to energy. Thus, we model the pulse height
using the nonlinear relationship,

Medical Physics, Vol. 38, No. 2, February 2011

H(E) =c| - c; exp(- c3E), (1)

where E is the photon energy, H is the measured pulse
height, and ¢y, ¢,, c3 are the three parameters that will be
determined by a calibration procedure for each comparator.
The photon energy-pulse height response curves begin to
saturate above 100 keV. This characteristic was chosen by
design in order to reduce ASIC power consumption while
providing the energy resolution needed to separate high and
low energy windows for dual energy CT applications.

In general, PCXDs have a finite energy resolution, which
is described by FWHM(E,)/E, (and often expressed as a
percentage), where FWHM(E,) is the full width at half maxi-
mum of the recorded energy spectrum for a monochromatic
incident spectrum with energy E, With a linear system,
where the statistical broadening of the peak dominates the
energy resolution, FWHM(E,) is proportional to \/E_o; thus,
the percentage of the energy resolution improves as the pho-
ton energy increases.'” In a previous experiment with the
DXMCT—I,8 the measured FWHM at 60 keV was 7 keV or
11.6%, while the measured FWHM at 122 keV was 35 keV
or 28%. This was substantially larger than predicted for a
linear system where one would expect a resolution of 7
X \122/60=10 keV or 8%). This larger FWHM results
from the above-discussed nonlinear photon energy-pulse
height relationship. We can model this shift-variant finite en-
ergy resolution as shown in Appendix; however, as also
shown in Appendix, the effect of such energy resolutions on
the predicted spectrum was very limited under the conditions
used in the study. Thus, for the sake of computational effi-
ciency, we did not model the finite energy resolution in the
remainder of this study.

I1.D. Deadtime losses

The recorded count rate ap for a given incident count rate
a and deadtime 7 can be expressed as

ag=a X Pr(reclar), (2)

where Pr(rec|a7) is the probability of events being recorded,
as discussed in more detail in Ref. 17, and is given by

1/(1 +at) nonparalyzable detector

Pr(reclat) = { (3)

exp(—ar) paralyzable detector.

Here, we provide brief explanations of Eq. (3), starting with
nonparalyzable detectors. When the recorded count rate is
ag, the fraction of time that the detector is inactive (dead) is
given by ap7. Thus, the rate at which counts are lost during
the time period is aap7, which is also given by a—ag. Equat-
ing these two expressions for the lost count rate, we have
a—ag=aagT. Solving for a and dividing both sides of the
equation by a, we get Pr(rec|ar)=ag/a=1/(1+a7).

Now we consider paralyzable detectors. The distribution
function (also the probability density function) for time in-
tervals between adjacent random events is'”
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f1(0)dt = a exp(— at)dk. 4)

For a recorded event-of-interest, the time interval between
the previous event and the initiation of the pulse processing
for the event-of-interest must be larger than 7. Thus,

Pr(recla7) = f“ a exp(— at)dt
=[-exp(-at)]; =exp(-ar). (5)

Nuodel(E) = (True count rate) X (acquisition time period) X <

» | [ probability of
X E the pulse pileup order m

m=0

o

=a X At X Pr(reclar) X >, [Pr(m|rec)Pr(E|m)],

m=0

where At is an acquisition time period, Pr(m |rec) is the prob-
ability of pileup order m, given the events-of-interest being
recorded, where pileup order m means that m+1 photons
contribute to one recorded count and Pr(E|m) is the prob-
ability density function of the recorded spectrum with a
given pulse pileup order m. The first probability, Pr(rec|a7),
has been discussed in Sec. I D. The second probability
Pr(m|rec) has been discussed previously17 and is

Pr(m|rec)

(an)"exp(— a7)/m!
" | [1—exp(-an]"exp(—ar) paralyzable detector.

()

Pr(m|rec) for nonparalyzable detectors is the Poisson prob-
ability of having m events during time 7 given the mean
number of counts, a7. Pr(m|rec) for paralyzable detectors is
a product of the following two probabilities: (1) the probabil-
ity that m+1 photons hit the detector consecutively, each
arriving within the deadtime from the previous photon; and
(2) the probability that the time interval between photon m
+1 and the subsequent photon, m+2, is larger than the dead-
time (and thus the subsequent photon is the first photon in a
new recorded count). The first probability repeats [ia exp(
—at)dt=1-exp(—a7) m times, and the second probability is
the same as Eq. (5).

For the nonparalyzable detection model, the third prob-
ability in Eq. (6), Pr(E|m), was discussed in detail by Tagu-
chi et al.” and involves more complex equations than the

nonparalyzable detector

Medical Physics, Vol. 38, No. 2, February 2011

given the events-of-interest being recorded

Il.E. Distortions of the recorded spectrum

The model for spectral distortions caused by pileup ef-
fects previously proposed by Taguchi et al.” assumes use of
a nonparalyzable detector. Below, we briefly outline the
model of the nonparalyzable detector as well as the way to
adapt the model to paralyzable detectors with minimal
change. A full description of the model and results of Monte
Carlo simulations can be found in Ref. 25.

The mean number of recorded photons at energy E result-
ing from pulse pileup, Nyqe(E), can be expressed as the
product of three probabilities,

probability of )
events being recorded
probability of

X | counts recorded at an energy E ||,

with pulse pileup order m

(6)

first two probabilities. Strictly speaking, this probability for
the paralyzable detection model is different, and thus must be
derived from scratch. However, preliminary work including
Monte Carlo simulations indicated that this probability is
similar to that for the nonparalyzable model. Thus, for sim-
plicity we have used the expression for Pr(E|m) proposed in
Ref. 25 for both nonparalyzable and paralyzable detectors.
The model takes into account the shape of pulses and the
probability distributions of the time intervals between pho-
tons and of the incident photon energies. The bipolar pulse
shape of the DXMCT-1 detector is approximated by two tri-
angles, which are treated separately. The positive peak por-
tion of the pulse is modeled by an asymmetric triangle, al-
lowing us to model the peak pileup effect accurately and
efficiently. A right angle triangle, fitted to the negative part of
the pulse, is used to fit the tail of the pulse. The tail of the
pulse is sufficiently long that it affects the recorded energy of
subsequent events: for bipolar-shaped pulses, a peak overlap-
ping the tail of a preceding pulse results in a smaller re-
corded energy. This effect is called tail pulse pileup.16 The
recorded spectrum that results from the peak pileup effect,
Proe.(E|m), is calculated in a recursive fashion as

Prpeak(E|m = 1)

=J' J Prgnll)nE(E;Eo,El)So(Eo)So(E1)dEodEl (8)
0o Jo

and
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Prpeak(E|m > 1) =f f Prélsz(E;Em—l’El)
0 0
XProea(Epy|m = 1)So(E)dE,, 1 dE,,  (9)

where S(E) is the probability density function of the true
incident x-ray energy (i.e., the energy spectrum),

d Pe(s\|m)le 5.6 £k
Prg}-}E(E;Em—l’El):f d? 1"“m-1"1 dsl
1

=f[m/7m>< (T—Sl)m_l]<%)dE (10)

denotes the probability density function of the recorded en-
ergy E given the incident energies, E,,_; and E;, with pileup
order m; and

d Pr(s,|m)/ds, =m/7" X (1= s,)""! (11)

is the differential probability density function of time inter-
vals, sy, for the pileup order m. The recorded energy Ej for
the incident energies, E,,_; and Ej, and the time interval of
s1, Er(si;E,_1,E,), can be calculated efficiently thanks to
the approximation by the asymmetric triangle. The super-
script (1) means that the pulse pileup order m=1; our pulse
pileup model recursively and efficiently calculates the re-
corded energy with higher pulse pileup orders with an ap-
proximation that a virtual photon with Prye,(E,,_|m—1) is
incident on the detector at =0. A thorough description of the
model and results of Monte Carlo simulations were provided
in Ref. 25.

Using the Poisson probability that n photons will arrive
within the time period of the tail of the pulse, t;, for a given
count rate a, the baseline energy shift caused by the tail
pileup effect, Pry(Ew), is calculated by

Proi(Ew) = Pr(Etaﬂ(n;E)|at3) = Pr(n|ats) = (at;)"e™"3/n!,
(12)

where E is the mean energy of the incident spectrum. The

energy shift E;(n;E) can be calculated from the geometry
of the right angle triangle (see Ref. 25).

By taking into account the distribution of energy shifts
caused by the tail pileup effect, Pr;(E;), on the recorded
spectrum, which results from modeling the peak pileup ef-
fect, Pryea(E |m), we obtain the probability density function
of the recorded energy spectrum including pulse pileup order
m,

Pr(E|m) = f Proca(E = Epit|m)Progiy(E i) dE . (13)

Notice that this model requires relatively modest amounts
of information about the PCXD, i.e., the pulse shape and the
deadtime 7. Given the estimated incident count rate a and
energy spectrum Sy(E), the model then predicts the distorted
recorded spectrum that results from pulse pileup effects.
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lll. EVALUATION METHODS

In this section we outline the experimental apparatus and
settings used and the data analysis methods used to assess
the energy response, the deadtime losses, and the spectral
distortions caused by pulse pileup effects. Four detector pa-
rameters were estimated: ¢;, ¢,, and ¢5 in Eq. (1) were esti-
mated via the energy calibration, and the detector deadtime 7
was estimated from the count rate versus tube current curves.
The parameters describing the triangles that approximated
the pulse shape were not specific to each comparator and we
used the same values determined in Ref. 25: 71,=0.284 X 7,
1,=0.850X 7, 13;=8.253 X 7, and b,=-0.0635. In addition, we
assumed that the incident count rate a from an x-ray tube
was proportional to the tube current, /, i.e.,

a=kXI, (14)

where k is the proportionality constant.

In short, excluding the pulse shape parameters, we esti-
mated five parameters (¢, ¢,, ¢3, 7, and k) and the incident
x-ray spectrum Sy(E) for each comparator, and we evaluated
the agreement between the analytical models and the detec-
tor outputs. No additional empirical parameters were used in
the models.

Experiments were performed by sweeping the threshold
voltage settings from 900 to 100 mV with an increment of
—2 mV between acquisitions. In these experiments, we ac-
quired a set of count data, i.e., the counts in each pixel above
each threshold setting, for a given threshold setting. A set of
acquisitions was performed while incrementing the energy
threshold settings. The spectral response of a detector with a
greater number of energy bins and a single exposure was
then synthesized from these data. Note that this experimental
procedure was used in order to assess the spectral response
of the detector. When these detectors are used for CT acqui-
sition, the energy threshold value will be fixed and multiple
projections will be acquired over a set of projection views.
The number of energy outputs depends on the number of
energy comparators, and it will likely be under 10 even in the
future.

lllLA. Energy response

We estimated the three parameters that describe the pho-
ton energy-pulse height relationship presented in Eq. (1) for
each energy comparator using *° ™Tc (140 keV) and *’Co
(122 keV) radionuclide sources and x-ray beams correspond-
ing to four x-ray tube voltages (35, 50, 65, and 80 kVp). The
DXMCT-1 was placed 150 mm from the x-ray focal spot
(see Fig. 3, right). There was no filtration except for the x-ray
tube exit window and the detector entrance window (an alu-
minum plate with a thickness of 1.2 mm). Data were ac-
quired by sweeping the threshold values as described above.
The measurements were repeated 5 times for each of the
x-ray tube voltage settings, 29 times for 99mTc, and 24 times
for >’Co. The mean counts of multiple measurements at the
same threshold value were calculated. The counts between
two thresholds were calculated by subtracting the mean
counts acquired with adjacent threshold settings. The result-
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FIG. 3. The DXMCT-1 (left) and the experimental setting (right).

ing difference represents the number of pulses with heights
lying between the two threshold settings. The set of such
counts is thus the pulse height spectrum and is hereafter re-
ferred to as an uncalibrated energy spectrum.

The x-ray tube current and the time period per acquisition
for each tube voltage setting were 50 A and 500 ms for 35
kVp, 10 pA and 1 s for 50 kVp, 10 A and 500 ms for 65
kVp, and 10 pA and 1 s for 80 kVp. The tube currents were
sufficiently low to make pulse pileup effects negligible. The
energy threshold voltage value that corresponded to an x-ray
tube voltage was found as follows. First, the maximum
counts in the uncalibrated x-ray spectrum were determined
for a particular x-ray tube voltage setting. Next, the threshold
voltage values that corresponded to 20% and 10% of the
maximum count were found on the higher energy side of the
uncalibrated spectrum. This line between these two count
values was linearly extrapolated to find the threshold voltage
where the line crossed zero. This threshold voltage value was
assumed to correspond to an energy equal to the x-ray tube
voltage.

The radionuclide sources were used to provide additional
energy calibration points. Each source was placed in front of
the x-ray tube with the x-ray generator off. For both 9omTe
and °’Co, the uncalibrated spectrum was fitted by a scaled
normal distribution using least-squares curve fitting methods.
The threshold voltage corresponding to the maximum of the
normal distribution was assigned to the photopeak energy of
the isotope. The energy resolution, FWHM of the spectrum
response, of the DXMCT-1 was 7 keV with **!Am and 35
keV with >’Co (Ref. 8), which was not sufficient to resolve
the lower abundance of *’Co at 136 keV.

Using the six voltage threshold values that correspond to
the pulse heights obtained by the above described procedures
for each comparator, the three parameters that characterize
the pulse height-energy relationship in Eq. (1) were deter-
mined using least-squares fitting. To quantify the quality of
the fit, we computed the coefficient of variation (COV) [i.e.,
the ratio of the root mean square difference between the mea-
sured value and the computed value using Eq. (1) and the
estimated parameters to the mean of six pulse height values
expressed as a percent] for each comparator.

IIl.B. Deadtime losses

We used the same setting as outlined in Sec. IIT A. The
DXMCT-1 was placed 150 mm from an x-ray focus (see Fig.
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3, right). The x-ray tube voltage and the time period per
acquisition were fixed at 80 kVp and 10 ms, respectively.
The tube current values used were 10, 25, 50, 75, 100, 200,
300, 400, 500, 800, and 1000 pA. Data were acquired by
sweeping the threshold values as described above. The mea-
surements were repeated 20-28 times at each of the tube
current settings. Notice that considering the geometrical
magnification factor, the x-ray intensity with the tube current
of 1000 wA corresponded to that with 54 mA (=1 mA
X[1100 mm/150 mm]?) with no bowtie filter for clinical
CT scanners.

The mean and variance of counts over multiple measure-
ments obtained at each threshold value were calculated. It
was found that the mean and the variance were comparable
(<10% difference) when threshold values were larger than
the corresponding photon energy of 17 keV, indicating that
measurements were Poisson distributed. In contrast, the de-
viation between the mean and the variance increased mono-
tonically below 17 keV, indicating the presence of a non-
Poisson distributed noise source, such as electronic noise.
We therefore considered that recorded counts above 17 keV
were generated by only x-ray photons, and, thus, we used
them in this section.

For each comparator, the mean counts of multiple mea-
surements, ag, were obtained at each of the tube current set-
tings. Then, the deadtime 7 of Egs. (2) and (3) and the con-
version coefficients k of Eq. (14) for both nonparalyzable
and paralyzable detection models were estimated from the
counts obtained using nine tube current values =500 uA by
the weighted least-squares method. We will discuss the rea-
son why measurements at 800 and 1000 nA were not used
in this estimation later.

The mean and the standard deviation of each 7 and k over
all of the comparators were calculated. The recorded count
rate model, Eq. (2), was evaluated at the nine tube current
settings and COVs for nonparalyzable and paralyzable detec-
tion models, respectively, were calculated.

lll.C. Distorted, recorded spectrum with pulse pileup
effects

The same data outlined in Sec. III B were used. The mean
counts of multiple measurements at the same threshold value
were calculated for each of tube current settings. The counts
between two threshold values were calculated by subtracting
the mean counts acquired by adjacent threshold settings. This
uncalibrated spectrum was then scaled and converted to the
recorded spectrum Npexp(E) in the unit of counts per keV
with an increment of 1 keV using the result of the energy
response calibration performed in Sec. III A.

The probability density function of the true incident spec-
trum Sy(E) was estimated for each comparator from the re-
corded spectrum at 10 A as follows: A 21-point median
filter was applied to the recorded spectrum with 10 uA. The
minimum counts per keV N, and the corresponding energy
E ., were found between 6 and 25 keV. The counts below
E i, were modified to avoid the effect of the electric noise
floor on the incident spectrum. Counts Npcxp(E) for Ep,
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FiG. 4. The energy response curve, i.e., the photon energy-pulse height
curve. The circles and the error bars are the means and the standard devia-
tions of measurements obtained over all of the comparators. The curve is
plotted by Eq. (1) with the means of the three parameters ¢, ¢,, and c; of all
of the comparators.

-4 keV=E<E,,;, were replaced by Npcxp(Emin—1 keV)
=0.875 X Nyin» Npexp(Emin—2 keV)=0.625 X Ny,
Npcxp(Emin—3 keV)=0.375XNyip,  and  Npexp(Emin
—4 keV)=0.125X N,,;,, respectively, and Npcxp(E=Eqin
-5 keV) were set at 0. Finally, Sy(E) was obtained by divid-
ing Npcxp(E) by the sum of Npexp(E) over all energies. The
effect of the shift-variant finite energy resolutions was found
to be negligible in this study, probably because there was no
sharp edge in the incident spectrum above 50 keV (see Ap-
pendix).

For each comparator, the recorded spectra Ny qe(E) Were
estimated for both nonparalyzable and paralyzable detectors,
respectively, for each tube current setting using the model
described in Sec. Il E with 7 and k estimated in Sec. III B
and Sy(E) estimated above. As a reference, Sy(E) was scaled
by the recorded count rate as ag X Sy(E) for each tube current
setting.

At each tube current setting, the root mean square differ-
ence (RMSD) between the spectrum estimated by the model,
Nyodgel(E), and the mean spectrum measured by the
DXMCT-1, Npcxp(E), was calculated over the energy range
between 30 and 150 keV. The COV was then calculated by
dividing the RMSD by the mean of the Npcxp(E) between 30
and 150 keV. The RMSD and COV were also calculated
between ag X So(E) and Npcxp(E).

IV. EVALUATION RESULTS

Fourteen bad pixels among 512 pixels (28 out of 1024
comparators) that exhibited unusual characteristics such as
extremely large count rates and convex energy-pulse height
curves were identified and excluded from this study. Thus,
996 comparators in total were examined. Below we present
the evaluation results.

IV.A. Energy response

The mean and the standard deviation of the three
parameters in Eq. (1) were ¢;=8483*53 mV, ¢,
=688.4+18.7 mV, and ¢;=0.0310+0.0014 keV~'.

Figure 4 shows the mean energy response curve, i.e., the
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FiG. 5. (Left) The recorded count rates ag. The curves were plotted using
the models with the mean of the estimated parameters of all the compara-
tors. The circles and error bars show the mean counts and the standard
deviation over multiple comparators measured at each of the tube current
settings. (Right) Probability of events being counted, Pr(rec|ar)=ag/a
=ag/ (kI), plotted using the means of the parameters 7 and k estimated for
each of the two detector models.

photon energy-pulse height curve, of all of the comparators.
The standard deviation over all of the comparators was
small. The mean COV value of all of the comparators was as
small as 0.2%, demonstrating that Eq. (1) modeled the en-
ergy response of all of the comparators very well.

IV.B. Deadtime losses

The mean and the standard deviations of the deadtime 7
and the conversion coefficient k for all of the comparators
were 7=146.9+6.3 ns and k=30.93+3.17 kcps/mm?/uA
for the nonparalyzable detection model and 7
=81.2+2.2 ns and k=25.35*1.88 kcps/mm?/uA for the
paralyzable detection model. The standard deviation of 7
over all of the comparators was quite small: 4.3% for the
nonparalyzable detection model and 2.7% for the paralyzable
detection model.

Figure 5 (left graph) plots the estimated recorded count
rates with the mean parameter values of all the comparators
for both nonparalyzable and paralyzable detection models
against tube currents, together with the mean of measured
count rates and the standard deviation over multiple com-
parators at each of the tube current settings. Both the non-
paralyzable and paralyzable models agreed with the mea-
surements equally well up to 500 wA (which is the range
from which the parameters 7 and k were estimated), while
the nonparalyzable fit better with tube currents of 800 and
1000 pA. The COV calculated up to 500 pA was 3.1% for
the nonparalyzable detector and 2.5% for the paralyzable de-
tector.

Figure 5 (right graph) also shows the probability of events
being counted, Eq. (3), for both nonparalyzable and paralyz-
able detection models plotted using the means of the esti-
mated 7 and k. The probabilities decrease as the tube current
increases, and they are below 0.4 with tube currents above
500 wA. The conventional belief on photon counting detec-
tors among the nuclear medicine community is that detectors
need to be operated with the probability above 0.8. We aim
to operate the detector with smaller probabilities for x-ray
CT, such as 0.6-0.7 but not as small as 0.4, because the
quality of the data will be not acceptable due to the spectral



1097 Taguchi et al.: A photon counting x-ray detector and the models 1097

ble detector

(a) Non-p:

/3 mz5 0]
Z =
4~m=4 08

0.6

0.4

Pr(m | rec)

0.2

i 0.0
0 100 200 300 400 500 0
Tube current [uA]

100 200 300 400 500
Tube current [uA]

FIG. 6. Area plots of the probability of pileup order m given the events-of-
interest being recorded, Pr(m|rec).

distortion and lost counts. This is the reason why we esti-
mated parameters 7 and k using measurements with tube cur-
rents of up to 500 pA: we think it makes more sense if
detector parameters are estimated utilizing conditions under
which the detectors will be operated. Note that the probabil-
ity Pr(rec|a7) for the paralyzable detector was larger than for
the nonparalyzable detector when the tube current was less
than 600 wA. This is because the incident count rate a was
estimated using the estimated conversion coefficient k£ by a
=k X I and the horizontal axis of the plot is the tube current
values 1. The conversion coefficient k for paralyzable detec-
tor is smaller, thus, the estimated value of a was smaller for
the paralyzable detector at a given tube current / than that for
the nonparalyzable detector. If Pr(rec|a7) is plotted against
at, the probability for the nonparalyzable detector, Eq. (3)
top, is always equal to or larger than that for the paralyzable
detector, Eq. (3) bottom.

IV.C. Distorted, recorded spectrum with pulse pileup
effects

Figure 6 presents the area plots of the probability of
pileup order m for both the nonparalyzable and paralyzable
detectors, given the events-of-interest recorded. With both
detector types, the probability of higher order pileup in-
creases with tube currents. Note that over the count rate
range that we tested, the paralyzable detector always has a
larger probability of lower order pileups than the nonparalyz-
able detector. This is because the estimated deadtime 7 and
the estimated incident count rate a=k X I were different for
the two models. For example, the probability of not being
piled up given the events-of-interest being recorded is exp(
—ar) for both paralyzable and nonparalyzable detector types,
as can be seen in Eq. (7). However, the estimated relative
count rate ar for the paralyzable detector was much smaller
than that for nonparalyzable detector (the ratio was 0.46:1),
resulting in larger probabilities of events not being piled up
for paralyzable detectors than for nonparalyzable detectors.

Figure 7 shows the mean energy spectra of all of the
comparators with the nonparalyzable detection model with
four different tube current settings. All data were collected
with a tube voltage of 80 kVp. The following three spectra-
types are presented at each of the tube current settings: one
estimated by the spectral distortion model with nonparalyz-
able detectors, Nyjoqe(E); one estimated by simply scaling
the incident spectrum, az X Sy(E); and one measured by the

Medical Physics, Vol. 38, No. 2, February 2011

1000 (a) 100 uA (b) 200 uA
g \
@ 7
c
= L /]
[&] I Q
0
1000 c) 300 uA (d) 400 uA
> -
2
@
P
[ =4
: U |
o
00 50 100 150 0 50 100 150
Energy [keV] Energy [keV]
| = NeonlE) —— Nyosol ) — 2 * SyE) |

FiG. 7. The following three energy spectra for a tube setting of 80 kVp are
shown: the mean energy spectrum measured by all of the comparators of
DXMCT-1 (labeled Npcxp[E] in the figure); the energy spectrum predicted
by the model of the spectral distortion caused by pulse pileup effects with
the nonparalyzable detection model (labeled Ny;oqqE£]); and the scaled in-
cident spectrum, ag X Sy(E). The estimated incident count rate and deadtime
loss ratio under the four tube current settings were 3.1 Mcps/mm? and 31%
loss at 100 A, 6.2 Mcps/mm? and 48% loss at 200 uA, 9.3 Mcps/mm?
and 58% loss at 300 uA, and 12.4 Mcps/mm? and 64% loss at 400 uA.

DXMCT-1, Npcxp(E). Pulse pileup effects can be observed
in the measured spectrum—there were more counts recorded
at energies above 80 keV with larger tube currents than with
smaller tube currents. Notice that despite the very large
amount of deadtime losses, the spectrum predicted by the
spectral distortion model agreed reasonably well with the
measured spectrum, especially at energies higher than 50
keV. In contrast, deviations between the scaled incident spec-
trum and the measured spectrum increased as the tube cur-
rents increased, especially with energies higher than 50 keV.
Counts recorded below 15 keV in the measured spectrum
appear to contain significant amount of electronic noise. The
counts were decreased when larger tube current values were
employed. This was not because the electronic noise was
reduced but because they were added to actual pulses gener-
ated by photons and recorded at higher energies.

Figure 8 shows the mean energy spectra at pileup order m
calculated by the model with the same condition as Fig. 7.
The energy that corresponds to the peak of the spectrum with
m=0 decreased as the tube currents increased (often referred
to as a baseline energy shift), indicating the effect of the
negative lobe of the bipolar pulse shape. Comparing the
spectra predicted by the model to those measured by the
detector comparators, we note that the model might have
overestimated both the amount of the baseline shift and the
contribution of higher order pileups.

Figure 9 shows the mean recorded spectra of all of the
comparators with the paralyzable detection model at four dif-
ferent tube current settings. It is apparent that, overall, the
energy spectra estimated by the paralyzable detection model
agreed with the measured spectra very well—better than the
estimation by the nonparalyzable detection model (compare
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FiG. 8. The following energy spectra for a tube setting of 80 kVp are shown:
the mean energy spectrum measured by all of the comparators of DXMCT-1
(labeled NpcxplE] in the figure); the energy spectrum estimated by the
model of the distorted, recorded spectrum with the nonparalyzable detection
model (labeled Ny 4 E] in the figure); and those with pulse pileup orders m
(labeled m=0, 1, 2, and 3, respectively, in the figure). The other conditions
are the same as in Fig. 7.

Fig. 9 with Fig. 7). The counts recorded at energies above 50
keV are much closer to the measured ones, and the counts
between 25 and 50 keV are larger than those with the non-
paralyzable detection model, and are closer to the measure-
ments.

Figure 10 shows the recorded spectra at pileup order m
calculated by the model with the same condition as Fig. 9.
Compared with the corresponding results from the nonpara-
lyzable detection model (Fig. 8), it can be seen that the
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Fic. 9. The following three energy spectra for a tube setting of 80 kVp are
shown: the mean energy spectrum measured by all of the comparators of
DXMCT-1 (labeled Npcxp[E] in the figure); the energy spectrum predicted
by the model of the spectral distortion caused by pulse pileup effects with
the paralyzable detection model (labeled Ny;qe[E]); and the scaled incident
spectrum, ag X Sy(E). The estimated incident count rate and deadtime loss
ratio under the four tube current settings were 2.0 Mcps/mm? and 19% loss
at 100 uA, 5.1 Mcps/mm? and 34% loss at 200 uA, 7.6 Mcps/mm? and
46% loss at 300 uA, and 10.1 Mcps/mm? and 56% loss at 400 uA.
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FiG. 10. The following energy spectra for a tube setting of 80 kVp are
shown: the mean energy spectrum measured by all of the comparators of
DXMCT-1 (labeled NpcxplE] in the figure); the energy spectrum estimated
by the model of the distorted, recorded spectrum with the paralyzable de-
tection model (labeled Nyjoqq[E] in the figure); and those with pulse pileup
order m (labeled m=0, 1, 2, and 3, respectively, in the figure). The other
conditions are the same as in Fig. 9.

amount of baseline energy shift was smaller, and that there
were fewer counts with higher orders of pileup, as suggested
by Pr(m|a7) (see Fig. 6).

Table II summarizes the quantitative analyses of the esti-
mated spectra of all of the comparators. The RMSD and the
COV were calculated between the spectra estimated by the
model and the spectra measured, and between the spectra
obtained by scaling the incident spectra and the spectra mea-
sured. The distorted spectra predicted by the model were
much closer to the measured spectra than were the scaled
incident spectra. The spectral distortion model with the para-
lyzable detection model performed better than the model
with the nonparalyzable detection model. The COV values
with the tube currents of 100-300 puA were as small as
3.7%-7.2 % with the paralyzable detection model, even
though the estimated deadtime loss ratios were as large as
19%—-46%.

V. DISCUSSION AND CONCLUSIONS

We have measured and evaluated the performance char-
acteristics of DxRay’s DXMCT-1 PCXD at various x-ray
tube currents (input count rates) and compared them with
those predicted by analytical models in terms of the energy
response, the deadtime losses, and the recorded energy spec-
trum with pulse pileup effects. The results demonstrated ex-
cellent agreement between them, especially when the para-
lyzable detection model was used. The COV values were
0.2% for energy response comparisons, 2.5% for the count
rate curve comparisons for data with up to as much as a 60%
count loss, and 3.7%-7.2% for the recorded spectrum com-
parisons with the recorded, distorted spectrum with pulse
pileup effects with count losses of 19%—-46%. We conclude
that the models and the DXMCT-1 PCXD were in good
agreement. PCXDs might be able to be operational at up to a
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TaBLE II. The RMSD and the COV calculated against the recorded spectra measured by all of the comparators of the DXMCT-1. The numbers in brackets
below the tube current values are the mean counts per keV between 30 and 150 keV.

Tube current

Scheme (uA)
25 50 75 100 200 300 400 500
[30.9] [63.9] [97.4] [119.6] [192.9] [234.7] [261.6] [277.5]
NP, Nytoael(E)° 10.8 7.8 1.1 123 53.0 73.9 85.3 87.5
RMSD NP*, ag X Sy(E)° 6.6 17.3 30.8 37.2 62.7 80.5 104.4 128.8
[counts] P*, Nyioaat(E)° 3.7 1.7 5.8 45 10.0 17.1 413 71.8
PY, ap X So(E)* 39 75 11.6 16.5 49.7 95.2 130.5 1533
NP, Nyogel(E)" 32.7 11.7 11.6 102 27.3 31.3 32.4 31.3
cov NP, ag X Sy(E)° 20.2 25.9 32.1 30.7 323 34.1 39.6 46.0
[%] P*, Nytoaat(E)° 11.3 26 6.0 3.7 5.2 72 15.7 25.7
P, ap X So(E)* 12.0 11.3 12.1 13.6 25.6 40.3 495 54.8

“Nonparalyzable detection model.

PEstimated by pulse pileup model, Eq. (6).
°PDF of incident spectrum S, (E) scaled by ag.
dleralyzable detection model.

30%—-40% deadtime loss if there are good algorithmic com-
pensation schemes that integrate the models into the forward
imaging process and compensate for the performance of
PCXDs during the image reconstruction process. We are de-
veloping such compensation schemes for the DXMCT-1
PCXD.

The detector models we used in this study need only the
following five parameters for each comparator in addition to
the (mean) shape of the pulse: the three parameters, ¢, ¢»,
and c3, in Eq. (1) for the photon energy-pulse height curve,
the detector deadtime 7, and the tube current-to-incident
count rate conversion coefficient k in Eq. (14). These param-
eters were estimated during the calibration steps; there were
no empirical parameters used in the models.

For each of the two detection models, nonparalyzable and
paralyzable, one deadtime parameter each was estimated
from counts above a fixed energy threshold of 17 keV. The
parameters accurately predicted the recorded counts above
various energy threshold values. The idealized response of a
comparator in the DXMCT-1 PCXD detector should act as a
paralyzable detector with a variable deadtime, as discussed
in Sec. II B. In practice, however, all detectors deviate from
theories. When detectors are operated under a large count
rate, additional factors such as the detector current, the ASIC
power, and operational baseline voltages can cause a devia-
tion from paralyzable behavior above saturation. We think
that is why the nonparalyzable detection model provided a
better fit to the measured count rates in Fig. 5.

The quality of the fit of the models was evaluated using
data that were also used to estimate parameters for the mod-
els. Thus, we acknowledge that we have not tested whether
the models can prospectively predict measured data that were
not used for estimating parameters. Instead, what we evalu-
ated was the quality of the fit of the models in the best case
scenario, where measured data were consistent except for
measurement statistics.
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Our experimental results represent the performance of
GE’s LightSpeed VCT scanner equipped with the
DXMCT-1.> As discussed below, we anticipate continuous
development and improvement of the photon counting detec-
tors’ pixel size and count rate from various manufacturers.
Even with such advances, the methods and scenarios we pre-
sented in this paper should be applicable to different photon
counting detectors, especially since the models used no em-
pirical parameters. The x-ray tube potentials used in this ex-
periment (maximum 80 kVp) were lower than that in most
clinical settings (the standard setting is 120 kVp with a range
of 80-140 kVp). When the DXMCT-1 is operated with
higher tube potentials and the threshold energy is set above
70 keV, the limited energy resolution for the higher energy
that results from the nonlinear photon energy-pulse height
curves (see Fig. 4) may degrade the utility of the energy
window. Note, however, that there will be no impact on the
results if energy threshold values are set at lower energies
(e.g., below 60-70 keV).

The longitudinal temporal stability of this detector has not
been tested. It is an important practical aspect as a commer-
cial product and, thus, should be evaluated later. Neverthe-
less, we are somewhat optimistic about the stability issue
because the experimental data used in this study were ac-
quired manually and sequentially over 14 days, while mul-
tiple measurements of one setting took as long as 40 min. Yet
the detector models that used a set of parameters estimated
from such data gave results that were in excellent agreement
with the measured data, indicating that the DXMCT-1 is rea-
sonably stable. However, we acknowledge that the longitu-
dinal stability should be tested such that calibration data are
acquired one day, and the parameters of the models are esti-
mated based on such data. Another set of performance char-
acteristics will be measured on another day, e.g., 10 days
later. The agreement will be evaluated between the perfor-
mance characteristics newly measured by the PCXD and
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those predicted by the models using parameters obtained 10
days earlier. The longitudinal temporal stability will be stud-
ied in such a manner in the future. Nevertheless, when an
x-ray CT system with PCXDs with the features of the
DXMCT-1 is developed, acquiring calibration data and up-
dating the five detector parameters we used in the models at
a reasonable frequency, e.g., every morning, does not seem
impossible, especially if full- or semiautomatic software can
be used.

The fast single photon counting detector technology used
in the DXMCT-1 is being improved at DxRay in terms of
decreased deadtime, an increased number of pulse height
comparators per pixel for K-edge CT imaging, a more linear
energy response up to higher energies with reduced per chan-
nel power consumption, and smaller pixels for increased out-
put count rates per unit area. The estimated incident count
rates at ~30% count loss with the DXMCT-1 were reason-
ably large: 5.1 Mcps/mm? at 200 wA with 34% loss for the
paralyzable detection model and 3.1 Mcps/mm? at 100 uA
with 31% loss for the nonparalyzable detector model. As
discussed in the Introduction, the incident input count rates
to the detector attenuated by a bowtie filter and the patient
may be in the range of 3-50 Mcps/ mm?2.*° Therefore,
achievable improvements in the detector speed with de-
creased deadtime and smaller pixels along with algorithmic
compensation schemes to recover the incident input count
rates and the incident spectrum may be sufficient to achieve
these operational count rates of 3—50 Mcps/mm?. The pho-
ton energy-pulse height curve is being improved to have a
larger linear range with no saturation up to 150 keV. The
energy resolution of the DXMCT-1 may be sufficient for
dual energy applications where the separation between the
low and high energy images is generally between 55 and 70
keV; however, improved energy resolution may be necessary
for K-edge CT imaging.15 Additionally, more accurate pulse
pileup compensation may require improved energy reso-
lution at higher energies. The performance of this improved
detector will be evaluated and characterized in future work.

The accuracy of the detector model to predict the re-
corded energy spectrum can be improved by considering ad-
ditional modeling. Here we discuss three candidate ideas for
the improvement. First, there are factors that might have in-
fluenced the recorded spectrum but were not considered in
this study. They include charge sharing, escape peaks or
K-shell photoelectron escape x-rays, and electronic noise.
The effects of the first two factors are independent of the
incident count rates; and thus, they may be included in the
incident spectrum in this study because it was estimated from
the recorded spectrum measured by each comparator. In ad-
dition, the contribution of the first two factors might be suf-
ficiently small with the current detector design, thanks to a
large pixel pitch of 1 mm. Integrating the models of those
factors may be desirable and more critical when the incident
spectrum is measured by another detector or the detector
pixel pitch is smaller. Second, the probability Pr(E|m) was
derived previously25 for the nonparalyzable detection model,
which was used for a paralyzable detection model without
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modification in this study. Deriving more accurate probabili-
ties from the paralyzable detection model may improve ac-
curacy. Third, two count rate curves, estimated by the non-
paralyzable and paralyzable detection models, respectively,
lie on the opposite side of the measurements acquired by the
PCXD (see Fig. 5). A weighted sum of the two models may
result in a more accurate modeling of the count rate curve
(and possibly the recorded spectrum with pulse pileup ef-
fects). We shall leave these for future work.
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APPENDIX: SHIFT-VARIANT ENERGY
RESOLUTION

Here, we outline the method to take into account the shift-
variant energy resolution (Fig. 11) and show that it had a
negligible effect on the recorded spectrum with pileup ef-
fects, Nyioqel(E), in this study.

. Methods

In a previous experiment,8 the FWHMs at 60 and 122 keV
were found to be 7 and 35 keV, respectively. As an approxi-
mation, we assumed that the energy resolution at a given
energy E, psf(Ey;E), was a normal distribution with an
FWHM defined by

[ Measured spectrum, Ny(E), at 10 pA ]
‘v

| (1) Estimate N, .;.,..(E) from Ny(E) l

v
| (2) Normalize N g;.(E) > S har(E) |
v

(3) Calculate recorded spectrum with
pulse pileup effects, Nyjoge; shar(E)
¥
(4) Apply psfiE;,E) on Nyoge shar(E)
>N

Model,smooth

)
[ Recorded spectrum, Ny, e smootn(E) ]

FiG. 11. The flowchart of the method to incorporate the effect of the shift-
variant energy resolution psf(E; E) into the estimation of the recorded spec-
trum with pulse pileup effects Nyogel smooth(E)-
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VE
FWHM(E) =

FWHM(E,) - FWHM(E,,)

E\+(E-E,) x
VBB (g~ £y

where E,=60 keV and Ez=122 keV.

We then inverted the effect of the shift-variant energy
resolution, psf(Ey; E), from the measured spectrum at a tube
current of 10 uA, Ny(E), and obtained the true incident
spectrum without the effect of the shift-variant finite energy
resolution, Ny garp(E). Specifically, Ny garp(E) was estimated
minimizing the following cost function with non-negativity
constraint,

+00
N sharp(E) = arg min J Nosharp(E = E)psf(Eq; E)E,

N O,sharp(E o
g dN, 0,sha (E) :
—median[Ny(E)]| + B X —dErp_ ,

subject to No gharp(E) =0, (A2)

where [ is a parameter that balances the effect of the two
terms and median| ] is a one-dimensional 9-point median
filter, which was necessary to suppress an increased variance
(noise) of the spectrum caused by the shift-variant inversion
process. Then, the probability density function of No,sharp(E),
§0,sharp(E)’ was obtained.

The expected recorded spectrum with pulse pileup effects,
Nuodel,sharp(E), Was then calculated using the models de-
scribed in Sec. IT E. We then applied the shift-variant finite
energy resolution, psf(Ey;E), to Nyiogel sharp(E) by

(a) Incident spectrum

(b) Recorded spectrum

L = ~NecxolE)
ey | NuoaelE) wio pSAE)

=
(=]
(=1
o

el )

Counts-per-keV
Counts-per-keV

50 100 0 50 100 150
Energy [keV] Energy [keV]
FIG. 12. The effect of the shift-variant finite energy resolution. (a) The in-
cident spectra of the typical comparator: Ny(E), measured by DXMCT-1
(dashed curve); Ny garp(E), processed by the procedure described in Appen-
dix (solid curve); and Ny gmootn(E), No sharp(E) filtered with the shift-variant
energy resolution psf(Ey;E) (dotted curve). (b) The recorded spectra of the
typical comparator, at 200 nA with paralyzable detection model, estimated
with the shift-variant finite energy resolution, Nyjoger smootn(E), and without,
Nyiogel(E). A linearly scaled incident spectrum ax X So(E) is shown as a
reference.

Medical Physics, Vol. 38, No. 2, February 2011

E<E,

. (A1)
otherwise,

o

NModel,smooth(E) = NModel,sharp(E - EO)pSf(EO;E)dEO-

—0o0

(A3)

The recorded spectrum, Nyjogel smootn(E), incorporated the ef-
fects of pulse pileup and the shift-variant finite energy reso-
lutions.

Il. Evaluations

The second comparator of detector pixel #56 in ASIC #1,
which had 7 and k very close to the mean of all available
comparators, was chosen as a typical comparator. First, we
inverted and then applied the above described effect of the
shift-variant energy resolution and compared the yield to the
original spectrum. From the spectrum measured with
10 pA, Ny(E), the true incident spectrum without the effect
of the shift-variant finite energy resolution Ny g,p(E) Was
estimated. The iteration was terminated once the change in
the cost function with one step in the iteration became
smaller than 107, We then obtained No smootm(E) by applying
the shift-variant energy resolution psf(Ey;E) to No sharp(E).
Figure 12(a) shows the three spectra, No(E), No sharp(E), and
No smootn(E). The two spectra, No(E) and Ny gnoom(E), agreed
with each other very well, especially around both tails of the
spectrum, suggesting that the proposed approach worked
well. The shift-variant inversion process was slow. Using a
nonoptimized MATLAB code, it took ~500 iterations and 30
min to calculate Ny grp(E) using a Windows machine with a
2.4 GHz CPU. Thus, applying this process to all of 1024
comparators would take ~21 days.

Second, we estimated the recorded spectrum distorted by
the pulse pileup effects using the method described above
(with the shift-variant finite energy resolution) and the
method outlined in Sec. II E (without the shift-variant finite
energy resolution), with tube currents of 100, 200, 300, and
400 wA with both the nonparalyzable and paralyzable detec-
tion models. Figure 12(b) shows the result at 200 uA with
the paralyzable detection model. It can be seen that the dif-
ference between the estimated spectrum with the finite en-
ergy resolution (Nyjodel smooml £], magenta dotted curve) and
the one without (Ny;,q.[ E£] without psflE], red solid curve) is
very small. Two spectra, each with or without the finite en-
ergy resolution estimated at different conditions, presented a
similar agreement. Thus, considering the required computa-
tional effort (21 days), we decided not to include the finite,
shift-variant energy resolution as a part of the model in this
study.
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