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A fully automated and three-dimensional (3D) segmenta-
tion method for the identification of the pulmonary
parenchyma in thorax X-ray computed tomography (CT)
datasets is proposed. It is meant to be used as pre-
processing step in the computer-assisted detection (CAD)
system for malignant lung nodule detection that is being
developed by the Medical Applications in a Grid Infra-
structure Connection (MAGIC-5) Project. In this new
approach the segmentation of the external airways (tra-
chea and bronchi), is obtained by 3D region growing with
wavefront simulation and suitable stop conditions, thus
allowing an accurate handling of the hilar region, notori-
ously difficult to be segmented. Particular attention was
also devoted to checking and solving the problem of the
apparent ‘fusion’ between the lungs, caused by partial-
volume effects, while 3D morphology operations ensure
the accurate inclusion of all the nodules (internal, pleural,
and vascular) in the segmented volume. The newalgorithm
was initially developed and tested on a dataset of 130 CT
scans from the Italung-CT trial, andwas then applied to the
ANODE09-competition images (55 scans) and to the LIDC
database (84 scans), giving very satisfactory results. In
particular, the lung contour was adequately located in
96% of the CT scans, with incorrect segmentation of the
external airways in the remaining cases. Segmentation
metrics were calculated that quantitatively express the
consistency between automatic and manual segmenta-
tions: themean overlap degree of the segmentation masks
is 0.96±0.02, and the mean and the maximum distance
between the mask borders (averaged on the whole data-
set) are 0.74±0.05 and 4.5±1.5, respectively, which
confirms that the automatic segmentations quite correctly
reproduce the borders traced by the radiologist. Moreover,
no tissue containing internal and pleural nodules was
removed in the segmentation process, so that this method
proved to be fit for the use in the framework of a CAD
system. Finally, in the comparison with a two-dimensional
segmentation procedure, inter-slice smoothness was cal-
culated, showing that the masks created by the 3D
algorithm are significantly smoother than those calculated
by the 2D-only procedure.
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BACKGROUND

L ung cancer is one of the main causes of
death1 in the world among both men and

women, with an impressive rate of about five
million deadly cases per year. Smoking, directly
inhaled or second-hand, is proved to be respon-
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sible for approximately 90% of events; other
causes include radon, asbestos, and air pollution.2

The 5-year survival rate is strictly related to the
stage in which the disease is diagnosed: early
detection and subsequent resection of the lung
cancer can significantly improve the prognosis.3

When it is still curable, lung neoplasia is usually
asymptomatic: for this reason the cancer is often
diagnosed in advanced state, when it has already
generated metastases and the survival probability
is low. These data point out the importance of
screening trials on high-risk patients as a way to
reduce the mortality rate.
As reported in the literature,3 lung-cancer

screening trials based on radiography did not lead
to a significant decrease in mortality. Observatio-
nal studies4 have demonstrated that low-dose CT is
more efficient in the detection of early-stage
malignant lung lesions than chest radiography,
since the dose reduction does not significantly
decrease the CT sensitivity to small pulmonary
nodules.5 Therefore, this diagnostic modality is a
promising method for early lung cancer detection
in screening trials.6

At present, several randomized clinical trials are
being conducted in different areas, such as North
America and Europe.7 In Italy a 4-year screening
trial, named ‘Italung-CT’,3 began in January 2004
in the Tuscany region: about 3,000 subjects with a
high risk of developing lung cancer were enrolled.
A relevant problem in CT-based nodule detection

is the vast amount of data that must be analyzed:
radiologists must investigate hundreds of 2D
sections per scan, and several scans per day.5

The development of ‘computer-assisted detection’
(CAD) techniques to locate nodules automatically
can help in managing large number of CT scans
coming from screening programs. CAD systems
are software tools designed to assist physicians
both in screening programs (as first readers to
prioritize patients, on the ground of disease
evidence) and during clinical practice (as ‘second
readers’ of a diagnostic session). In both cases the
diagnosis is formulated by the physician, who may
take into account or not the information provided
by the CAD.
The present work is part of the development of a

CAD system for the detection of pulmonary nodules
in chest CT scans, carried out in the framework of
the Medical Applications in a Grid Infrastructure
Connection (MAGIC-5) Collaboration.

The lung parenchyma segmentation is a funda-
mental step of a lung CAD system: it selects the
pulmonary tissue in the CT slices so that the
subsequent detection stages can operate in optimal
conditions, so the number of false positives is
reduced and the efficiency improved, as the nodule
search algorithms are only applied to the regions
where nodules may actually be located.
Existing lung segmentation methods propose

different strategies: (a) knowledge-based techni-
ques,8–10 (b) threshold methods,11 (c) region grow-
ing,9–12 (d) mathematical morphology,9,10 (e) active
contour/shape models,12,13 and (f) cluster analysis
methods.14

This paper proposes a completely automated
segmentation algorithm, which is fully three-
dimensional (3D) so as to ensure coherence
between adjacent 2D slices.
In Methods, after describing the data sets used

for development and testing, the algorithm struc-
ture and some details are discussed, with a step by
step comparison between our approach and those
available in the literature. Results are presented in
Results and Discussion; conclusions and prospects
follow in Conclusion.

METHODS

The proposed lung-segmentation algorithm was
developed and tested on 130 high-resolution low-
dose (140 kV, 20 mAs) computed tomography
scans, from the Italung-CT3 screening trial. The
images were acquired with a four-slices spiral CT
scanner with a total collimation of 5 mm (physical
slice thickness=1.25 mm). Slices are 512×
512 pixel, 12-bit grey level matrices; pixel size
ranges from 0.53 mm to 0.74 mm in the xy axial
plane, while z size is 1 mm. The average number
of slices per scan is about 300.
These scans were independently diagnosed by

three experienced radiologists. The diagnosis
records non-calcified nodules with a diameter
larger than 5 mm. The whole database contains
144 internal nodules (distributed in 75 scans) and
90 pleural nodules (growing from the pleura, or
otherwise connected to it) from 60 scans.
The CT scans are in DICOM format (http://

medical.nema.org), stored in dicomdirs. When
reading them for processing we followed,15 sorting
the slices by using the “Image Orientation Patient”
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and “Image Position Patient” tags, which are
employed to define a device-independent reference
system in which slices are properly ordered.
After the algorithm was satisfactorily working, it

was applied to two public databases, one coming
from the “Automatic Nodule Detection 2009”
(ANODE09) competition and the other belonging
to the “Lung Image Database Consortium” (LIDC)
data collection.
The ANODE09 competition (http://anode09.isi.

uu.nl/) is an initiative to compare systems for the
automatic detection of pulmonary nodules in CT
scans on a common database, with a single
evaluation protocol. Data is provided by the
Nelson study, the largest CT lung tumor screening
trial in Europe, and consists in an example dataset
of five annotated scans and a test set of 50 scans
without annotations. The scans were acquired on a
16- or 64-slice CT scanner (Philips Medical
Systems, Cleveland, OH) using a spiral mode with
16×0.75 mm or 64×0.74 mm collimation. Exposure
settings were low-dose: 30 mAs at 120 kVp (volume
CT dose index, CTDIvol=2.2 mGy) for patients
weighing less than 80 kg, and 30mAs at 140 kVp for
those over 80 kg (CTDIvol=3.5 mGy). Axial images
were reconstructed at 1.0 mm thickness and 0.7 mm
increment, with the smallest field of view that
included the outer rib margins at the widest
dimension of the thorax and a 512×512 matrix.
The LIDC (http://imaging.cancer.gov/programs

andresources/InformationSystems/LIDC) is a proj-
ect headed by the US National Cancer Institute
(NCI); its mission is establishing standard formats
and processes for managing and sharing of lung
images, especially low-dose helical CT scans of
adults screened for lung cancer, and related
technical and clinical data for development and
testing of cancer CAD systems. Its image collec-
tion (84 scans at present) consists of diagnostic
and lung cancer screening thoracic CT scans with
marked-up annotated lesions. It is a web-accessible
international resource, available from the National
Biomedical Imaging Archive (NBIA, https://
imaging.nci.nih.gov/ncia/login.jsf), a searchable
repository of in vivo images provided by the
biomedical research community, industry, and
academia. To achieve a robust database, the
constituent scans represent a variety of technical
parameters from a variety of scanner models, so no
requirements with regard to scanner pitch, expo-
sure, tube voltage, or reconstruction algorithm are

imposed when collecting images. To maintain the
technical relevance of the database, scans with
reconstruction interval or section thickness greater
than 5 mm are excluded. Since image artifacts that
are caused by patient factors, such as respiratory
motion, and scanner factors, such as beam hard-
ening, are a reality in medical imaging, scans with
high levels of noise or with streak, motion, or
metal artifacts are included.
The application of the algorithm, presented in

this paper, to the ANODE09 and to the LIDC
databases was fundamental for optimization and
error checking, because it put in evidence code
defects and allowed us to fix them; it also obliged
us to write more general code, ready to face the
variety of parameters of the images at our disposal.
The algorithm consists in several steps:

A. An appropriate gray-value threshold θo for the
segmentation of the respiratory apparatus (step
B) is found by analyzing the image histogram.

B. Simple-threshold 3D Region Growing (RG) is
applied to the CT volume. Voxels are included
in the grown region if their Hounsfield Number
is smaller than θo. The result is a binary mask
M of the respiratory system, containing the
trachea, the bronchi, and the lungs.

C. Aiming at correct handling of the hilar region,
the external airways are extracted and removed
by a wavefront simulation model with appro-
priate stop conditions. The resulting mask,
containing only the lungs, is labeled M′.

D. The anterior and posterior junction regions
separating the lungs are often thin and low
contrasted, due to partial volume effects. For
this reason, the threshold value θo may not be
adequate to separate the lungs from each other, so
that they appear as a single object (“fusion”). If
that happens, the fusion region is identified and a
separation surface is inserted into mask M′ to
correctly disjoint the lungs, obtaining another
mask (M").

E. Simple-threshold 3D RG is used twice in M",
to grow the left and the right lung respectively,
and generates two masks, ML and MR.

F. Morphological 3D closing is separately applied
to ML and MR for the inclusion of pleural and
internal nodules, and to patch the concavities
corresponding to vessels; masks ML

C and MR
C

are obtained, and the overall segmentation
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mask MS=ML
C ∪MR

C is calculated. Step E and,
if necessary, step D are performed to avoid
possible closing artifacts in the region between
the lungs, that would be unavoidable if step F
were directly applied to M′, which contains both
lungs.

By masking the original CT volume with MS,
the segmented lung parenchyma (nodules and
internal vessels included) is extracted.
Our aim is to obtain a segmentation tool fit for

CAD systems. Therefore, all the algorithm steps
are finalized to CAD-related requirements: nodule
inclusion (internal, juxta-vascular, juxta-pleural),
and false positive reduction, obtained by removing
the external airways.
The algorithm was initially prototyped in Matlab

R14 with the Image Processing Toolbox. Matlab
(http://www.mathworks.com) and its toolboxes offer
very good image processing, user interface, and
DICOM reading facilities, making the development
process very efficient. When the code was satisfac-
torily working, porting to C++ was performed in the
ROOT environment (http://root.cern.ch), with vali-
dation on the Linux and MacOSX platforms.
ROOT was selected mainly because one of its

libraries (PROOF, Parallel ROOt Facility) pro-
vides the functionality required to run interactive
parallel processes on a distributed cluster of
computers, which is necessary in a Grid Virtual
Organization;16–22 ROOT also provides other
features (such as CINT, a C++ interpreter), that
are useful during the development.
DICOM file management was based on the

well-known DCMTK library (http://dicom.offis.
de/dcmtk.php.en).
After reading the CT slice sequence, the

algorithm follows the outlined scheme.
The algorithm is completely three-dimensional.

The 3D implementation provides several advan-
tages: it is conceptually simple and effective and it
avoids the approximations and incoherences char-
acteristic of 2D techniques. Consider for example
Figure 1, where a typical problem of the 2D
segmentation algorithm developed in De Nunzio et
al.23 is illustrated. Two slices, taken from the top
and bottom parts of the lungs (two different
patients) respectively, show incorrect segmenta-
tions of the pulmonary parenchyma. In Figure 1a
the right lung section, owing to the peculiar shape
of the lung top, is split into two disconnected

components that may erroneously be classified as
belonging to different organs. Figure 1b shows a
similar problem in the lower part of the lungs
(where the scan also includes the liver and the
spleen): the left lung section appears fragmented.
In both cases the lung section (obviously con-
nected in 3D) is not 2D connected, so that it may
be difficult, for 2D segmentation techniques, to
correctly classify each fragment. Figure 2 illus-
trates what may happen near the hilus, where 2D
segmentation algorithms may include (or not)
bronchus sections when they are 2D connected
(or not) to a lung section. These effects cause
coherence faults in adjacent slices, with imprecise
segmentation.
A 3D approach can successfully solve these

problems: for example, 3D RG provides a correct
segmentation in the cases shown in Figure 1, while
the problem exemplified in Figure 2 is solved by
removing the extrapulmonary airways with a
wavefront simulation model and suitable stop
conditions. Also, the accurate removal of the
external airway structure by the segmentation
process reduces the segmented volume, with the
consequent speeding up of the nodule search
algorithms, and a reduction of the number of false
positives.
Finally, the morphological closing step is

implemented in 3D, ensuring coherence between
slices.

A. Threshold evaluation

A Hounsfield Unit threshold θo, appropriate to
discriminate between the lung parenchyma and
other tissues, must be defined. For this purpose,
the intensity histogram of a set of “central” slices,
where the lung sections occupy a large part of the
image, is calculated. It is typically bimodal: low-
intensity voxels (representing the air and low
average density tissues and organs like lungs,
bronchi…) and high-intensity ones (belonging to
muscles, bones, fat…) fill two large peaks separated
by a valley. The threshold value θo is set to an
approximately central point in this valley, automati-
cally estimated by the isodata algorithm.24

The θo threshold is used in step (B) to obtain the
reconstruction of the whole respiratory apparatus.

B. 3D Region growing

RG is an iterative technique employed to
identify connected regions of interest (contiguous
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sets of voxels) in images, obeying some inclusion
rule (generally based on threshold values), and
according to the notion of discrete connectivity. It
starts by choosing an initial site (seed point) in the
region to be grown and, after checking its
neighbors it includes in the growing region only
the voxels that meet the inclusion rule. Each
included voxel becomes in turn a seed point for
the following iteration. The process continues until
no voxel is added to the growing area or volume.
In our approach, 3D RG is used to reconstruct

the respiratory apparatus. The initial seed point is a
voxel belonging to the lung parenchyma, and the

inclusion rule selects voxels with intensity values
lower than θo. In this way the grown connected
region is the whole respiratory apparatus, because
the growth process fills the lung it starts from, it
enters the bronchi and, after crossing the carena, it
also fills the opposite lung and the trachea.
The initial seed point is automatically chosen by

selecting the central slice of the scan (where the
lung sections are large) and picking up the center
of the left half of the image; if this voxel does not
satisfy the inclusion rule (because it belongs to
some dense structures such as a vessel), local
random steps are taken looking for a proper point.
The output of step B (Fig. 3) is a 3D binary

mask (M) of the respiratory system, containing
both the external airways (trachea and bronchi)
and the lungs. All the other low-density regions
(the air around the body, esophagus, stomach, or
colon if covered by the scan) are not included
because they are not connected to the respiratory
apparatus.

C. Wavefront simulation for external bronchi
extraction

The hilus of an organ is a depression or fissure
where vessels, nerves, and/or ducts enter the organ
itself. In the lungs, this area is superimposed with
other structures in a complex way, and it does not
have a clear shape or a specific texture, so that its
definition and segmentation are difficult and
ambiguous.

Fig. 2. 2D-segmentation inaccuracies near the hilar region:
bronchus sections may be included or not in the segmented
areas if they ‘touch’ or do not touch the lung parenchyma (in this
figure, a bronchus is touching the right lung, labeled with ‘1’).
This leads to incoherence between adjacent slices.

Fig. 1. 2D-segmentation inaccuracies from.23 a Top of the thorax: the two lung sections labelled 2 and 3 might be wrongly classified
as belonging to different organs, because they are not 2D-connected. b This slice is taken from the low part of the thorax, and shows
also the liver and the spleen: the left-lung sections (right part of the image, owing to radiological convention) appear fragmented.
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The segmentation in the hilus pulmonis is an
innovative part of this work. We proceed by
segmenting the extra-pulmonary airways out,
starting from the trachea down to the bronchi
entrance into the lungs. After removing the
reconstructed sub-tree, the clean-cut lungs remain.
According to Sluimer et al.25 the optimal lung

segmentation in the hilus should intersect the
bronchial and pulmonary vessel trees at the pleural
fold, but the latter is not directly visible in the CT
and therefore it cannot be reliably located.
The segmentation of tubular structures, such as

the bronchial and vascular trees, is a common
subject in literature with many applications in
medicine, such as, for example, to measure airway
geometry, to study airway reactivity and to guide
surgical interventions or in virtual bronchoscopy.
Aykac et al.26 describe a fully automatic technique
for segmenting the airway tree, by using morpho-
logical reconstruction to identify candidate airways
on CT slices. Accurate cross-sectional airway
measurements are obtained by Tschirren et al.27

by using a method based on fuzzy connectivity,
and by Berger et al.28 with a Laplacian of Gaussian
filter. Saba et al.29 use a circular cross-section
airway model that is adapted to the inner and outer
airway walls via a least-square fit. After careful
study and, in some cases, test-code writing, none

of these methods proved adequate for our applica-
tion, because our aim was not the complete airway
extraction, but rather the segmentation of the
external part, starting from the trachea, down to
the hilus. As they are formulated, the cited
methods give no hint on the hilus position, and
therefore do not allow separation of internal from
external airways. Moreover, some of them work
with a slice per slice approach, instead of being
3D: according to our tests, this methodology
severely thwarts investigation on the hilus posi-
tion.
Wood et al.30 apply a method called “distance

tagging”, based on 3D RG, to segment the airway
tree of canine lungs. This technique, while filling
the airway structure down to the smallest bronchial
caliber, creates a map in the growing volume,
where the distances of voxels from the seed point
are registered. The existence of disconnected
groups of voxels with the same distance from the
seed suggests the presence of bifurcation points.
Our approach is inspired by Wood’s algorithm,

because its progressive, 3D RG nature makes it
ideal for obtaining partial airway filling, starting
from the trachea. Our aim is the segmentation of
only the external part of the bronchi, thus suitable
stop conditions are added to stop the growth
process at the hilus level; this way the lungs can
be accurately isolated from the segmented external
airways.
Our multi-pass method combines simple 3D RG

(applied to binary mask M and hereafter called M-
RG) with a wavefront simulation model; the
growth process is appropriately interrupted to
avoid flooding into the lung parenchyma.
The suitable initial seed for M-RG is automati-

cally chosen as the centroid of the trachea section
in the first of M slices where the trachea appears.
To this purpose, the slice ‘objects’ are found (they
may be sections from the trachea and possibly
from one of the lungs or both) and their maximum
vertical coordinate ymax, as measured from the
image top downwards, is determined. According to
thoracic anatomy, the trachea section is the object
with minimum ymax, as we verified in 150 CT
scans (the whole 130-image Italung-CT database,
with some low-resolution scans added). After
locating the trachea, its centroid is calculated and
used as a seed.
The M-RG algorithm, unlike ‘traditional’ RG

techniques, assigns a label k to each voxel grown

Fig. 3. 3D binary mask of the respiratory system (step B
output). It contains both the external airways (trachea and
bronchi) and the lungs. The picture (and the following 3D ones)
were rendered by the “3d Slicer” visualization and processing
software package (www.slicer.org).
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at iteration k. The label is therefore equal to the
checkerboard distance of the voxel from the
starting seed: in this way a distance map is built
in the volume. Equally labeled voxels are grouped
into connected components (CCs); the set of the CCs
with the highest label k (the most recent iteration
number) simulates a wave-front, propagating down
the airway lumen.
When the wave-front finds a bifurcation (the

carena, or bronchi branches) it splits and grows
simultaneously down each ramification. Bifurcations
are detected by verifying the existence of discon-
nected components with the same k value.
If the M-RG process freely continues until no

voxel is added to the growing region, it floods into
the pulmonary parenchyma; on the contrary, our
aim is to interrupt the process when the wave-front
is entering the lungs, ideally while traversing the
pleura. Suitable stop conditions must therefore be
imposed. For this purpose, CCs in the wave-front
are monitored at each iteration (allowing the
detection of branches and bifurcation points); the
volume (number of voxels) Vj of each (j-th) wave-
front CC is studied as a function of the iteration
number i. Of course, the number of CCs varies
because some are born at branch points, others die
when entering blind parts of the airways (due to
morphology and to noisy CT data). For a fixed
j, Vj(i) is roughly constant when the corresponding
CC is traversing tubular (constant transverse-
section) ways and the wave-front shape is more
or less planar. When a CC enters the lung tissue, it
‘explodes’ filling the volume with spherical (more
precisely, parallelepiped-shaped) wave-fronts. So
Vj(i) becomes substantially quadratic with i. By
imposing suitable test conditions on dVj(i)/di we
identify the wave-front flooding into the lung
parenchyma and stop the growth process of
component Vj(i). Appropriate conditions must also
be imposed on d2Vj(i)/di

2 to avoid false detections
and—after stopping the growth process—back-
tracking is necessary, because when flooding is
detected we are already in the lung, and we have to
go back some steps to be more accurate.
Figure 4 shows a typical Vj(i) and its first and

second derivatives; branch points and the flooding
into the lung parenchyma are indicated by arrows.
In Figure 5 the segmented external airways are
shown; after removing them the isolated lungs
remain (see mask M′ in Fig. 6) and the hilar region
is properly identified (Fig. 7).

D. Solution of the lung “fusion” problem

The anterior and posterior junctions between the
left and right lungs, in axial CT slices, may be very
thin and show a weak contrast. For this reason, and
because of partial volume effects, the segmentation
algorithms may fail in separating the lungs from
each other near these junctions, so that they are
erroneously identified as a single object (Fig. 8).
Many solutions to this well-known problem are

available in the literature.
In De Nunzio et al.23 two methods are proposed:

a fast one based on 2D morphological operations,
and a more precise—but slower—one that makes use
of the indentation–detection method, also employed
to solve the problem of pleural nodules.14 Both of
those methods had defects: the former was not
accurate enough in some cases, because the applica-
tion of morphological operations led to the produc-
tion of artifacts; the latter was too slow to be optimal,
if compared to the computational cost of the other
steps of the algorithm described in this paper.
Brown et al.31 use morphologic opening fol-

lowed by a 2D maximum cost path algorithm; this
work inspired Hu et al.,9 who follow a dynamic
programming approach to find the maximum cost
path, corresponding to the junction line position,
through a graph with weights proportional to voxel

Fig. 4. Plot of the volume Vj (with its first and second
derivatives) of the wave-front connected components, as a
function of the iteration number i in the wave-front propagation
process. Branch points (the carena and the following bifurca-
tions) and flooding into the lung parenchyma are evident.
Appropriate conditions on the values of Vj(i) derivatives are
used to stop the growth process when the wave-front enters the
lung parenchyma.
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gray-levels. As already said, our experience on the
use of morphological operators in the lung-junction
region was not completely satisfying, so we decided
to explore different strategies not implying the use of
morphology.
Shojaii et al.32 apply a watershed transform to

locate the lung regions: in their work, lung
separation is automatically obtained when a dam
is created between the lung catchment basins; their

approach is slice per slice and, moreover, no
examples of critical lung separation are shown in
the paper, so it is difficult to judge about
accurateness in case of lung fusion. In Armato et
al.33 the most anterior point along the cardiac
aspect of the lung segmentation region is found
and a series of rays is used to identify the anterior
junction line, which is then turned off. This
method is 2D, too.

Fig. 5. The extracted extrapulmonary airways. On the right image, the patches marking the connected components at the boundary
with the lung parenchyma are evidenced by means of grey intensities.

Fig. 6. The lungs, after external airway removal.
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Our approach to the problem is, at the best of our
knowledge, original: it is completely 3D (which was
an a priori choice for us, because we wanted to test
the advantages of 3D processing over 2D), and is
based on the detection of lung fusions and, when
they are present, on the construction of a separation
surface between the lungs.
In order to limit the analysis volume, two

suitable bounding boxes are defined in M′, in the
anterior and posterior junction regions. The part of
M′ contained in the boxes is examined to detect a
fusion: if it occurs, RG is iteratively performed in
the relevant box, each time slightly lowering the
threshold used in the inclusion rule, until the lungs
get separated from each other (two to four
iterations are generally necessary, up to five or
six in the worst cases).
When this happens, control points of a separa-

tion surface between the lungs are identified. The
surface is then calculated by bilinear interpolation
and iterative subdivision, until no “hole” is
present. The obtained surface smoothly follows
the common profile of the two lungs in the contact
region: it is used to “turn off” voxels in M′ (the
result is mask M″), so that step E (based on RG)
will then find the two lungs well separated.
Figure 9 shows an example of separation surface

inserted between the lungs, in various axial and
coronal projections.
This step is of great importance to avoiding the

introduction of artifacts in the closing stage (step F).

E. Single-lung reconstruction

The reconstruction of the single lungs through two
RG applications is now performed on mask M″. To

this purpose a seed point is automatically located in
each of the lungs, RG is applied and the lung is
reconstructed. The two obtained lung masks (ML and
MR) are passed to step F.

F. Inclusion of pleural and internal nodules, and
patching of concavities

ML and MR do not enclose dense objects, such
as nodules and vessels: they are left out of the
grown volume because their density is quite large
compared to the lung parenchyma, so they are not
included in the growing process. In step F the
inclusion of nodules in the segmented lungs is
obtained.
Different kinds of lung nodules exist. A number

of them are isolated and show good contrast with
the surrounding parenchyma. Some are juxta-
vascular, i.e., they exhibit a degree of attachment
to adjacent blood vessels. A significant fraction is
pleural, i.e., contiguous with the pleural surface
(we do not distinguish here between nodules
originating in the pleura and invading the lung
tissue and lung nodules that touch the pleura in
their growth process).
While internal (isolated and juxta-vascular)

nodules are easy to include in the delimited
volume by “filling the holes” in the ML, MR

masks, pleural ones tend to be considered external

Fig. 7. A detail of the hilar region after trachea and bronchi
removal.

Fig. 8. Apparent lung fusion: the junction line is so thin and
weakly contrasted that the two lung sections appear fused and
might be identified as a single structure.
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to the lungs because of their position and are
excluded from the segmented regions.
A variety of algorithmic approaches were sug-

gested to solve the problem. Armato et al. 34,35 use a
2D ‘rolling ball’ filter applied to the lung
segmentation contour to avoid the loss of pleural
nodules.
Ko et al.36 calculate the curvature of the lung

borders, Gurcan et al.14 describe an indentation–
detection method. Shen et al.37 apply an algorithm
for local surface smoothing to the segmented lung
contours. A conventional template matching is
employed by Lee et al.38 to detect the nodules on
the lung wall area, with semicircular models used
as reference patterns. Another recent 2D method
is based on active contour models and is found
in.39

We chose to adopt 3D binary morphologic
closing (mask dilation followed by erosion) with
a fixed size (30-mm diameter) spherical structural

element, to ensure the inclusion of all the types of
lung nodules. This size was chosen because this
way the operation also encloses the internal vessels
in the segmented volume, so that the inclusion of
juxta-vascular nodules is guaranteed. According to
the scan voxel size (e.g. 0.6×0.6×1 mm) the
structural-element size in voxels is calculated.
By morphologic closing, the mask cavities due

to isolated internal nodules and the concavities
originated from internal vessels (possibly with
juxta-vascular nodules) and pleural nodules
are filled. For a formal definition of (con)cavities
see.40

Figure 10 shows how a pleural nodule, initially
left out of the segmentation mask by 3D RG, is
recovered by the closing step.
It is now clear why step D, which separates the

lung masks into two distinct data matrices, was
introduced: the closing operation must be per-
formed on the single-lung masks, because apply-

Fig. 9. The separation surface. Top two axial slices, where separation-surface sections are visible between the lungs. Bottom a coronal
projection with a magnified detail.
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ing it to both lungs at the same time would give
undesired results, in particular near the junctions.
The lung masks after the closing procedure ML

C

and MR
C now cover the pulmonary parenchyma,

all the lung nodule types, internal blood vessels,
and internal airways.
After this step the lung segmentation process is

complete. ML
C and MR

C, put together to build up
mask MS, can be applied to the original CT scan to
delimit the lung volume. The difference between
MS and ML ∣ MR, gives regions of interest where
nodules can be searched.

RESULTS AND DISCUSSION

As introduced in Methods, the lung segmentation
algorithm was initially developed on a set of 130
thorax CT scans from the Italung-CT database. It was
later applied to two public databases, one from the
ANODE09 competition (55 images) and the other
belonging to the LIDC data collection (84 images);
the variety of parameters of the tested CT scans
allowed us code optimization and error fixing.
The typical algorithm execution time is about

7 min for a 300-slice CT scan, on a two quad-core
Intel Xeon CPU workstation (E5345 @ 2.33 GHz,
4 MB cache), equipped with 16 GB RAM. The
wave-front step takes about 8 s to segment the
extra-pulmonary airways. The lung separation step
lasts about 1 min in the worst case. The closing
step usually takes about 4 min and still needs
optimization. RG operations take 20–30 s per lung.
Qualitative and quantitative tests on the result

accuracy were carried on.

Test Against Ground Truth The first test on
the results was a check against ground-truth
segmentations, performed by our radiologists: the
aim of this test was to verify that the automatically
obtained segmentation masks accurately followed
the lung contours, with correct handling of difficult
regions (the hilus, and the top and bottom parts of
the lungs).
A subset of the CT scans (17 randomly chosen

from the Italung-CT database, eight from the
ANODE09 set, 11 from the LIDC, giving 36 overall
scans) were manually segmented by one of our
radiologists and formed the ground truth against
which the corresponding automatic segmentations
were then checked, slice by slice. Our radiologists
considered the automatically and the manually
segmented masks in very good agreement. Figure
11 (left) shows an example of correct segmentation
in the lower part of the thorax, with the comparison
of the manual (gray) and the automatically seg-
mented (white) profiles; the difference between them
is hardly noticeable. The same figure, on the right,
illustrates a particular situation happening in the
central part of the lungs, where the manual and the
automatic segmentation purposely do not agree:
the vessel entering the lung parenchyma is left out
by the manual segmentation (gray), but it is included
in the mask by the automatic procedure (white); in
this case the difference is a requirement of our
algorithm, since leaving vessels out could mean that
juxta-vascular nodules might be left out too, which
would make this segmentation algorithm inadequate
for employing in a CAD system (see also later in this
section, “Sensitivity for Nodule Inclusion”, and
check for similar situations in Fig. 6 of 33).

Fig. 10. Comparison between masks ML ? MR, (a), coming from step E, and ML
C ? MR

C (b), output from step F, i.e., the lung masks
before and after morphological closing. The closing process has included nodules and internal vessels to the mask. As an example, the
circle marks a pleural nodule, initially left out of the segmentation mask.
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After qualitative inspection, segmentation met-
rics were calculated, in order to give more
quantitative accuracy measurements. Each manual
segmentation was compared to the corresponding
automatic segmentation, both by a volume overlap
measure, and by a contour distance measure.
Statistics were then calculated to evaluate overall
accuracy.

Volume Overlap Let T and M be the volumetric
binary masks of the ground-truth manual
segmentation and of the automatic segmentation
procedure respectively (M corresponds to MS of
step F, Methods). Let v be the overlap measure,
defined as the ratio of the intersection volume to
the union volume (like the well-known Jaccard
similarity coefficient):

v ¼ V T&Mð Þ
V T Mjð Þ :

Here, as usual, symbols “&” and “|” respectively
denote the “AND” and “OR” operators between
binary matrices. The overlap degree ranges from

zero (no overlap) to one (complete overlap). The
result of this calculation on the whole dataset gave
the average value 0.96±0.02.

Distance Between Automatic and Manual Contours
The shape difference between manually and
automatically segmented masks was evaluated by
first defining the distance between a voxel pM
belonging to the border of mask M i:e : pM 2 @Mð Þ
and the border of mask T i:e: @Tð Þ as follows:
8pM 2 @M : d pM ; @Tð Þ ¼ min DE pM ; pTð Þ pT 2 @Tjf g

where DE is the Euclidean distance. Then, for each
analyzed CT, the mean, RMS, and maximum
distances between the two borders were calculated:

dmean @M ; @Tð Þ ¼ 1
card @Mð Þ

P

pM2@M
d pM ; @Tð Þ

dRMS @M ; @Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

card @Mð Þ
X

pM2@M
d2 pM ; @Tð Þ

s

dmax @M ; @Tð Þ ¼ max
pM2@M

d pM ; @Tð Þð Þ

Fig. 11. Left A correctly segmented lung slice, with the manual and the automatically drawn borders compared. Right A situation
where the two borders do not match, because the vessel entering the lung parenchyma is included on purpose (see text) while it is
usually left out by manual segmentation.
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Average values on the whole CT dataset were:
dmean ¼ 0:74� 0:05, dRMS ¼ 0:57� 0:04, and
dmax ¼ 4:5� 1:5. They confirm that the automatic
segmentations quite correctly reproduce the bor-
ders traced by the radiologist.
Since manual segmentation is a slow procedure,

not all the images were checked in this way: the
remaining ones were divided into two mutually
exclusive groups, each separately inspected by one
of our radiologists, who visually verified the
accurateness of the automatic segmentations.
Globally, the test outcome was satisfactory since

accurate segmentation was achieved on about 96%
of the sample (this percentage is similar in the
three tested databases, if considered separately).
Figures 5–7, already introduced when illustrating
the algorithm, show some successful cases. The
remaining 4% of the database images suffered
from inaccurate airway tree segmentation, as can
be seen in Figure 12; this figure demonstrates what
may happen when the airway tree touches the lung
surface before the hilar region: because of partial
volume effects, the wave-front propagation
wrongly leaks into the lung parenchyma at the
contact point (as explained in Methods, step C); as
a consequence the stop conditions interrupt the

segmentation process at a wrong stage. Though
this segmentation is not optimal (because some
small non-lung structures are included in the
segmented volume), it still preserves 3D coherence
and smoothness, and most of the airway tree is
removed anyway.

Inter-slice Mask Smoothness As already remarked
in Methods, 2D segmentation algorithms may
suffer from artefacts like those shown in Figures 1
and 2. A test was performed in order to investigate
the effectiveness of our 3D approach in terms of
inter-slice coherence and smoothness and its
advantages with respect to 2D approaches.
In order to assess that our 3D segmentation

approach may effectively overcome 2D artefacts, a
comparison between the 3D algorithm and our 2D
method, derived from the one described in,23 was
performed.
The segmentation masks of the whole CT

database were calculated with both the 3D and
the 2D algorithms, discarding the images where
one of them had severe problems. The segmenta-
tion results were quantitatively compared as
follows. Let M2D and M3D be the volumetric
binary-mask outputs of the 2D and 3D segmenta-
tion procedures respectively (M3D corresponds to
MS of step F, Methods). For the sake of simplicity,
let M be one of M2D or M3D. For each pair of mask
slices, indexed by j and k, let sjk be an inter-slice
shape-mask similarity measure, defined as the ratio
of the overlap area to the union area of the lung
sections in the slices (again, like the Jaccard
similarity coefficient):

sjk ¼
A Mj&Mk

� �

A Mj Mkj� � :

Here, Mk is the k-th slice of mask M, A(x) is the
area of the objects in x (viz the number of “on”
voxels in x) and, as usual, symbols “&” and “|”
respectively denote the “AND” and “OR” oper-
ators between binary matrices. The degree of
“coherence” or smoothness between the pair of
adjacent mask sections j, j+1 can be defined as
�j ¼ sj ;jþ1. We shall refer to σj as “inter-slice
smoothness” or “coherence”.
Since the lung has its own smooth inter-slice

profile evolution, the σj values are expected to be
close to 1; segmentation errors or lack of smooth-
ness would return lower σj values.

Fig. 12. Inaccurate result. The figure shows what happens
when the airway tree touches the lung surface (center of the
picture) before the hilar region (seen in the high part); because of
partial volume effects, the wavefront floods into the lung
parenchyma at a wrong place and the stop conditions intervene:
some bronchi (pointed to by arrows), that should be segmented
and removed, remain as part of the lungs. The white patch is
inserted to accurately visualize the bronchus cut.
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In order to compare the two segmentation
algorithms, �2D

j and �3D
j were calculated.

The behaviors of �2D
j and �3D

j as a function of j
(for the arbitrarily chosen CT scan already repre-
sented in Fig. 2) are shown in Figure 13. 2D σ
values are almost always lower than the corre-
sponding 3D values. Moreover, �3D

j is generally
smoother than �2D

j , which shows various outliers
that mark the presence of segmentation inaccura-
cies. Inset A, for example, refers to the lower part
of the lungs, where 2D artifacts (coming from the
lung morphology shown in Fig. 1b) are frequent.
Inset B shows that in the hilar region the 2D
segmentation algorithm is probably inaccurate, and
in fact these slices include the one in Figure 2; this
region was successfully segmented by the pro-
posed 3D approach, while the 2D algorithm
success was only partial.
As an example, Figure 14 gives a scatter plot

showing �2D
j and �3D

j calculated on the whole
Italung-CT database.
The distributions of �2D

j and �3D
j are strongly

asymmetric; in the case of the Italung-CT database,
for example, their average values are 0.966 and
0.974, respectively, medians are 0.972 and 0.980,
standard deviations are 0.017 and 0.019. The average
value of the distribution of �j ¼ �3D

j � �2D
j is 0.008,

its median is 0.007 and its standard deviation is
0.006. Being the distribution of δj not Gaussian, and
asymmetric (its skewness value is 2.1), see Figure
15, in order to test �3D

j � �2D
j for significance we

performed a paired, two-sided sign test (from the

Matlab Statistic Toolbox) getting p=0 within the
machine accuracy for the hypothesis that δj differ-
ences come from a distribution whose median is
zero: this shows that Jaccard coefficients �3D

j are
significantly larger than the corresponding �2D

j ,
which means that our 3D approach gives better
results than the 2D system described in.23 We get to
equivalent conclusions by repeating this procedure
for the other two CT databases.
As a matter of fact, inaccuracies and artifacts in

2D segmentation algorithms can be avoided by the
analysis of other slices (at least the ones respec-
tively preceding and following the artifact), which
is substantially a 3D operation. Some tests with

Fig. 13. Inter-slice smoothness for our 3D algorithm and the
2D segmentation algorithm in,23 arbitrarily chosen for compar-
ison. Smoothness values are calculated for a randomly chosen
CT scan.

Fig. 14. Scatter plot of inter-slice smoothness for our 3D
algorithm (σ3D) and the 2D segmentation algorithm from 23

(σ2D), arbitrarily chosen for comparison. Smoothness values are
calculated on the whole database described in Methods.

Fig. 15. Italung-CT database: distribution of �j ¼ �3Dj � �3Dj
(Results and Discussion, Inter-slice mask smoothness).
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modified versions of our 2D segmentation soft-
ware showed that performance of this “partially
3D” approach may be worse than the fully 3D
algorithm described in this paper, which a priori
avoids these artifacts.

Sensitivity for Nodule Inclusion Since the final
goal is nodule searching, the sensitivity of the
segmentation algorithm for lung nodule inclusion
must be as close as possible to 100%, so that no
neoplastic tissue is missed. In order to test the
sensitivity, the segmentation masks calculated with
our 3D code were automatically checked against
the nodule list annotated by radiologists: acting on
images containing internal and pleural nodules, the
algorithm proved effective in outlining the lung
volume without neglecting pathological tissue
(100% sensitivity). This test was performed for
the Italung-CT images, for the LIDC databases,
and for the five annotated cases of ANODE09.

Robustness to Lung Alterations due to Diffuse
Lung Disease We could not systematically test our
algorithm on lungs containing a variety of diseases
yet. The people who participated to the Italung
project were asymptomatic smokers; despite the
quite large number of nodules found by the
radiologists, only a few cases of other diseases
were diagnosed. A similar situation was found in
the other tested databases, where the focus was on
cancer, too. We could anyway apply our software
tool to some diffuse interstitial fibrosis alterations
(with associated cystic areas) surrounded by a
thickened wall, and these images were correctly
segmented.

CONCLUSION

A completely three-dimensional approach to the
automated lung segmentation in chest CT scans is
proposed. It provides a good basis for a CAD
system for lung nodule detection and is being
integrated with the Region Growing based nodule
search algorithm already developed in17 within the
MAGIC-5 Project.
The algorithm main features are the use of

adaptive thresholding, region growing, wave-front
simulation, and morphological closing.
Its innovative parts are the treatment of the hilar

region, notoriously difficult to be segmented, and

the solution of the lung “fusion” problem (caused
by partial volume effects).
The algorithm, tested on 269 high-resolution CT

scans, provides satisfactory performance, and
segmentation quality, showing:

� good accuracy in the lung segmentation, as
stated by comparison against ground truth and
by visual inspection by our radiologists;

� coherence between adjacent slices;
� 100% sensitivity for nodule inclusion (iso-

lated, pleural, and vascular nodules).
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