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It has been suggested that the frontal operculum (fO) is a key node
in a network for exerting control over cognitive processes. How it
exerts this influence, however, has been unclear. Here, using the
complementary approaches of functional MRI and transcranial
magnetic stimulation, we have shown that the fO regulates
increases and decreases of activity in multiple occipitotemporal
cortical areas when task performance depended on directing
attention to different classes of stimuli held in memory. Only one
region, the fO, was significantly more active when subjects selec-
tively attended to a single stimulus so that it determined task
performance. The stimuli that guided task performance could be-
long to three categories—houses, body parts, and faces—associated
with three occipitotemporal regions. On each trial, the pattern of
functional correlation between the fO and the three occipitotem-
poral regions became either positive or negative, depending on
which stimulus was to be attended and which ignored. Activation
of the fO preceded both activity increases and decreases in the
occipitotemporal cortex. The causal dependency of the distributed
occipitotemporal pattern of activity increases and decreases on
the fO was demonstrated by showing that transcranial magnetic
stimulation–mediated interference of the fO diminished top-down
selective attentionalmodulation in theoccipitotemporal cortex, but
it did not alter bottom-up activation of the same areas to the
same stimuli when theywere presented in isolation. The fO’s prom-
inence in cognitive control may stem from a role in regulating the
level of activity of representations in posterior brain areas that
are relevant or irrelevant, respectively, for response selection.
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It has been suggested that an inferior frontal region, the frontal
operculum (fO), is a critical node in a network controlling ac-

tivity in other brain areas to perform the wide array of cognitive
tasks of which humans are capable (1–3). Activity in the fO,
among other areas, predicts how well subjects will perform a task
even many seconds into the future (4). The fO is also important
when it is suddenly necessary to cease engagement in a task (5, 6).
Given that most frontal cortical areas have a unique pattern

of anatomical connections it is likely that they are also func-
tionally different (7). However, despite several demonstrations
of the fO’s activation in correlation with complex tasks requiring
cognitive control, its frequent coactivation with dorsomedial and
other frontal regions has made it difficult to determine the fO’s
specific contribution. Finally, showing that task-contingent changes
in activity in other brain areas diminish when the fO is com-
promised is necessary to establish whether the fO exerts any
causal influence over these coactivated brain regions.
In the current report, we examine whether the fO’s contribu-

tion to cognitive control could partly be attributable to its exerting
a changing, trial-by-trial, physiological influence over multiple
higher-order sensory association areas as the type of stimulus
that should determine task performance changes. We carried out
two experiments in which human subjects performed a task (Fig.
1A and SI Methods) requiring match/nonmatch decisions about
faces, houses, and body parts while functional MRI (fMRI) data
were recorded. The stimulus type that determined performance

changed from trial to trial. Each trial began with presentation of
two stimuli drawn from two of these three categories. Four sec-
onds later, on selective trials, a cue instructed subjects to focus on
making a match/nonmatch decision about just one of the classes
of stimuli (face, house, or body part) they had seen, which also
meant that subjects could ignore the other stimulus class they had
seen. After the offset of this cue plus a 1.5- to 2.5-s variable delay,
an array of three stimuli, including one stimulus in every class,
was presented, and the match/nonmatch decision was made. In
a second type of trial, nonselective trials, the same sequence of
events occurred with the exception that the cue now instructed
subjects to attempt to make the same match/nonmatch judgments
about both of the stimuli they had seen (subjects were informed
that there would be a match for either one or none of the stimuli
seen at the start of the trial). In experiment 1, we looked for ev-
idence that a specific brain region was engaged in the process of
selective attention. In experiment 2, we applied transcranial
magnetic stimulation (TMS) over the fO, the region identified by
the first experiment, in an attempt to disrupt fO function and test
whether it determined the trial-by-trial changes in the distributed
pattern of activity increases and decreases in the occipitotemporal
cortex also seen in the experiment 1. The occipitotemporal pat-
tern of facilitation and inhibition depended on which stimulus
classes were attended and which were ignored. Initial localizer
scans in both experiments made it possible to identify the occi-
pitotemporal brain regions—the parahippocampal place area
(PPA), fusiform face area (FFA), and extrastriate body area
(EBA)—specialized for processing house, face, and body stimuli,
respectively (8).

Results
In experiment 1, subjects responded significantly faster (F1, 19 =
66.543, P < 0.001; Fig. 1B) and more accurately on selective than
nonselective trials (F1, 19 = 21.524, P < 0.001; Fig. S1). There
was an interaction between selection and category of stimulus
(response time: F2, 38 = 4.429, P = 0.0201; accuracy: F2, 38 =
14.684, P < 0.001). Nevertheless, it was clear that response times
for selective trials were faster than for nonselective trials, when
each stimulus category was considered in isolation (all t > 6.482,
all P < 0.001). Furthermore, body- and face-matching judgments
were both clearly more accurate on selective trials (both t >
6.281, both P < 0.002).
To identify regions associated with the selective guidance of

task performance by a single stimulus class, we contrasted blood
oxygen level–dependent (BOLD) signal changes to selective and
nonselective trial cues. Although a number of brain regions were
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more active in the more difficult nonselective condition with
higher demands on memory (Fig. S2 and Table S1), only a single
bilateral region, the fO [Z= 3.89, Montreal Neurological Institute
(MNI) coordinates x = −30, y = 22, z = −10, Z = 2.80, MNI x =
34, y= 18, z= −10], was more active in response to selective cues
(Fig. 2A). There was no evidence that the fO signal was related
to the match/nonmatch decision; even when using a low threshold,
a supplementary analysis found no evidence (P> 0.1, uncorrected)
of different fO activity on these two trial types. Moreover, fO ac-
tivity correlated with the behavioral performance increases ob-
served for the selective condition. Individual differences in the
regression coefficients relating the fO BOLD response on selec-
tive trials were correlated with individual differences in faster
response times on selective trials (left fO: r = 0.739, n = 20, P <
0.001; right fO: r = 0.566, n = 20, P = 0.001; Fig. 2B).
Next, we examined what changes occurred in the occipito-

temporal areas—the PPA, FFA, and EBA—concerned with
specific categories of stimuli. We were interested in whether
activity in these areas was elevated in the selective-attention
case, when stimuli handled by the area in question were the focus
of attention or whether activity was diminished when stimuli
handled by the area in question were no longer the focus of at-
tention in the selective condition. We therefore compared ac-
tivity in the PPA (Fig. 3 A and B) when subjects attended to
houses (HA) or ignored houses (HI) in the selective condition
with activity on nonselective trials that involved similar house
stimuli (H!). Analogous analyses were performed on EBA
BOLD signals (Fig. 3 C and D) on body attention (BA), body
ignore (BI), and nonselective body trials (B!) and on FFA BOLD
signals (Fig. 3 E and F) in face attend (FA), face ignore (FI), and
nonselective face trials (F!). The BOLD signal in all three areas
in both hemispheres was significantly modulated by whether
subjects were selectively attending, nonselectively attending, or
selectively ignoring stimuli of the category for which the area was
specialized (F2, 12 = 5.385, P = 0.021). By focusing just on the
selective-attention and nonselective conditions (Fig. 3 A–F, first
and second bars), it was possible to show that selective attention
resulted in an increase in activity in all three occipitotemporal
regions (F1, 6 = 10.365, P = 0.018). Similarly, by focusing just on
the trials in which subjects selectively ignored stimuli belonging
to the category for which the area was specialized and by com-
paring the BOLD signal with the signal recorded in nonselective
trials (Fig. 3 A–F, second and third bars), it was possible to assess
whether ignoring a stimulus led to a decrement in activity in all
three occipitotemporal regions. Although there initially appeared
to be no decrement in activity (P > 0.05), it was partly because of
the small size and variability of the decrement in the FI condition

in the right and left FFA. A clear decrement was, however, ap-
parent when the data from all three areas were considered but
when the BOLD effects were time-locked to the presentation of
the target array that followed the cue rather than to the cue itself
(main effect of selective ignoring: F1, 9 = 7.634, P = 0.022; inter-
action of selective ignoring and area: F2, 18 = 6.474, P = 0.014;
and interaction of selective ignoring and hemisphere: F1, 9 =
6.068, P = 0.036 reflected the weak decrement in the left FFA,
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but a decrease was clearly manifested in the right FFA: F1, 14 =
7.825, P = 0.014). It might be argued that the interpretation of
such decrement effects is made difficult by not knowing against
which baseline they should be compared. What can be said,
however, is that BOLD effects, in all three occipitotemporal
areas, associated with ignoring the preferred stimulus types were
major in that they were no different than those associated with
trials in which the preferred stimulus was never even presented
(nomain effect or interaction of trial type—selective ignoring versus
stimulus never presented—with area or hemisphere:F2, 12< 1.7,P>
0.1). In other words, occipitotemporal activity was in a similar state
if a stimulus was ignored or if it was never seen in the first place. In
summary, facilitation and, at a very slightly later time, a decrement of
the BOLD signal were apparent in all three occipitotemporal areas,
depending on whether the stimuli for which the areas were special-
ized were attended or ignored.
To understand whether the fO was in a position to modulate

activity in the occipitotemporal areas, we examined the time
course of the regression coefficients relating the BOLD signal in
each of the areas to the selective-attention manipulation. In Fig.
3 G–L, we focus on the HA, FA, and BA conditions. In the PPA
(Fig. 3 G and H), the HA-related regression coefficient had two
peaks on HA trials. The first peak occurred ∼4.8 s after trial

onset, and the second peak was ∼6.6 s after the selective cue was
presented. By contrast, the HA-related regression coefficient in
the fO peaked only once ∼4.2 s after the selective cue. In sum-
mary, the PPA was first activated, in a “bottom-up” manner, by
the isolated presentation of a house stimulus in the absence of
any distracting information and in the absence of fO activation.
Later in the trial, when subjects were focusing on the house
stimulus within the context of distracting memories of other
stimuli, there was “top-down” activity in the PPA, which was
preceded by activity in the fO. An analogous pattern of activity
was seen in the EBA and FFA on BA and FA trials, respectively
(Fig. 3 I–L). A comparison of the timing of the fO peak re-
gression coefficient and the second regression coefficient peak in
the EBA, PPA, and FFA during BA, HA, and FA conditions
revealed that the fO peak occurred significantly earlier than the
occipitotemporal peaks (main effect of area: F1, 10 = 12.182, P =
0.005; no interaction of task and area: F2, 20 = 0.356, P > 0.05). A
similar analysis was used to compare the fO regression co-
efficient peak time and the regression trough times in the EBA,
PPA, and FFA during the inhibition conditions BI, HI, and FI,
respectively (Fig. S3 A–C). Again, it revealed that the fO peak
occurred significantly earlier than the inhibition of each occipi-
totemporal area (main effect of area: F1, 10 = 34.215, P < 0.001;
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no interaction of task and area: F2, 20 = 2.688, P > 0.05). In
summary, fO signal modulation occurred before either facilita-
tion or suppression of activity in all three occipitotemporal areas
but only when the presence ofmultiple stimuli, rather than a single
stimulus, meant that there was a need for selective attention.
To further examine whether the fO was in a position to both

up- and down-regulate task-relevant and task-irrelevant repre-
sentations in the occipitotemporal areas, we performed a psy-
chophysiological interaction (PPI) analysis (9) (Fig. 3 M–O). To
examine the role that fO exerted both when subjects were at-
tending to houses and when they were ignoring houses, we car-
ried out a PPI analysis that looked at the influence of fO activity
in the context of the HA and HI conditions. Formally, these
effects correspond to the HA psychological condition × fO
physiological activity interaction term and HI psychological
condition × fO physiological interaction term in a PPI analysis
that also included main effects of fO activity, HA and HI. Note
that independent effects of HA and HI can be estimated because
the absence of HA does not imply HI. This possibility follows
from using three different stimulus types—houses, faces, and
body parts—in six combinations on selective trials. We then
performed a repeated-measures ANOVA of the regression
coefficients relating the BOLD signal to the HA× fO PPI in-
teraction term and the HI× fO PPI interaction term in the three
occipitotemporal areas in both hemispheres.
The regression coefficients representing the degree of in-

teraction between each of the occipitotemporal brain regions
and the fO differed between areas in a manner that depended on
task condition (interaction of PPI type, HA× fO or HI× fO, and
brain area: F1, 12 = 5.747, P = 0.034; Fig. 3M). Further in-
vestigation showed that the two PPIs had a different effect on
the regression coefficients in the PPA (main effect of attention:
F1, 16 = 4.981, P = 0.04) but not in the FFA (F1, 13 = 0.969, P >
0.1) or the EBA (F1, 19 = 1.726, P > 0.1). In other words, the
influence of the fO on PPA activity, but on neither EBA nor
FFA activity, was modulated by whether subjects were attending
to or ignoring houses.
The same type of PPI analyses were conducted to examine the

influence of fO activity in the context of, first, the BA and BI
conditions and, second, the FA and FI conditions, with analo-
gous results (Fig. 3 N and O). The fO entered into distinct pat-
terns of functional interaction with the EBA, but not with the
PPA or FFA, depending on whether subjects were attending to
or ignoring body parts. There was a significant interaction of PPI
type, BA× fO or BI× fO, and brain area (F1, 13 = 6.686, P =
0.023; Fig. 3N). Further investigation showed that the two PPIs
had a different effect on the regression coefficients in the EBA
(main effect of attention: F1, 19 = 6.076, P = 0.023) but not the

FFA (F1, 13 = 2.748, P > 0.1) or EBA (F1, 17 = 0.266, P > 0.1).
The fO entered into distinct patterns of functional interaction
with the FFA, but not with the PPA or EBA, depending on
whether subjects were attending to or ignoring faces. There was
a significant interaction of PPI type, FA× fO or FI× fO, and
brain area (F1, 13 = 4.744, P = 0.048; Fig. 3O). Further in-
vestigation showed that the two PPIs had a different effect on
the regression coefficients in the FFA (main effect of attention:
F1, 13 = 11.082, P = 0.005) but not the PPA (F1, 17 = 0.175, P =
0.681) or EBA (F1, 19 = 0.942, P = 0.344).
An alternative way to summarize the impact of fO activity on

occipitotemporal activity is to test for differences between the
consequences of attending to or ignoring the stimulus type as-
sociated with each occipitotemporal area in the PPI analyses. In
other words, whether the HA, BA, and FA conditions had dif-
ferent consequences than the HI, BI, and FI conditions for the
BOLD signal effects recorded in the PPA, EBA, and FFA, re-
spectively, was tested (which corresponds to testing the differ-
ences between the gray and black bars in Fig. 3 M–O). There was
a significant effect of the attentional manipulation (F1, 11 =
10.621, P = 0.008) that did not change across the occipito-
temporal area (F2, 22 = 0.351, P > 0.1), and planned comparisons
testing whether fO activity, on average, was positively correlated
with activity in the occipitotemporal areas when the areas’ asso-
ciated stimulus type was to be attended and negatively correlated
with activity in the occipitotemporal areas when the areas’ asso-
ciated stimulus type was to be ignored revealed that both effects
were present (t11 = 2.745, P = 0.010; t11 = −1.968, P = 0.038).
The relative timing of fO and occipitotemporal activity suggest

that the fO could determine selective processing in the occipi-
totemporal cortex. To directly test this hypothesis, 1-Hz TMS
was used to temporarily interfere with fO activity, and its effect
on modulation of the BOLD signal in the occipitotemporal
cortex was examined (Fig. 4). Despite being located in a sulcus,
fO activity can be seen, even after thresholding, extending to-
ward the brain surface and is therefore likely to be amenable to
investigation with TMS (compare Figs. 2A and 4B). We have
previously shown that 15 min of 1-Hz TMS leads to measurable
changes in task-specific BOLD signal changes in brain regions
interconnected with the site of stimulation for at least a further
15 min (10). Because such effects are likely to be short-lived (10),
we adjusted the task so that it was optimized for collection of the
maximum amount of fMRI data pertaining to the question of
whether modulation of occipitotemporal activity by selective
attention proceeds in the normal manner. Therefore, experi-
ment 2 used just the selective-attention condition so that it
would, for example, be possible to compare the EBA BOLD data
in BA and BI conditions. The key prediction is that the BOLD
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Fig. 4. TMS-mediated interference
of fO activity diminished the selec-
tive attentional modulation in the
occipitotemporal regions. (A) TMS/
fMRI design in experiment 2. Two
fMRI sessions were performed by
eachsubject (18–20min).Onesession
was preceded by a 1-Hz TMS appli-
cation to the left fO (15 min). The
order of scan sessions was counter-
balanced across subjects. (B) TMS
stimulation sites. Each circle repre-
sents MNI coordinates of an in-
dividual subject’s fO TMS site (n = 9).
(C and D) Effects of the fO TMS on
left EBA (EBA_l) (−44, −79, −6), right
EBA (EBA_r) (49, −75, −5), left PPA
(PPA_l) (−26, −45, −17), and right
PPA (PPA_r) (30, −44, −13) activity.
(E) Effects of the fO TMS on EBA
(Upper) and PPA (Lower) activity in
response to the initial presentation
of stimuli.All resultsaremean±SEM.
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signal-change difference between BA and BI conditions in EBA
should be smaller after fO repetitive TMS if the fO determines
occipitotemporal attentional modulation.
Nine subjects completed two fMRI sessions before (pre-TMS)

and after (post-TMS) the application of TMS to the left fO
(because the left fO had been more activated than the right fO in
the first experiment). Four subjects participated in the post-TMS
session before participating in the pre-TMS session; scan order
and task practice were therefore appropriately counterbalanced
with respect to repetitive TMS application (Fig. 4 A and B). fO
TMS diminished the difference in activation associated with top-
down attend and ignore conditions (Fig. 4 C and D). Once again,
localizer scans were used to localize the EBA, FFA, and PPA.
The analysis focused on the PPA and EBA because the FFAs
were only identified bilaterally in five of the subjects, and the
analysis ideally required data from both hemispheres for each
area. A four-way ANOVA was used to test whether application
of TMS to the fO affected top-down modulation of activity in the
EBA and PPA. The first three factors were area (EBA or PPA),
hemisphere (left or right), and TMS (pre-TMS or post-TMS
session). The final factor was attention; for EBA data, this factor
compared BA trials and BI trials, whereas, for PPA data, this
factor compared HA and HI trials. A two-way interaction be-
tween TMS and attention (F1, 5 = 30.115, P = 0.003) indicated
fO TMS indeed influenced attentional modulation in the occi-
pitotemporal cortex. The lack of higher-order interactions sug-
gested a similar effect occurred regardless of area or hemisphere,
which was confirmed by further analyses that demonstrated two-
way TMS × attention interactions in the left EBA (F1, 7 =
390.376, P < 0.001), right EBA (F1, 5 = 11.955, P = 0.009), and
right PPA (F1, 7 = 11.329, P= 0.012), although the interaction did
not reach significance in the left PPA (F1, 7 = 2.572, P = 0.153).
We carried out two control analyses to assess the specificity of

the fO TMS effects. In the first, we examined whether the impact
of fO TMS on occipitotemporal modulation could be explained
by any general distracting effect. Such a distracting effect is
unlikely given that TMS ceased several minutes before the start
of the occipitotemporal BOLD data collection. However, should
any such distracting effect occur, it is likely to be proportional to
the intensity of the TMS because this intensity will partly de-
termine the degree of peripheral muscle and nerve activation.
TMS intensity had been adjusted in relation to each subject’s
individual threshold for motor-evoked responses (individual
differences in threshold probably reflect individual differences in
scalp–cortex distance; ref. 11), but these differences in intensity
failed to correlate with the modulatory effects seen in the EBA
or PPA in left and right hemispheres (−0.310 < r < 0.614, P >
0.1, 8 < n < 9; Fig. S4).
A separate control analysis was conducted to test whether fO

TMS effects were specific to the top-down modulation of occi-
pitotemporal activity (Fig. 4E). In addition to the modulation of
occipitotemporal activity that occurred ∼6.6 s after presentation
of selective cues (Fig. 3 A–L and Fig. 4 C and D), there was also
an earlier increase in occipitotemporal activity ∼4.8 s after the
presentation of the initial stimuli (Figs. 1A and 3 G–L). Because
subjects could have no prior expectations about the identity of
these stimuli and because each stimulus was presented in iso-
lation and in the absence of others competing for attention, any
activity increases in the PPA, EBA, or FFA that occurred in
response to houses, body parts, or faces, respectively was likely to
be bottom-up and stimulus-driven in nature. Unlike the second
peak in the occipitotemporal BOLD signal, such effects were not
preceded by prior activation of the fO (Fig. 3 G–L). The analysis
of stimulus-driven, bottom-up effects was conducted in a similar
manner to the one used to investigate top-down effects. There
were four factors and, as before, the first three were area (EBA
or PPA), hemisphere (left or right), and TMS (pre-TMS or post-
TMS session). Now, however, the final factor was stimulus type;
for the EBA data, this factor compared trials in which subjects
saw body parts (B) and trials in which they saw either houses
or faces (HF), whereas for PPA data, this factor compared trials
in which subjects saw houses (H) and trials in which they saw
either body parts or faces (BF). There was no two-way in-

teraction of TMS and stimulus type (F1, 7 = 0.008, P = 0.930)
nor was there any higher-order interaction involving these two
factors (all F1, 7 < 1, P > 0.1). In conclusion, although the fO
TMS diminished top-down modulation of occipitotemporal ac-
tivity at the end of each selective trial, it had no impact on
bottom-up, stimulus-driven modulation at the beginning of the
same trials several seconds earlier.

Discussion
Although prefrontal activity is known to occur in situations that
require switching of attention between different categories of
information and, therefore, activation of different posterior
brain regions (12–14) this study is a unique demonstration that
activity in a particular prefrontal region determines multiple
patterns of task-dependent activity change in a network of specific
posterior brain regions. As such, it complements and extends
earlier demonstrations that large prefrontal lesions disrupt at-
tentional modulation of scalp-recorded event-related potentials
(15) and that frontal eye field TMS modulates event-related
potentials during task switching (16). It has been suggested that
the frontal eye field and ventrolateral prefrontal cortex have
complementary roles in selecting information that should guide
behavior (17). Unlike in previous experiments, it was the latter
system that was investigated in the current experiment.
Lateral and dorsomedial frontal cortical activity is augmented

when people are engaged in difficult cognitive tasks (18). Al-
though a number of brain regions were activated in the more
difficult nonselective condition in the present experiment, in
which subjects had to retain information about a greater number
of stimuli (Fig. S2 and Table S1), only the fO was more active,
bilaterally, in the easier selective-attention condition. In the
easier, selective condition, subjects were in a position to exert
greater control over the manner in which they performed the
task. Consistent with reports that populations of prefrontal neu-
rons encode both match and nonmatch decisions, there was no
difference in activation on selective trials that resulted in correct
match or nonmatch decisions (19).
It is widely held that the prefrontal cortex exerts a top-down

influence over other brain areas. Implicit in this view is that
influence is not restricted to a single area or circuit but rather
encompasses a collection of posterior brain regions. Such a
widespread pattern of influence would be different from the
more specific influence exerted by, for example, one sensory area
over another (20). Although there is evidence that some pre-
frontal regions influence particular posterior brain circuits (13,
21), the evidence that a single prefrontal area influences pro-
cessing in several posterior brain regions has been weak. Even if
a single prefrontal area is shown to be active as a person switches
from one of two tasks to another and back again, it is possible
that its activation reflects engagement and disengagement of just
one of the component tasks rather than independent modulatory
influences specific to each task. By using three different selective-
attention conditions, when faces, houses, and body part informa-
tion were determining task performance and the FFA, PPA, and
EBA were predominantly active, it was possible to show that con-
trol by the fO was not just restricted to one posterior brain region.
It is difficult to be certain of the precise identity of the fO

region and its correspondence with the frontal cortical regions
studied in macaques. One team that has made careful compar-
isons of ventral prefrontal cortex in macaques and humans (22)
has labeled activity in an almost identical fO location, found as
subjects switched task sets in a version of the Wisconsin Card
Sorting Task, as belonging to area 47/12 (23). Activity related to
switches of attention has been reported in this region by others
(24). Such an assignment would make sense because 47/12 is
distinguished by strong interconnections with a number of sen-
sory association areas (25), which may underlie its role in re-
trieving information from posterior association cortex (26). In
the macaque, neurons in this region encode transitions between
learned task events (27), and lesions to this region disrupt
learning of learned arbitrary task relationships (28). This dis-
ruptive effect, however, is partly a consequence of a failure of
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identification of the environmental features that should guide
task performance (29).
A region that includes the pars opercularis of the inferior

frontal gyrus and the tissue posterior to the inferior limb of the
precentral sulcus is active when people suppress motor responses
(5) and, when stimulated, causes changes in motor cortical ac-
tivity (30, 31). Despite the similarity in their names, this region is
more closely associated with the premotor cortex and it is distinct
to the fO; it has strong connections to anterior inferior parietal
cortex but is not so densely connected with the occipitotemporal
cortex (32, 33). This area is 34.8 mm from the stimulation site in
the present experiment, and so it is unlikely to have mediated the
effects that we saw.
The nature of the modulatory influence exerted by the pre-

frontal cortex has been unclear. Particular emphasis has been
given to the possibility that some inferior frontal regions exert an
inhibitory influence over activity in other brain regions, and there
is now evidence that they influence activity in the motor cortex
when subjects try to stop themselves from making a response (30,
34). Whether such regions also exert facilitatory influences over
other brain regions has been unclear. The patterns of functional
connectivity observed between the fO and the three occipito-
temporal regions investigated (Fig. 3 M–O), however, suggest
that, even if this region does exert an inhibitory influence over
other brain regions, it is also able to exert control by facilitating
representations in posterior brain areas.
If anything it is more questionable whether it is correct to refer

to the decrements in occipitotemporal activity observed in the
present study as inhibitory effects. That trial-by-trial variation in
occipitotemporal decrements were associated with trial-by-trial-
by-trial variation in the fO signal increases (Fig. 3 M–O) suggests
that, whether the decrements are best described as inhibition or
as a removal of facilitation, they appear to reflect an active rather
than a passive process. More direct evidence for an inhibitory
process that depends on the inferior frontal cortex comes from
a study in which activity in this area was found when words that

were to be ignored were presented; activity levels predicted the
subsequent proactive interference that the words exerted (17).
The prominence of the fO in studies of task control (1–4) may

reflect a dual role that the region has in using arbitrary rules to
guide response selection, such as the use of match and nonmatch
rules (28), and in retrieving information from posterior cortical
regions to do so (26). As task performance demands change,
then so do the modulatory influences of this region on posterior
brain areas.

Methods
Twenty-one (eight females, mean age = 21.8 y, range = 19–29 y) and nine
(two females, mean age = 25.1 y, range = 19–41 y) right-handed, healthy
subjects participated in the fMRI and TMS/fMRI experiments, respectively.
MRI data were acquired on a 3T Siemens MRI scanner with maximum gra-
dient strength 40 mT·m−1 at the Oxford Centre for Clinical Magnetic Reso-
nance Imaging. fMRI analysis was carried out with tools from the software
library of the Oxford Centre for Functional Magnetic Resonance Imaging of
the Brain (FMRIB). A general linear model included explanatory variables for
all phases of a trial, which were convolved with the hemodynamic response
function (HRF). The onsets for the following events were entered into the
model. For the main attentional task, 17 regressors were created: BA cues,
HA cues, FA cues, BI cues, HI cues, FI cues, nonselective cues, initial body
stimuli, initial house stimuli, initial face stimuli, target array, and six motion
regressors produced during realignment. For localizer tasks, three regres-
sors, presentation of body stimuli, house stimuli, and face stimuli, were in-
cluded. In the PPI analyses, time courses were deconvolved to remove the
effects of the HRF, multiplied with the psychological regressor of interest,
and reconvolved with the canonical HRF. The PPI regressors, together with
the fO time series and psychological regressor, were then entered into the
general linear model as confound regressors. The parameter estimates were
extracted for each subject and region of interest. Further details of fMRI and
TMS procedures and localizer tasks are presented in SI Methods.
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