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Low-voltage activated Kv1.1 subunits are crucial
for the processing of sound source location in the lateral
superior olive in mice
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Non-technical summary Voltage-gated potassium channels control excitability throughout the
nervous system and their dysfunction (or mutation) is associated with epilepsy and movement
disorders. Loss of the insulating myelin sheath around nerve fibres (axons) in multiple sclerosis
causes transmission failure by exposing too many potassium channels. We show that too few
potassium channels also causes errors in information transmission as measured by the ability to
localize the source of a sound, and suggests a general role for potassium channels along myelinated
nerve fibres. These results give insights into normal neuronal function and into neurodegenerative
disease mechanisms for patients with ataxia and multiple sclerosis.

Abstract Voltage-gated potassium (Kv) channels containing Kv1.1 subunits are strongly expressed
in neurons that fire temporally precise action potentials (APs). In the auditory system, AP timing
is used to localize sound sources by integrating interaural differences in time (ITD) and intensity
(IID) using sound arriving at both cochleae. In mammals, the first nucleus to encode IIDs is
the lateral superior olive (LSO), which integrates excitation from the ipsilateral ventral cochlear
nucleus and contralateral inhibition mediated via the medial nucleus of the trapezoid body.
Previously we reported that neurons in this pathway show reduced firing rates, longer latencies
and increased jitter in Kv1.1 knockout (Kcna1−/−) mice. Here, we investigate whether these
differences have direct impact on IID processing by LSO neurons. Single-unit recordings were
made from LSO neurons of wild-type (Kcna1+/+) and from Kcna1−/− mice. IID functions were
measured to evaluate genotype-specific changes in integrating excitatory and inhibitory inputs.
In Kcna1+/+ mice, IID sensitivity ranged from +27 dB (excitatory ear more intense) to −20 dB
(inhibitory ear more intense), thus covering the physiologically relevant range of IIDs. However,
the distribution of IID functions in Kcna1−/− mice was skewed towards positive IIDs, favouring
ipsilateral sound positions. Our computational model revealed that the reduced performance of
IID encoding in the LSO of Kcna1−/− mice is mainly caused by a decrease in temporal fidelity
along the inhibitory pathway. These results imply a fundamental role for Kv1.1 in temporal
integration of excitation and inhibition during sound source localization.
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Introduction

Throughout the brain, voltage-gated potassium (Kv)
currents contribute to action potential (AP) waveform,
temporal precision of AP generation and neuron-specific
AP firing patterns. The influence of Kv channels on
integration of excitation and inhibition is explored in
the auditory brainstem, where temporal precision is
required for accurate spatial representation of the acoustic
environment. To achieve this precision for stimuli with
specific interaural time differences (ITDs) and inter-
aural intensity differences (IIDs), low-voltage activated
K+ channels are highly expressed throughout the sound
localization pathway (Wang et al. 1994; Grigg et al. 2000;
Barnes-Davies et al. 2004). Kv channels containing the
Kv1.1 subunit reduce AP jitter (Gittelman & Tempel, 2006)
and determine AP threshold (Manis & Marx, 1991; Brew
& Forsythe, 1995; Brew et al. 2003; Klug & Trussell, 2006;
Cao et al. 2007; Oertel et al. 2008), which are key features
of the ITD–IID-based encoding of sound source location.
Mice have little hearing sensitivity below 3 kHz, and their
small head size means that naturally occurring ITDs are
too small to be encoded unambiguously. Hence, the low
frequency ITD-based localization pathway involving the
medial superior olive is likely to be less well developed
(Ollo & Schwartz, 1979; Kuwabara & Zook, 1992). Instead,
integration of IIDs (induced by the head shadow for high
frequency sounds) provides crucial binaural information
about the location of a sound source. Neurons in the lateral
superior olive (LSO) are the first IID-sensitive cells in
the mammalian ascending auditory pathway (Boudreau
& Tsuchitani 1970; Irvine, 1992; Yin, 2002; Tollin, 2003;
Kandler et al. 2009). They receive excitatory glutamatergic
input from the ipsilateral ventral cochlear nucleus (VCN)
and inhibitory glycinergic input from the medial nucleus
of the trapezoid body (MNTB), which itself is driven by the
contralateral VCN (Osen, 1969; Glendenning et al. 1985;
Spangler et al. 1985; Finlayson & Caspary, 1991; Smith
et al. 1991, 1998). IID processing is achieved by integrating
ipsilateral excitatory and contralateral inhibitory inputs
which must converge with submillisecond precision (Joris
& Yin, 1995). We have previously shown that in mice
lacking the Kcna1 gene (encoding the Kv1.1 subunit)
AP counts were reduced, while latency and jitter were
increased in MNTB neurons (Kopp-Scheinpflug et al.
2003). Based on these findings we postulate an altered
IID processing in the LSO of Kcna1−/− mice due to a
weakened, delayed and temporally less precise inhibitory
input from the longer conducting pathway originating in
the contralateral ear.

We tested the significance of Kv1.1-containing
channels in binaural processing of IIDs under physio-
logical conditions by performing extracellular single-unit
recordings from the LSO of Kcna1−/− mice and littermate
controls in vivo. Computational modelling of the relative

timing and strength of the inputs suggests increased
AP-jitter of the inhibitory input as the main reason for the
impaired encoding of sound location in Kv1.1 knockout
mice.

Methods

Mouse strains and genotyping

The experiments were performed at the Neurobiology
Laboratories of the Faculty of Bioscience, Pharmacy and
Psychology of the University of Leipzig (Germany). All
experimental procedures were approved by the Saxonian
District Government, Leipzig, and were conducted
according to European Communities Council Directive
of 24 November 1986 (86/609/EEC). The Kcna1tm1Tem

strain was generated as described in Smart et al. (1998).
Chimerical founders were crossed and maintained in serial
backcrosses to C3HeB/FeJ females, purchased from The
Jackson Laboratory (Bar Harbor, ME, USA). Mice used in
this study were generated by intercrossing heterozygotes
from the C3HeB/FeJ-Kcna1tm1Tem line maintained at the
University of Leipzig. Mice were kept on a 12 h light–dark
cycle with food and water freely available. Male and female
mice used for these experiments were on average 28 days
old.

Genotyping was carried out on DNA isolated from
tail clips of each mouse in a litter aged 7–10 days as
described by Brew et al. (2003). Detailed protocols are
available online (http://depts.washington.edu/tempelab/
Protocols/KCNA1.html).

Immunocytochemistry

Kcna1+/+ and Kcna1−/− mice were obtained from a
colony maintained at the University of Washington. All
animal procedures were listed in an approved protocol
by the Institutional Animal Care and Use Committee
at the University of Washington and were conducted in
compliance with the NIH Guide for the Care and Use
of Animals. The mice were deeply anaesthetized with
Nembutal (100 mg kg−1) prior to transcardial perfusion
on postnatal day 35. They were perfused with 0.9% saline
with heparin (1000 units ml−1 saline), for 1 min, followed
by 15 min of cold 4% paraformaldehyde fixative solution
in 0.1 M phosphate buffered saline (PBS; pH 7.4). The
brains were removed and washed in 0.1 M PBS over-
night, cryoprotected in 10% sucrose in 0.1 M PBS for 1 h,
and 30% sucrose in 0.1 M PBS for 24 h at 4◦C, followed
by Optimal Cutting Temperature compound (Tissue-Tek;
Sakura Finetek, Torrance, CA, USA). The brain tissue was
then frozen on dry ice, cryostat sectioned coronally at
20 μm, mounted on microscope slides and stored at 4◦C.
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Immunocytochemical (ICC) labelling methods were
used on auditory brainstem tissue from Kcna1+/+ and
Kcna1−/− mice to localize channels containing Kv1.1 and
Kv1.2 subunits in the LSO. Tissue sections were washed
in PBS, and treated with pepsin (Lorincz & Nusser,
2008) at a concentration of 0.2 mg ml−1 pepsin (Dako,
Houston, TX, USA) in 0.2 M HCl at 37◦C for 12–15 min.
After rinsing, the tissue was immersed in a blocking
solution of 0.3% sodium borohydride in PBS for 15 min.
Following three 10 min washes in PBS, the tissue was
pre-incubated in PBS with 0.1% Tween and 0.03% saponin
for 10 min, and then incubated for 1 h in MOM blocking
agent (Mouse on Mouse Immunodetection Kit; Vector
Laboratories, Inc., Burlingame, CA, USA). Sections were
then incubated in primary antibodies from NeuroMab
(UC Davis/NIH NeuroMab facility): mouse monoclonal
anti-Kv1.1 (K36/15) and anti-Kv1.2 (K14/16), both IgG2b

isotype specific. The antibodies were diluted in PBS with
MOM Protein (MOM Kit; Vector Laboratories) along with
0.1% Triton X-100 and 0.03% saponin. The Kv1.1 (1:2000)
antibody was incubated for 15–20 h, and Kv1.2 (1:3800)
was incubated for 30–36 h at 4◦C. Following several rinses
with PBS, Alexa Fluor488 goat anti-mouse (IgG2b isotype
specific), was used as the secondary antibody to visualize
the immunoreactions (1:500, Invitrogen, Carlsbad, CA,
USA). The antibody was diluted in a blocking solution
with 5% NGS (Vector Laboratories, S-1000), and tissue
was incubated for 3–5 h at room temperature, and washed
in PBS at least three times 10 min prior to coverslipping the
slides with Vectashield mounting medium for fluorescence
with DAPI (Vector Laboratories, H-1200).

Additional sections were double-labelled with NaV1.6
rabbit polyclonal primary antibody (1:100, Alomone Labs
Ltd, Jerusalem, Israel, ASC-009) together with the Kv1.1
mouse monoclonal antibody (NeuroMab) as above. After
several rinses, sections were incubated with biotinylated
goat anti-rabbit (1:300, Vector Laboratories) and Alexa
Fluor488 IgG2b (1:500, Invitrogen) goat anti-mouse
secondary antibodies for 2 h. Following several rinses,
sections were incubated in Streptavidin 633 (1:500,
Invitrogen) and Alexa Fluor488 IgG2b (1:500, Invitrogen)
goat anti-mouse secondary antibodies for an additional
1.5 h followed by rinsing prior to coverslipping.

A confocal laser scanning microscope (FV 1000,
Olympus) was used for collection of images using a
20× (NA/0.75) dry objective lens, or a 100× (NA/1.40)
oil immersion objective lens. ImageJ (v. 1.42, National
Institutes of Health, Bethesda, MD, USA) and Adobe
Photoshop were used to create maximum intensity
projections and figures. No labelling was seen in control
experiments, where primary antibodies were excluded
from ICC solutions. Kv1.1 antibody expression was not
observed in auditory brainstem tissue from Kcna1−/−

mice; however, Kv1.2 labelling was observed in tissue from
these mice (Fig. 2A–H).

In vivo electrophysiology

Surgical preparation. During the experiments and
surgical preparation, the animals were anaesthetized with
a combined initial dose of 0.01 ml (g body weight)−1

of ketamine hydrochloride (100 mg (kg body weight)−1;
Parke-Davis, Berlin, Germany) and xylazine hydro-
chloride (5 mg (kg body weight)−1; Bayer, Leverkusen,
Germany). Anaesthesia was maintained throughout the
recording experiments by hourly injections of one-third
of the above dose. The skull of an experimental animal was
exposed along the dorsal midsagittal line, and a small metal
bolt for supporting the animal in the stereotaxic recording
device was glued to the bone overlaying the forebrain.
Two holes were drilled in the skull 2000–2300 μm caudal
to the lambda suture, which correspond to positions
above the rostral third of the cerebellum. The first drill
hole, located 1500 μm lateral to the midline, was used
to position the reference electrode in the superficial
cerebellum. For the insertion of recording electrodes, the
second drill hole (500 μm diameter) was located over the
midline, and the electrodes were angled at 10–15 deg to
the midsagittal plane.

Acoustic stimulation. Auditory stimuli were generated
at a sampling rate of 97.7 kHz using custom written
software (Rec thor; Dr M. Weick, University of Leipzig)
on a standard PC. Stimuli were then transferred to a
real-time processor (RP2.1, Tucker Davis Technology
(TDT), Alachua, FL, USA), D/A converted and further
sent to ED1 driven electrostatic speakers (EC1, TDT). In
these, sound is emitted through small pipes onto which
acoustic tubing was attached to deliver stimuli to the outer
ear approximately 5 mm from the animal’s eardrum. The
frequency characteristic of the transducer was measured
with a quarter inch condenser microphone (Bruel & Kjaer,
Type 2619, Naerum, Denmark) coupled to a short plastic
tube with an approximate volume of 0.1 ml mimicking
the conditions of the outer ear. A computer controlled
procedure determined the sound pressure levels at a
defined input voltage for 50 frequencies per decade. The
data were stored in a computer file that was used during
experiments for online correction of stimulus intensities.
The maximum output of the speakers was clipped to 90 dB
SPL. No phase differences were present between stimuli of
the two speakers.

Data collection and analysis

All recording experiments were performed in a
sound-attenuated chamber (Industrial Acoustics, type
400, Winchester, UK). During the experiments the
body temperature was kept between 36◦C and 37.5◦C
by positioning the animal on a temperature-controlled
heating pad (Harvard Apparatus, Holliston, MA, USA)
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and maintaining the temperature of the sound-attenuated
chamber at 25 to 30◦C.

Multiunit mapping. At the beginning of the recording
session, stereotaxic coordinates of the LSO were
determined by online analysis of acoustically evoked
multiunit activity. As a point of reference, we first
identified MNTB activity and oriented laterally from
the caudal third of the MNTB until binaural acoustic
stimulation evoked excitatory–inhibitory (E-I) response
characteristics, typical for LSO (Fig. 1). Glass micro-
pipettes (Clark Electromedical Instruments, Reading, UK)
filled with 3 M KCl and having impedances of 1–5 M�
were used. Employing monaural ipsilateral tone-burst
stimulation, the characteristic frequencies (CFs) of

Figure 1. IID pathway of the mouse brainstem
A, sketch of the mouse brainstem IID pathway, binaural acoustic
stimulation, and extracellular recordings from units in the LSO. B,
response maps of one representative wild-type LSO unit in response
to ipsilateral (light grey) or contralateral (dark grey) acoustic
stimulation. The respective outermost lines show the
frequency/intensity ranges that correspond to significant increase
(excitation, light grey) or decrease (inhibition, dark grey) in firing
rates relative to the units’ spontaneous rates. Additional contour
lines show significant further increase or decrease of firing rates. The
unit’s CF and threshold were obtained from this analysis. This
Kcna1+/+ unit shows a strong overlap of excitatory and inhibitory
response areas with largely identical CFs and thresholds. In some
units, the inhibitory response area was much broader tuned than the
excitatory one (not shown).

multiunits were measured by a computer-automated
procedure every 100 μm in several penetrations to delimit
the physiological boarders of the LSO (test range 1–50 kHz
and 0–90 dB SPL).

Single-unit recordings. Following multiunit mapping,
recordings from single units were made through high
impedance glass micropipettes (10–30 M�). The activity
of isolated single units was bandpass filtered (0.45–7 kHz)
and amplified (NeuroData IR-183, Cygnus Technologies
Inc., Delaware Water Gap, PA, USA; PC1, TDT) to the
voltage range of the spike discriminator (SD1, TDT)
and the A/D converter (RP2.1, TDT). Single units
were identified by their relatively constant spike height
and waveform and a large signal-to-noise ratio. The
discriminated spike times were acquired with a sampling
rate of 10 μs using custom-written software (Rec˙thor; Dr
M. Weick, University of Leipzig).

Analysis of spike recordings. The excitatory response
map for each unit was measured by random presentation
of pure-tone pulses (100 ms duration, 5 ms rise-fall time,
100 ms interstimulus interval) within a given matrix of
16 × 15 frequency/intensity pairs (240 combinations).
The frequency range of this matrix typically included
five octaves (4 tones/octave) with about three octaves
below the estimated CF and two octaves above. The
intensity varied in 5 dB-steps between 90 and 20 dB SPL.
Each frequency/intensity combination was presented five
times in a predefined frequency/intensity array (1200
tone bursts). The timing and number of spikes were
measured during the 100 ms period of stimulus pre-
sentation. Spontaneous activity was defined by the firing
rate during eighty 100 ms periods (8 s) with maximal
attenuation (120 dB) of the stimulus randomly inserted
in the stimulus protocol. Typical response areas of an
LSO neuron are shown in Fig. 1B. An excitatory response
area (marked in light grey in Fig. 1B) was defined by the
range of frequency/intensity combinations that evoked
firing rates at or above the 10% significance level above
spontaneous activity (Dorrscheidt, 1981). The outline of
the response area defined the unit’s frequency-threshold
curve, from which the CF and the threshold at CF were
determined. Vice versa, inhibitory response areas were
defined by a respective reduction of firing rates below the
level of spontaneous rate (marked in dark grey in Fig. 1B).
Each successive contour line represents an additional
significant increase or decrease in firing. The sharpness of
frequency tuning was determined at 10 dB above threshold
by the Q10 value (CF/bandwidth). Rate-level functions
were calculated at CF by averaging the spike rates at
each stimulus intensity (5 repetitions/stimulus). Median
latency and jitter defined as the 25–75% quartile range
were computed for the first spikes after the onset of the
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acoustic stimulus averaged over 250 repetitions. Temporal
response patterns of the neurons were quantified by the
median interspike interval (ISI) for the onset component
(20 ms).

Sensitivity to IIDs was tested by presenting a constant
tone (40 ms) at CF, 20 dB (±15 dB) above threshold to the
ipsilateral ear (using these parameters, identical firing rates
could be achieved in both genotypes) and simultaneously
stimulating the contralateral ear at CF with stimulus
intensities pseudo-randomly varying from 20 to 90 dB
SPL in 5 dB-steps. The acquired averaged IID functions
(25 repetitions) were normalized, with AP firing rates
during monaural ipsilateral stimulation corresponding to
100%. For further quantification, IID functions were fit
with four-parametric sigmoid functions from which half
maximal IID values (IID50) were determined.

Statistical analyses of the data were performed with
SigmaStat or SigmaPlot (Systat Software Inc., San
Jose, CA, USA). Unless indicated otherwise, results
are expressed as means ± standard error of the mean
(S.E.M.) or for non-normal distributions as median [25%;
75% quartiles]. For normally distributed data, statistical
significance was assessed using the Student’s t test or
paired t test. For non-normal distributions, significance
was assessed using the Wilcoxon’s signed rank test or the
Mann–Whitney rank sum test.

Verification of recording sites. In each animal,
all recording sites were verified histologically by
iontophoretic injections (2 μA for 5 min) of horse-
radish peroxidase (HRP) or hydroxystilbamidine (FG;
Biotium; equivalent to FluoroGold) at the end of the
recording session. The mice were allowed to recover
from anaesthesia and after 24 h (HRP) or 5 days (FG)
the animals received a lethal anaesthetic injection and
were then perfused via the left ventricle with 0.9% NaCl
solution followed by fixative (2.5% paraformaldehyde
in 0.1 M phosphate buffer, pH 7.4) for 20–25 min. The
brain was sectioned on a vibrating blade microtome
and the tissue sections (30 μm thick) were processed
using the 3,3′-diaminobenzidine reaction to visualize
the HRP mark (Adams, 1981). Following staining
with cresyl violet, the tissue sections were examined
under the light microscope, and the electrode tracks
and recording sites were identified. FG tissue sections
were examined with a fluorescence microscope (Zeiss,
Axioskop, absorption/emission: 361/536 nm).

Computational model

An LSO neuron was modelled as a single-compartment
leaky integrate and fire unit with conductance-based
synaptic inputs. The membrane potential V is

calculated by:

τmV̇ =
∑

i

g i(t)(V − E i) +
∑

c

g c(V − E c) − (V − Vr),

with excitatory, ipsilateral and inhibitory, contralateral
synaptic conductances g i(t) and g c(t). Note that in this
equation conductances are expressed in units of the leak,
and are therefore dimensionless. The membrane time
constant was τm = 2 ms (Wu & Kelly, 1991; Sanes & Takacs,
1993), the resting potential V r = −65 mV, and the reversal
potentials Ei = 0 mV for the ipsilateral and Ec = −70 mV
for the contralateral inputs. The LSO neuron receives 10
excitatory and eight inhibitory inputs (Sanes, 1990). Each
synaptic connection was modelled as:

τ{i,c} {i,c} = g m
{i,c}δ(t − ts) − g {i,c},

where t s are the spike times, and τi = 1.4 ms and τc = 4 ms
are time constants (Sanes, 1990), and peak conductances
g m

i = 2 and g m
c = 6 for the ipsi- and contralateral inputs,

respectively. The peak conductances were chosen such that
a volley of spikes on the ipsilateral input could evoke
a single postsynaptic AP in the absence of inhibition,
and that complete inhibition could be achieved by
approximately doubling the contralateral spike rate with
respect to the ipsilateral input. A postsynaptic spike
is generated, when the membrane potential exceeds
the threshold � = −45 mV, after which the membrane
potential is reset to −75 mV.

Synthetic input spike trains were generated to reproduce
the central properties of sound-evoked responses in VCN
and MNTB neurons of wild-type and Kcna1−/− mice
(Kopp-Scheinpflug et al. 2003). To simulate IID functions,
all excitatory inputs were held at a constant spike rate Ri,
while the rate of the inhibitory inputs were systematically
varied from Rc = 0 Hz (pure ipsilateral stimulation) to
Rc = 2Ri. Excitatory ipsilateral spikes were first generated
as a regular sequence of spikes at a fixed rate and fixed
first spike latency. Inhibitory spikes were generated by
randomly removing spikes from regular spike trains at
a rate Ri if Rc < Ri, or at a rate of 2Ri if Rc > Ri. Then,
spike jitter was introduced by in turn shifting each spike,
and all successive spikes, by a random amount. Each
random shift was drawn from an exponential distribution
with a constant mean and standard deviation σ{i,c}.
If this resulted in an inter-spike interval shorter than
an absolute refractory period (t r = 1 ms), the second
spike was removed. In all cases, the mean first spike
latency was corrected by subtracting the corresponding
mean from its pre-specified value. As a result, in each
spike train the average first spike latency was always
constant and the timing of successive spikes reflect
the cumulative jitter of all previous spikes. To include
level-dependent latency differences in MNTB neurons
(FitzGerald et al. 2001; Kopp-Scheinpflug et al. 2003), the
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relative inhibitory latency �t was further adjusted by a
delay of δt = –(Rc/Ri – 1) × 1.25 ms.

IID functions were obtained by measuring the average
firing rate of the simulated LSO neuron in 15 repetitions
of a 40 ms stimulus at different ratios of ipsilateral
and contralateral inputs. All differential equations were
integrated with the forward Euler method with a time step
of 10 μs, using Matlab (v. 7.5; The Mathworks, Natick,
MA, USA).

Results

Recordings were obtained from 59 (28 Kcna1+/+, 31
Kcna1−/−) IID-sensitive LSO neurons from 10 Kcna1−/−

mice and seven littermate controls. Immunocytochemical
staining confirmed that Kv1.1-containing channels are
well expressed throughout the Kcna1+/+ LSO (Fig. 2A),
although a tonotopic gradient, as described for the rat
LSO (Barnes-Davies et al. 2004), could not be confirmed
in mice. Juxtaparanodal Kv1.1 staining in the fibres
surrounding the LSO neurons suggests their importance

for maintaining axonal conduction (Fig. 2B). Kcna1−/−

mice showed Kv1.1 staining neither in the LSO nor
along their afferent input pathways verifying the complete
knockout of Kv1.1 (Fig. 2C and D). Immunostaining for
the Kv1.2 subunit, which heteromultimerizes with Kv1.1
showed that the LSO and the processes in both genotypes
had apparently normal morphology and Kv1.2 expression
(Fig. 2E–H). The juxtaparanodal localization of Kv1.1
channels in Kcna1+/+ mice is confirmed by subcellular
expression of voltage-gated sodium channels (NaV1.6)
in mature nodes of Ranvier, providing a typical triplet
staining (Fig. 2I and J). NaV1.6 channels are also present
in Kcna1−/− mice (Fig. 2K and L).

Kcna1−/− mice lack IID sensitivity corresponding
to contralateral sound positions

Previous studies of Kcna1−/− mice with an intact auditory
system reported proportional impairment in timing and
firing rate, with a minor effect in the excitatory pathway
(into the LSO via the VCN) and a larger effect in the

Figure 2. Kv1 expression in the mouse LSO
A and B, immunolabelling revealed both cellular and axonal Kv1.1 labelling in Kcna1+/+ tissue (A and B), while
no Kv1.1 expression was found in Kcna1−/− tissue (C and D); nuclei were visualized with DAPI. There was intense
staining of Kv1.2 in both Kcna1+/+ (E and F) and Kcna1−/− tissue (G and H). Co-labelling of juxtaparanodal Kv1
with nodal NaV1.6 showed the typical triplet staining of the nodes of Ranvier in wild-type tissue (I and J) but not
in Kcna1−/− tissue (K and L). In the latter, only NaV1.6 staining is present besides the DAPI. Low magnification
images (20×) are shown in A, C, E, G, I and K; squares indicate areas magnified in B, D, F, H, J and L, respectively.
Scale bars: low magnification: 100 μm, high magnification: 10 μm.
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inhibitory pathway via the MNTB (Kopp-Scheinpflug et al.
2003). To investigate the consequences of the differential
changes along these two input pathways for the integration
in LSO neurons, we analysed IID sensitivity in Kcna1−/−

and wild-type mice.
All LSO units in both genotypes responded with highest

firing rates to sound stimulation favouring the ipsilateral

ear (positive IIDs; Fig. 3A and B). Increasing the sound
intensity at the contralateral ear (towards negative IIDs)
progressively reduced the number of ipsilaterally evoked
APs (Fig. 3B). We compared normalized IID functions of
28 Kcna1+/+ (Fig. 3C) and 31 Kcna1−/− neurons (Fig. 3D)
and found the IID functions of Kcna1+/+ neurons to cover
the range of IIDs which a small headed species such as the

Figure 3. IID encoding in Kcna1+/+ and Kcna1−/− mice
A, dot raster display of the response of a representative unit to binaural stimulation (40 ms; CF at the respective
ear); ipsilateral: 20 dB above threshold; contralateral: levels between 0 and 90 dB SPL in steps of 5 dB (presented
in pseudorandom order; ordinate). Note that the firing rate decreased with increasing contralateral stimulus
intensities. B, normalized firing rate (same unit as in A) plotted for different IIDs, i.e. ipsilateral minus contralateral
intensity: positive IIDs representing higher ipsilateral and negative IIDs higher contralateral stimulus levels. Firing rate
at ipsilateral stimulation exclusively was set to 100%. Data points were fitted by a 4-parametric sigmoid function
(continuous line). From such fits, IID values corresponding to a 50% rate reduction (IID50) and the dynamic range
of the IID functions (grey shaded area) were determined for further analyses. C and D, IID functions obtained from
the LSO of Kcna1+/+ (C) and Kcna1−/− mice (D). While in the Kcna1+/+ LSO, IID functions are equally distributed
between negative and positive IIDs, in Kcna1−/− mice, IID functions do not seem to achieve 50% rate reduction
for negative IIDs. This is also shown by the uneven distribution of IID50 values between both genotypes (E). The
inset in E features the range of absolute ipsilateral intensities used for the recording of IID functions in wild-type
(grey) and knockout (white) LSO. F, within recordings from individual neurons, IID50 values shifted towards more
positive IIDs with increasing ipsilateral intensity. This increase was significantly larger in wild-types (grey). G, the
Kcna1−/− IID dynamic ranges (white) were larger and accompanied by shallower slopes.
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Table 1. Response features of IID sensitive LSO units

Kcna1+/+ Kcna1−/−

Parameter Mean ± S.E.M. Median 25% 75% n Mean ± S.E.M. Median 25% 75% n Test Significance

IID50 (dB) 9.7 ± 2.4 7.3 3.9 19.7 25 13.6 ± 1.7 12.6 9.3 18.1 20 MWRS-test P = 0.278
IIDdyn (dB) 33 ± 2 35 29 40 25 40 ± 2 40 35 50 20 t test P = 0.017
CFexc (kHz) 19.4 ± 2.3 13.4 10.5 27.0 28 15.2 ± 1.4 12.6 9.1 23.0 31 MWRS-test P = 0.233
CFinh (kHz) 18.8 ± 2.4 16.2 10.5 23.2 18 19.6 ± 2.5 19.1 9.0 27.0 22 MWRS-test P = 0.989
Q10 1.89 ± 0.22 1.54 1.08 2.61 28 1.49 ± 0.22 1.33 0.74 1.77 31 MWRS-test P = 0.103
Spont. rate
(spikes s−1)

2.5 ± 1.1 0.4 0.0 1.8 28 3.6 ± 1.9 0.1 0.0 0.9 31 MWRS-test P = 0.344

Max. rate
(spikes s−1)

168.1 ± 16.2 167.7 71.7 242.0 28 137.3 ± 18.5 128.0 46.3 212.5 31 MWRS-test P = 0.116

Thresholdexc

(dB SPL)
47 ± 3 50 34 59 28 56 ± 3 60.0 47 66 31 MWRS-test P = 0.036

Thresholdinh

(dB SPL)
43 ± 4 45 20 55 18 56 ± 3 58 45 70 22 MWRS-test P = 0.028

Latency (ms) 4.8 ± 0.5 4.0 3.7 4.6 25 5.2 ± 0.3 4.6 3.9 5.8 27 MWRS-test P = 0.056
Jitter (ms) 1.3 ± 0.7 0.3 0.1 0.6 25 1.1 ± 0.3 0.4 0.2 1.6 27 MWRS-test P = 0.079
ISIonset (ms) 3.55 ± 0.56 2.62 2.04 3.68 25 4.43 ± 0.59 3.18 1.81 6.71 27 MWRS-test P = 0.297

mouse could possibly encounter in a natural environment
(Fig. 3C; Chen et al. 1995). In contrast, IID functions
of Kcna1−/− neurons are limited to positive IIDs which
would correspond to ipsilateral sound positions (Fig. 3D).
To quantify the neurons’ IID sensitivity, a four-parametric
sigmoid function was fitted to the measured IID curves
(Tollin et al. 2008). For further analysis data were only
considered if the fit had a minimum of 95% correlation
(online Supplemental Material) and no sign of crosstalk
via bone conduction was observed. The latter would show
up as a secondary increase in firing rate for very high
contralateral intensities. The IID50 value was defined as
the IID resulting in a 50% reduction in maximum firing
rate (Fig. 3E). Mean IID50 values did not differ between
genotypes (P = 0.278; Table 1) but their distribution
was significantly restricted (P ≤ 0.05) in Kcna1−/−

mice.
Since the LSO rate-IID functions vary with changes

in overall sound intensity, we plotted the ipsilateral
intensity used for obtaining the IID curve (i.e. 20 dB above
threshold) for each neuron of either genotype versus their
respective IID50 (Fig. 3E). We observed a dependency of
IID50 values on ipsilateral intensity that confirmed the
relationship described in the literature (Tsai et al. 2010).
Still, even though the absolute ipsilateral intensities in
the Kcna1−/− mice cover a smaller range, they are not
different from those used for the wild-type experiments
(inset Fig. 3E; Table 1, Supplemental Material). Wild-type
neurons clearly show a shift in IID50 of 0.68 per dB
increase in ipsilateral intensity (Fig. 3F). In the Kcna1−/−

LSO units, however, we saw a significantly smaller shift of
IID50 with increasing ipsilateral sound levels (0.27 dB/dB;
P = 0.018, Fig. 3F). So, despite this correlation between
absolute intensity and IID50, the wide range of IID50 (from

−20 to+27) in wild-type mice contrasts with the restricted
IID50 range in Kcna1−/− mice (from +0 to +27).

In 76% of the wild-type neurons the contralateral
inhibitory input was stronger than the excitatory input,
resulting in positive IID50 values, whereas in 24% of the
neurons the excitation could only be inhibited by more
intense inhibitory stimuli (negative IID50). In contrast,
only a few Kcna1−/− neurons showed IID50 values close to
0 IID but not at negative IIDs (Fig. 3E). This restriction of
IID sensitivity to positive IIDs might imply that inhibition
in the knockout is more efficient, such that AP suppression
is already present at low contralateral stimulus intensities.
Or, alternatively, inhibition in the knockout may not be
sufficient when driven at high rates (negative IIDs). This
might explain why 23% of the Kcna1−/− neurons could
not reach IID50 (Fig. 3C and D). Neurons that are tuned to
negative IIDs require a strong inhibitory input, a condition
that might not be achieved in a large proportion of
knockout neurons. One possibility to increase the strength
of inhibition would be to increase intensity, but since the
loudspeaker output was limited to 90 dB SPL, this could
not be achieved in every case without introducing a ceiling
effect.

Another option is to change the timing of the inhibitory
input, by introducing a temporal lead for the contralateral
sound in the knockout mice. Exploiting the phenomenon
of time-intensity trading to increase inhibition efficiency,
Kcna1−/− neurons indeed showed IID50 where previously
it had been absent (Supplemental Material). To evaluate
the efficacy of inhibition we quantified the dynamic range
of the IID functions (IIDdyn: range over which changes in
IID induce significant changes in spike rates; shaded area
in Fig. 3B). IID functions in Kcna1+/+ neurons tended
to have steeper slopes around IID50, causing the average
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IIDdyn to be significantly smaller in the Kcna1+/+ mice
(P = 0.017; Kcna1+/+: 33 ± 2 dB; Kcna1−/−: 40 ± 2 dB;
Fig. 3G). In Kcna1−/− cells IID functions were shallow,
starting to decrease at significantly more positive IIDs
(ipsilateral intensity > contralateral intensity; IIDmax:
Kcna1+/+: 20 [16; 30] dB; Kcna1−/−: 30 [25; 43] dB;
P = 0.011; Fig. 3B–D). This suggests that the steeper the
IID function (the smaller the IIDdyn), the more distinct
the IID encoding by that neuron. Vice versa, in the
Kcna1−/− mice, IID tuning is more shallow and therefore
the encoding is less precise.

Responses to ipsilateral excitatory inputs in Kcna1−/−

mice are barely influenced by the lack of Kv1.1

Since in wild-type mice the Kv1.1 channel subunit is
expressed along both the excitatory and the inhibitory
pathway as well as in LSO neurons itself, the lack
of sensitivity to negative IIDs for Kcna1 knockouts
could arise from each of the upstream processing levels.
Differentiation of changes in the IID sensitivity arising in
the LSO from inherited changes in the inputs was achieved
by analysing the response characteristics to exclusively
ipsilateral excitatory inputs.

Since the range of CFs was the same for both
genotypes, we can assume that the sampled neuron
population was similar (Table 1, Supplemental Material).
The role of Kv1.1-containing channels in determining
the excitability of LSO neurons was investigated by
analysing sound driven and spontaneous firing rates.
Spontaneous rates were generally low in LSO neurons
of both genotypes with no significant difference between
the two (P = 0.344; Kcna1+/+: 0.4 [0.0; 1.8] spikes s−1,
n = 28; Kcna1−/−: 0.1 [0; 0.9] spikes s−1, n = 31; Table 1;
Supplemental Material). LSO neurons must accurately
differentiate evoked from spontaneous activity in order to
act as interaural level detectors. This sound-evoked firing
threshold was significantly elevated for the excitatory input
of Kcna1−/− LSO (thresholdexc: P = 0.036; Kcna1+/+:
50 [34; 59] dB SPL; Kcna1−/−: 60 [47; 66] dB SPL;
Table 1; Supplemental Material). Starting at the respective
activation threshold, firing rates increased with ipsilateral
stimulus intensity until reaching a plateau or decreasing
again. Correct integration of excitation and inhibition
requires an appropriate level of inhibition to balance
the suprathreshold excitability. Therefore the absolute
maximum firing rates were measured from the rate-level
function at each neuron’s CF; and these rates were
found to be similar between Kcna1−/− and wild-type
mice (P = 0.116; Kcna1+/+: 168 [72; 242] spikes/s,
n = 28; Kcna1−/−: 128 [46; 213] spikes/s, n = 31; Table 1;
Supplemental Material).

The rate-code of sound intensity is one aspect
of IID processing by LSO neurons, but in addition

accurate integration of excitation and inhibition requires
temporal coincidence of inputs from both ears. Previous
studies of auditory brainstem neurons have shown that
Kv1.1-containing channels are essential for fast and precise
onset firing to acoustic stimulation (Trussell, 1999; Bal &
Oertel, 2001; Gittelman & Tempel, 2006). In the present
study ipsilateral, excitatory stimuli evoked similar onset
responses in the Kcna1−/− LSO neurons compared to the
wild-type (latency: P = 0.056; Kcna1+/+: 4.0 [3.7; 4.6] ms,
n = 25/28; Kcna1−/−: 4,6 [3.9; 5.8] ms, jitter: P = 0.079;
Kcna1+/+: 0.3 [0.1; 0.6] ms, n = 25/28; Kcna1−/−: 0.4 [0.2;
1.6] ms n = 27/31; Table 1, Supplemental Material). In
summary, the analysis of LSO responses to stimulation of
the excitatory pathway revealed a 10 dB shift in threshold
while all other parameters remained unchanged (Table 1).
Hence, the change in the distribution of IID functions
must originate in the inhibitory pathway.

Contribution of the inhibitory input to IID
encoding in Kcna1−/− mice evaluated by
computational modelling

The inhibitory input to the LSO is not directly accessible
by in vivo extracellular recording (because we cannot
measure the IPSPs). An indirect measure of inhibition,
however, is still possible by assessing the suppression of
ipsilaterally evoked firing. Inhibitory response maps are
acquired by presenting an excitatory stimulus 20 dB above
threshold and simultaneously stimulating the inhibitory
ear with various frequency/intensity combinations. This
two-tone-tuning revealed similar inhibitory CFs for
both genotypes (CFinh: P = 0.989; Kcna1+/+: 16.2 [10.5;
23.2] kHz; Kcna1−/−: 19.1 [9.0; 27.0] kHz, Table 1;
Supplemental Material). Inhibitory input thresholds were
elevated to the same extent as those of the excitatory
input; i.e. keeping threshold differences between both
inputs stable in Kcna1−/− compared to Kcna1+/+ mice
(thresholdinhib: P = 0.028; Kcna1+/+: 45 [20; 55] dB SPL;
Kcna1−/−: 58 [55; 70] dB SPL; Table 1; Supplemental
Material).

Our previous electrophysiological results indicate that
the temporal precision of inhibitory responses may play
a role, but this cannot be assessed using extracelluar
recording. Therefore we employed a computational
model of an exemplary LSO neuron to address this
issue. The model neuron was implemented as a leaky
integrate-and-fire unit, using the neuronal properties of
a wild-type LSO neuron (see Methods), which included
the respective bilateral synaptic input. The properties of
sound-evoked responses in VCN and MNTB neurons in
Kcna1+/+ and Kcna1−/− mice were simulated by creating
synthetic input spike trains with the respective spike jitter
and first-spike latencies that we observed in our preceding
study (Kopp-Scheinpflug et al. 2003).
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This model allowed us to separately study the effects
of increased inhibitory jitter and latency and to identify
the crucial temporal feature for precise and effective IID
encoding. For evaluation of IID sensitivity, the spike rates
of the simulated neuron were calculated for different
combinations of fixed ipsilateral and variable contralateral
input spike rates. An example of simulations with input
spike train parameters typical for Kcna1+/+ mice is shown
in Fig. 4A–C. Here, the ratio of ipsilateral vs. contra-
lateral spike rates was systematically increased, and the
spike threshold of the LSO neuron was adjusted such that
every volley of ipsilateral input spikes leads to a response,
unless the inhibitory inputs are sufficiently strong to pre-
vent a suprathreshold LSO response. When inhibition is
weak (ratio contra/ipsi: 0–0.75), it arrives with a delay
and does not coincide with excitatory synaptic input.
Under these conditions the LSO neuron always follows the
ipsilateral excitatory input. At the point where the contra-
lateral firing rate matches that of the ipsilateral input,

inhibition becomes more effective, and the response of
the LSO gradually decreases (Fig. 4B, C). For a strong
contralateral input, the inhibitory conductance is tonically
active (Fig. 4A), and eventually this prevents all AP firing
in the LSO neuron. No simple manipulation such as
modifying the relative input strength or number of inputs
will change this tuning (not illustrated). Therefore, as
suggested previously (Reed & Blum, 1990; Park et al. 1996),
tuning to different IIDs in LSO neurons is likely to be
achieved by different combinations of ipsi- and contra-
lateral thresholds, or rate-level relationships. For instance,
an LSO neuron with negative IID should have an MNTB
input with a less steep rate-level relation than the VCN
input. The converse would be the case for positive IIDs.

High sound intensities usually evoke high firing rates
but also induce a decrease in first spike latency (FitzGerald
et al. 2001; Kopp-Scheinpflug et al. 2003). Such a latency
decrease for a strong contralateral input must also be
considered to achieve a full inhibition of AP firing in the

A

B
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C D E

Figure 4. Computational modelling of IID tuning in Kcna1+/+ and Kcna1−/− LSO neurons
A, excitatory (red, gexc) and inhibitory (blue, ginh) synaptic conductance and membrane potential (V , black trace
below respective conductance traces) of an LSO neuron for different spike rates of the contralateral, inhibitory
input (expressed as the ratio of contralateral and ipsilateral spike rates indicated on the left side). Parameters were:
ipsilateral spike jitter S.D.0.15 ms, contralateral spike jitter S.D. 0.4 ms, relative mean latency 1.4 ms. B, APs (dots)
of a simulated LSO neuron during 10 repetitions of a 40 ms stimulus under the conditions described in A. C, the
resulting IID tuning curve of the simulated LSO neuron. The inset shows the firing rates of a prototypic VCN (black)
and MNTB (grey) neuron for the respective input conditions. D and E, effects of changing the AP jitter (D) and
first spike latency of spikes in the contralateral input (relative to the ipsilateral input) (E). All remaining parameters
are the same as in A. Firing rate begins to decrease at lower contralateral rates in the presence of larger jitter and
slopes of IID functions decrease. First-spike latency of contralateral spikes has a weaker influence on the response
of the simulated LSO neuron. F, examples of simulated synaptic conductance and LSO spike trains (design same
as in A) for an increased contralateral latency (top four traces) and jitter (bottom four traces). Dots indicate single
APs. G, simulated IID tuning curves for the control case (as in A–C), for an increased contralateral jitter, for an
increased latency, and for the combination of both. In all simulations, the ipsilateral input had a spike rate of
250 Hz, and the contralateral input was varied from 0 Hz (ratio = 0) to 500 Hz (ratio = 2).
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LSO. This can be seen in the spike raster plots in Fig. 4B,
illustrating that early spikes are not inhibited except for
very high contralateral rates (i.e. short latency). Without
a level-dependent latency decrease, these responses would
not be inhibited at all (Park et al. 1997). Hence this model
shows that both the ratio of contralateral and ipsilateral
input strength and the timing of the APs in the respective
input determine IID sensitivity.

These results suggest that a less effective inhibition due
to lower maximum firing rates and longer latencies in the
MNTB of Kcna1−/− mice could account for the observed
insufficient inhibition in LSO neurons (Fig. 3D). Yet, it
is still unclear why these LSO neurons typically favour
positive IIDs (Fig. 3E), since a reduced inhibitory input
from the MNTB would predict a shift towards more
negative IIDs. Therefore, we investigated how increased
AP jitter and latency in the contralateral inhibitory input
could affect the IID-tuning properties of the simulated
LSO neuron.

Simulations with different amounts of AP jitter in the
contralateral input show that a modest jitter of 0.8 ms (i.e.
wild-type) causes suppression of the LSO firing even at
low contralateral spike rates (Fig. 4D). In the presence of
stronger jitter (i.e. knockout) the IID functions begin to
decrease at lower contralateral rates. As a consequence, the
rate-dependent decrease of the IID function is shallower,
and encoding of IIDs is less precise. This is caused by
the increased temporal dispersion of inhibitory synaptic
events, such that a temporally broadly distributed, but
weak inhibition is present already at low contralateral
firing rates (Fig. 4F , bottom). At the same time, increasing
jitter also prevents full inhibition at high contralateral rates
(Fig. 4D, arrow), because now inhibition no longer reliably
coincides with excitatory events, especially for the early
ipsilateral spikes (Fig. 4F , bottom). Overall, these effects
are consistent with the tendency towards more positive
IIDs, the loss of precise tuning and the lack of sufficient
inhibition observed in Kcna1−/− mice (Fig. 3). It is also
worth mentioning that averaging of IPSPs from multiple
inhibitory inputs improves the tuning even in the pre-
sence of strong contralateral jitter. In the same simulations
with just a single inhibitory input, IID tuning is almost
completely abolished even at modest amounts of jitter
(not illustrated).

Compared to the jitter, the first spike latency of contra-
lateral spikes has a weaker influence on the response of
the simulated LSO neuron, at least for modest changes
(Fig. 4E). An increase in latency by up to a factor of two
primarily prevents inhibition of early spikes, and hence
prevents complete inhibition also during high contra-
lateral rates. Only if the latency of one input is strongly
increased or decreased, such that the excitatory and
inhibitory synaptic inputs coincide again but at later cycles
of the stimulus, do the IID functions become shallower
and begin to drop already at low contralateral rates. In our

simulations, such latency differences between the ipsi- and
the contralateral input amount up to at least 3 ms, which
is longer than the typical latency difference observed in
Kcna1−/− mice. Therefore, it seems more likely that the
genotype specific difference in the IID tuning is caused
by an increase in the jitter of the contralateral inhibitory
input rather than its latency. When both the contralateral
jitter and latency are increased simultaneously, the effect
is similar to that of an increase in jitter alone (Fig. 4G).

Finally, for strong jitter or small latencies, the IID curves
show a second peak at a firing rate ratio of 1.25. This is
caused by the de-synchronisation of the two spike trains
due to the imposed rate difference, which is amplified
in these cases because strong jitter renders inhibition less
effective. It is unclear whether this effect is present in the
data because the model actually predicts a weak effect
(Fig. 4G), which would be difficult to separate from the
overall variability of the experimentally measured tuning
curves.

Discussion

The importance of Kv1.1 containing channels for AP
timing was used as a tool to study the contribution of
precise onset firing to the encoding of sound source
location based on the integration of interaural intensity
differences (IIDs). We showed a lack of sensitivity to
negative IIDs in mice lacking Kv1.1 containing channels,
i.e. neurons in the knockout LSO preferably encode
ipsilateral sound positions. Shallower slopes of individual
IID functions in knockout LSO neurons resulted in more
ambiguous and less precise IID encoding. The objective of
our study was then to experimentally and computationally
dissect whether temporal features or a change in the rate
code along the excitatory and/or the inhibitory pathway
caused the reduction in IID resolution. Our results suggest
that Kv1.1 containing channels mediate a temporally
precise onset inhibition which is required for correct
encoding of sound source locations via IIDs in the mouse
LSO.

Possible contribution of axonal/dendritic Kv1.1
containing channels to IID tuning in Kcna1−/− mice

The contralateral inhibitory pathway significantly exceeds
the ipsilateral excitatory one in axonal length. Extracellular
recordings did not allow us to test how LSO neurons cope
with the increased jitter of inhibitory responses directly.
However, temporal accuracy in the LSO during ipsilateral
excitatory stimulation was not significantly decreased
suggesting that (a) the intrinsic properties of LSO neurons
are only a little affected by the knockout and (b) that
jitter arising along the axons can be compensated for
by temporal summation of several inputs. In contrast,
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the MNTB relies on one calyceal input and is therefore
more susceptible to temporal ambiguity provided by the
input. Indeed, effects on latency, jitter and firing rate
were most pronounced for the inhibitory pathway and
were already monitored at the level of the calyx of Held
(Kopp-Scheinpflug et al. 2003). These effects are likely to
originate from the lack of Kv1.1-containing channels in
the juxtaparanodal regions of the nodes of Ranvier along
the axons (Wang et al. 1993; Rasband & Trimmer, 2001).

Regenerative axonal APs are characterized by a
prominent depolarizing after-potential thought to result
from the partial discharge of the internodal membrane
caused by nodal currents during an AP (for review
see: Baker, 2000). In Kcna1−/− mice, Kv1 channels
in the juxtaparanodal regions, which usually provide
sufficient outward currents, might fail to limit nodal
depolarization. Thus, as suggested by Gittelman & Tempel
(2006), during ongoing AP firing in Kcna1−/− axons
the resting membrane potential would depolarize slightly
and inactivate sodium channels at the nodes of Ranvier
(Leao & Von Gersdorff, 2002), thereby reducing the
number of APs. A slight imperfection in the use of
knockout mice is the possibility of compensation, in this
case by other Kv1 channel subunits, i.e. Kv1.2 or Kv1.6.
Voltage-clamp experiments in brain slices of Kcna1−/−

mice showed dendrotoxin-sensitive potassium currents to
be reduced compared to wild-type currents (Brew et al.
2003), suggesting possible compensation to be incomplete.
Another approach to studying Kv1.1 function uses a
point mutation in the Kcna1 gene which results in a
more severe phenotype most likely because wild-type
Kv1.2 or Kv1.6 subunits become non-functional due to
their heteromultimerization with mutant Kv1.1 subunits
(Herson et al. 2003). In this case, however, the phenotype is
so strong that the homozygote mutants die embryonically
and only heterozygotes can be studied. It would therefore
be interesting to elucidate the contribution of Kv1.1
containing channels to axonal conduction in future work.

Jitter in the inhibitory input causes lack of IID sensitivity
corresponding to contralateral sound positions.

We were unable to entirely clarify why Kcna1−/−

units appear to exclusively encode positive IIDs. The
presence of IID functions in both genotypes shows
that the general anatomical circuit has not failed to
develop in the absence of the Kcna1 gene; excitation
is conveyed by ipsilateral stimulation and inhibition
by contralateral stimulation. However, the limitation of
IID sensitivity to positive IIDs, where lower inhibitory
stimulus intensity is necessary to suppress the ipsilaterally
evoked firing, seemed unexpected. The severely affected
signal processing in the MNTB intuitively supported the
hypothesis of a shift of IID functions towards negative IIDs
requiring more intense inhibitory stimuli to compensate
for the delay and the lower firing rate (Kopp-Scheinpflug
et al. 2003). As reported by Park et al. (1996), there

are two possibilities for LSO cells to encode negative
IIDs: in neurons with matched latencies for excitatory
and inhibitory inputs of equal strength, threshold of the
inhibitory input ought to be higher, while in neurons
with a temporal mismatch of the excitatory and inhibitory
inputs, longer latencies of the inhibitory input would cause
sensitivity to negative IIDs. In both cases, a more intense
inhibitory stimulus would be necessary to reduce firing
rate to trade time for intensity (Pollak, 1988; Grothe &
Park, 1995). We conclude that Kcna1−/− neurons that are
configured to matched latencies would not receive a proper
input because of the increased latency and jitter of the
inhibitory input and thus fail to encode negative IIDs. In
neurons with mismatched latencies, again the additional
delay of the MNTB responses might prevent the inhibition
from being effective.

Both of the above scenarios lead to the inability to
suppress 50% or more of ipsilaterally evoked firing rate in
the range of negative IIDs. Neurons that showed inhibition
weaker than 50% were not included in the comparison
of IID50 values. Increased thresholds in the Kcna1−/−

mice and the limitation of the loudspeaker output to
90 dB SPL did not allow a further increase in intensity
to compensate (trade) for the delayed latencies without
encountering a ceiling effect. An alternative strategy to
test the hypothesis of the delayed inhibitory input was to
allow the inhibitory stimulus to start early compared to
the excitation. Following the paradigm of time–intensity
trading (Pollak, 1988), the presentation of the contra-
lateral stimulus in advance to compensate for the delayed
inhibitory input caused those Kcna1−/− neurons to regain
sensitivity to negative IIDs (Supplemental Material). This
demonstrates that in Kcna1−/− neurons delayed inhibition
could cause the lack of negative IIDs.

Insights from the computational model

Our computational model could reliably reproduce the
shallower slopes along with significantly broader dynamic
ranges of IID functions, the reduction of firing rates
already at lower contralateral stimulus intensities and the
less effective inhibition for high contralateral stimulus
intensities in Kcna1−/− units. These effects could all be
attributed to the substantial AP jitter in the contralateral
input. The analysis of the model further showed that
differences in IID tuning are most likely to be due to
different matched combinations of the intensity–response
relationships for the two inputs. A more negative IID,
for instance, would require a weaker increase of the
intensity–response curve for the contralateral input. This
finding is consistent with earlier proposals by Reed & Blum
(1990) and Park et al. (1996).

Specifically, the model shows that precisely timed
inhibition is required for effective IID tuning. While
this is the case in wild-type mice, where the inhibitory
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PSPs from the MNTB show little temporal jitter, IPSPs
in Kcna1−/− units are substantially spread out in time,
thereby reducing the effectiveness of inhibition. At the
same time, this increases the probability of inhibition
even for low contralateral rates, which would normally
have no effect because then ipsilateral EPSCs and contra-
lateral IPSCs do not coincide. As a result, IID tuning
curves begin to drop at lower contralateral firing rates in
simulated Kcna1−/− units, and complete inhibition cannot
be achieved. A comparison also showed that differences
in absolute latency are less important for these effects;
they rely primarily on the increased spike jitter. This
finding might explain why this impairment cannot be
compensated for, since in this case information about the
true IID is irreversibly lost along the pathway from the
contralateral ear and cannot be restored at a later stage. For
instance, compensation through LSO-intrinsic changes of
excitability involving Kv channels in the knockout is very
unlikely to recover the original IID tuning. Therefore, we
did not further explore potential effects of the different
intrinsic properties in the knockouts that might change
synaptic integration in LSO neurons themselves.

Behavioural relevance of precise onset timing
in IID processing

The significance of submillisecond timing for IID
encoding is not well understood. Precisely timed
inhibitory inputs have been shown not to be required for
IID encoding in the sustained response of LSO neurons.
However, timing has been implied to be important for
generating IID sensitivity at the stimulus onset as well
as in LSO neurons tuned to low-frequency sounds (Park
et al. 1996, Irvine et al. 2001). Studies using correlated
vs. uncorrelated noise to evaluate the contribution of
temporal acuity to IID sensitivity show subtle differences
between the two conditions that could be explained
by differences in temporal information available for
IID processing (e.g. Fig. 8 in Tollin & Yin, 2002).
When studying the onset rather than the ongoing IID
sensitivity, temporally precise inhibition will cause a
sudden reduction of the ipsilateral rates resulting in a small
dynamic range of the IID functions and unambiguous IID
coding. Less efficient inhibition will need longer (or be
stronger activated) to reduce the ipsilateral rates. This
results in larger dynamic ranges of the IID functions
and more ambiguous IID coding. The combination of
reduced maximum firing rates and increased jitter of the
inhibitory input into the LSO diminishes the extent of
IPSP summation resulting in less effective inhibition and
a limitation if IID sensitivity corresponding to only one
hemifield. From the perspective of the inferior colliculus
(IC), which integrates the information from both LSOs,
each LSO provides the encoding of only one hemisphere

in Kcna1−/− mice. Integration of the two datasets in the
IC might reflect the complete azimuth, but with only
half the resolution. This then results in severely limited
behavioural performance of sound source discrimination
tasks in mice lacking the Kcna1 gene (Allen et al. 2003)
although more general auditory tasks were performed
without obvious restrictions (Allen et al. 2008).
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