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Abstract
By studying the primary forebrain auditory area of songbirds, field L, using a song-inspired
synthetic stimulus and reverse correlation techniques, we found a surprisingly systematic
organization of this area, with nearly all neurons narrowly tuned along the spectral dimension, the
temporal dimension, or both; there were virtually no strongly orientation-sensitive cells, and in the
areas that we recorded, cells broadly tuned in both time and frequency were rare. In addition, cells
responsive to fast temporal frequencies predominated only in the field L input layer, suggesting
that neurons with fast and slow responses are concentrated in different regions. Together with
other songbird data and work from chicks and mammals, these findings suggest that sampling a
range of temporal and spectral modulations, rather than orientation in time-frequency space, is the
organizing principle of forebrain auditory sensitivity. We then examined the role of these acoustic
parameters important to field L organization in a behavioral task. Birds’ categorization of songs
fell off rapidly when songs were altered in frequency, but, despite the temporal sensitivity of field
L neurons, the same birds generalized well to songs that were significantly changed in timing.
These behavioral data point out that we cannot assume that animals use the information present in
particular neurons without specifically testing perception.
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Introduction
Songbirds, like humans, learn their complex, highly individualized vocalizations (songs, Fig.
1A) during a hearing-dependent process early in life, and there has been much study of the
brain areas (primarily in males) involved in producing these sounds (Konishi, 1985;Doupe
and Kuhl, 1999; Zeigler and Marler, 2004; Mooney, 2009). However, both male and female
birds also listen to songs, which are replete with information - about who a bird is, both as
an individual and as a local group- and species-member, as well as about a bird’s fitness
(Searcy and Nowicki, 1999,Stoddard et al., 1991). In addition, both males and females have
a life-long capacity to learn to recognize the songs of other individuals (for example
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Kroodsma et al., 1982;Nelson, 1989;Nelson and Marler, 1989,Gentner and Hulse,
1998;Vignal et al., 2008 ). Songbirds thus provide an excellent model both for examining
how complex, natural sounds are represented in higher auditory processing areas, and for
examining which aspects of these sounds matter for pattern recognition.

Consistent with the importance of sound to songbird vocal behavior, the songbird brain has
long been known to contain some of the most complex and selective auditory neurons ever
identified, so-called ‘song-selective’ neurons. These cells respond much more strongly to the
bird’s own song than to songs of other individuals of the same species (conspecifics) or even
the bird’s own song played in reverse order (Margoliash, 1983; Margoliash & Fortune,
1992; Lewicki & Konishi, 1995; Doupe, 1997; Mooney, 2000; Rosen & Mooney, 2003).
Such neurons are found throughout the set of higher brain areas involved in controlling song
(the ‘song system’; Nottebohm et al., 1976), including the sensorimotor nucleus HVC (Fig.
1B), and are thought to be important in learning and producing song.

Such extreme selectivity is likely to be generated by a hierarchy of areas that gradually
transform responses from simple to complex. Moreover, songbirds must have auditory
neurons that are not restricted in their responsiveness to bird’s own song, neurons that could
function in the many other auditory recognition tasks that birds perform. Candidates for
neurons with an intermediate level of selectivity are found in a group of high-level auditory
areas immediately afferent to HVC, especially the caudomedial mesopallium (CM) and the
caudomedial nidopallium (NCM; Fig. 1B; Gentner, 2004;Mello et al., 2004). Neurons in
these areas respond strongly to a variety of naturalistic stimuli including conspecific songs,
not just to the bird’s own song (Stripling et al, 1997;Gentner and Margoliash, 2003). These
areas are intriguing but still poorly understood, with cells that respond to many songs
intermingled with cells that respond selectively only to features of a few songs. Furthermore,
responses in these areas appear to be strikingly sensitive to recent experience, even in adult
birds, adding an additional layer of complexity (Gentner and Margoliash, 2003;Mello et al.,
1995;Kruse et al., 2004).

Given the complexity of the intermediate areas, for our experiments aimed at understanding
how natural auditory stimuli are represented in the brain, we turned first to the primary
auditory area known as field L. This region is analogous to the primary auditory cortex of
mammals, and forms a gateway for auditory information to reach forebrain areas involved in
song production and recognition (Wild et al., 1993; Fortune and Margoliash, 1995; Fig. 1B).
In this article we first review our recent single and multi-unit studies of field L (Nagel and
Doupe, 2008), using a rich song-inspired synthetic stimulus and reverse correlation
techniques (Eggermont et al., 1983; Depireux et al., 2001; Kim and Rieke, 2001; Miller et
al., 2002; Escabi et al., 2003; Theunissen et al., 2000), which allowed us to provide new
insights into the organization of this area. Second, we describe how, armed with knowledge
about which features of stimuli are important to field L neurons, we asked which features
birds rely on behaviorally to decide which song they have heard in a particular task, and how
these might relate to the field L representation (Nagel et al., in review).

The organization of time and frequency encoding in field L
Stimulus design

Studies using simple tonal stimuli have identified multiple tonotopic maps in the field L
complex (Scheich et al., 1979; Heil and Scheich, 1985; Gehr et al., 1999; Terleph et al.,
2006), while anatomical studies have identified three layers (L1, L2, and L3) that differ in
their connectivity and cytoarchitecture (Fortune and Margoliash, 1992). Layer L2 receives
thalamic input, while L1 and L3 project to higher auditory areas (Wild et al., 1993; Vates et
al., 1996). Although stimuli such as tones or noise bursts often drive field L cells well, these
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neurons are also extremely responsive to conspecific songs. Songs and simpler synthetic
stimuli derived from them, in combination with reverse correlation methods, have been very
useful in fleshing out the properties of field L and surrounding regions (Woolley et al., 2005,
2006, 2009; Sen et al, 2001, Hsu et al., 2004, Nagel and Doupe, 2006, 2008).

To systematically study field L we wanted a stimulus that maintained some of the spectro-
temporal complexity of song while nonetheless being simple and mathematically well-
behaved enough to use with reverse correlation approaches. These methods, in which the
neural response to the input is used to estimate the neuron’s receptive field, require a
stimulus that is free of correlations (which generate artifactual receptive fields) or at least a
stimulus in which correlations can be mathematically corrected for (Eggermont et al., 1983;
Ringach and Shapley, 2004; Theunissen et al., 2000).

We therefore designed a stimulus that sampled a wide range of time and frequency
combinations in an unbiased way. The stimulus consisted of 32 logarithmically spaced
frequency bands (Figure 1C, column 1), each modulated independently by a different time-
varying amplitude envelope (column 2). These frequency bands were then summed to
produce the final signal (column 3). The amplitude envelopes were designed such that the
log amplitude of each band was a random Gaussian noise signal with an exponential
distribution of frequencies. Frequency bands were Gaussian in log frequency and overlapped
by one standard deviation. Full details of the stimulus construction can be found in Nagel
and Doupe (2008). As a result of its construction, the frequency content of our stimulus
varied randomly and smoothly in time. This can be seen in the spectrogram of the stimulus
(Figure 1C, third column, second panel), which shows the intensity of sound at each
frequency as a function of time. Frequency peaks in the stimulus are broader and last longer
than those in white noise (a segment of white noise is shown for comparison in the bottom
panel of the third column, Fig. 1C). Local correlations such as those in our stimulus are
found in most natural sounds, including song, speech, and environmental noise (Singh and
Theunissen, 2003). They enabled our stimulus to drive field L neurons more effectively and
reliably than white noise.

We obtained neurons’ spectro-temporal receptive fields (STRFs) by playing 50–100 trials of
our stimulus to each cell and calculating the average spectrogram preceding a spike, then
“decorrelating” the resulting spike-triggered average (STA). STRFs estimated from true
natural stimuli (Sen et al., 2001; Machens et al., 2004; Ringach et al., 2002) can be distorted
by high-order stimulus correlations (Sharpee et al., 2006). Our stimulus had a known
correlation structure, ensuring that the influence of such correlations on our STRFs could be
removed through decorrelation. Decorrelation generally sharpened the shape of the STRF
without significantly altering its features. All of our analyses, with the exception of the
multi-unit mapping study described later, were performed on decorrelated STRFs.

Types of STRFs
We obtained significant STRFs from more than 80% of the 81 single units we recorded in
five birds. Half of the stimulus trials we played to each cell contained unique random
Gaussian noise signals in each frequency band, to broadly sample the space of time-
frequency combinations, while half contained repeats of the same (randomly assigned) noise
segment. Unique segments were used to estimate the STRF for each neuron, while responses
to the repeated segments were used to test how well the calculated STRF could predict the
actual response of a neuron (using both the STRF and an estimate of non-linear aspects of
the neuron’s response, see Nagel and Doupe, 2008). The goodness of predictions was
assessed by measuring the correlation coefficient between predicted and actual STRFs, so
that perfect prediction of the actual firing using the STRF would give a value of 1. Across
our entire set of cells, these correlation coefficients averaged 0.52 +/− 0.14, but could range
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as high as 0.8 (see Figure 2 for individual examples from the range of correlation
coefficients).

Although the shapes of the STRFs we recorded were diverse, three patterns emerged
repeatedly (illustrated in Figure 2). Figure 2A shows a cell that is tightly tuned in both time
and spectrum. It has a single central positive peak, 3.3 ms wide in time, and 0.3 octaves
wide in frequency (widths were obtained from a fitting procedure described below, and in
detail in Nagel and Doupe, 2008). This peak is flanked by prominent negative sidebands in
both frequency and time, giving the cell strong sensitivity to both spectral and temporal
features. As expected from its temporal sensitivity, the PSTH of this cell’s response to
repeated trials (Figure 2A, right panel, black line) shows rapid fluctuations over a 100 ms
interval.

Figure 2B shows a cell selective for temporal features. It has positive and negative subfields
arranged sequentially in time; the highest positive peak is just 2.6 ms wide, but extends over
0.7 octaves in frequency. Finally, Figure 2C shows a cell tuned for spectral features. It has a
single long positive peak that extends over 13.4 ms in time, but is constrained to less than
0.3 octaves in frequency. This peak is flanked by negative spectral sidebands, giving it
sensitivity to spectral differences or modulations.

Distribution of STRF types
To describe the distribution of STRF shapes in our population quantitatively, we fit each
STRF to a bivariate Mexican hat model (see Nagel and Doupe, 2008 for details). This model
is able to capture many aspects of each STRF, including its preferred frequency and latency,
its widths in spectrum and time, and its selectivity for spectral features, temporal features, or
both. To examine the entire distribution, we plotted the fitted spectral versus temporal
widths for all cells. This revealed a striking L-shaped distribution (Figure 3A; qualitatively
similar although slightly noisier results were obtained by measuring the half-width of
temporal and spectral cross-sections through the peak of each STRF). All but two cells were
less than 0.6 octaves wide in spectrum and/or less than 7 ms wide in time. The locations of
the example cells from Figure 2 are given by blue (spectro-temporal), green (temporal), and
red (spectral) squares, and represent the hinge and the two arms of the distribution,
respectively. The distribution of cells along the two axes suggests that all STRFs are
narrowly tuned in at least one dimension while integrating over a range of different times
and bandwidths in their other (nontuned) dimension. Cells that integrate broadly over both
dimensions were rare.

We also observed very few STRFs showing strong orientation in time-frequency space and
hence selectivity for upward or downward frequency sweeps (Figure 3B). We quantified
orientation selectivity by fitting the STRFs to a slightly more complex version of our model
that included an orientation parameter (see Nagel and Doupe, 2008; similar results were
obtained using a direct measure of symmetry of the spectro-temporal modulation spectra of
the STRFs). Most cells had orientation indices near zero (standard deviation = 8.5º),
confirming that most cells in our population were un-oriented, and closely aligned to the
temporal and/or spectral axes.

Anatomical distribution of STRFs
Because field L is composed of several subregions (Fortune and Margoliash, 1992),
including the thalamo-recipient area L2 input and its output areas L1 and L3, we examined
whether the different STRF types were localized to different regions within field L. To do
so, we performed multiunit mapping studies in birds sedated with diazepam or urethane. In
each experiment, we advanced a four- or eight-electrode linear array in steps of 100–200
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mm through the field L complex, and recorded single or multiunit responses to our stimulus
on all channels at each depth. After making marker lesions and perfusing, we prepared
transverse sections of each brain, and stained alternate sections with Nissl and with an
antibody against the cannabinoid receptor CB1 that selectively labels the input area L2
(Soderstrom et al., 2004; Fig. 4A).

In particular, we examined the temporal tuning of sites across the layers of field L by
calculating the temporal best modulation frequency (temporal BMF, measured from the
modulation spectrum of the STA, see Nagel and Doupe, 2008 for details) of STAs obtained
from sorted single-unit or multiunit activity at each site. BMF is a measure of temporal
width that can be calculated directly from raw STAs without fitting. Figure 4B shows
temporal BMF as a function of recording location in a representative experiment. Recording
sites with high temporal BMFs (narrow temporal tuning) were constrained to a narrow
region of each penetration that corresponds to L2. Recording sites with low temporal BMFs
(broad temporal tuning) were more common above and below the region of fast cells, in L1
and L3. This finding was consistent across all birds in which we mapped field L.

Summary and discussion of field L recording
In summary, in the zebra finch auditory forebrain we observed a highly structured
distribution of STRF shapes along the axes of spectrum and time. STRFs were generally
narrowly tuned along the spectral axis, temporal axis, or both. Strongly oriented sweep-
selective cells, and broadly tuned cells that would act as overall sound level detectors, were
rare in the forebrain population that we sampled. A recent study in zebra finches examining
single unit responses to songs rather than to our naturalistic stimulus (Woolley et al., 2009)
found evidence for functional groups of STRFs largely similar to those we describe here,
except for differences in timing attributable to the use of a more complex stimulus, and
evidence for a slightly larger number of broadly tuned neurons, although these were still
rare. This distribution of response properties may be related to the structure of many natural
sounds—including both zebra finch song and human speech—which are dominated by pure
temporal and pure spectral features, and contain comparatively few strongly oriented
spectro-temporal sweeps (Singh and Theunissen, 2003; Woolley et al., 2005, 2009).
Moreover, we found that cells with different STRFS also appear to obey a structured
anatomical distribution. Cells tuned to fast temporal frequencies dominated in L2, while
cells that integrated over longer time intervals were concentrated in fields L1 and L3. This
may be a general phenomenon in the avian auditory forebrain: studies in chick using simpler
stimuli also suggested an orderly spatial arrangement of spectral and temporal bandwidths
and of latencies in field L, with differences in temporal resolution between L2 and the upper
layers similar to those in songbirds (Heil and Scheich, 1991a, b, 1992; Heil et al., 1992).
Although much remains to be investigated, the gradient of receptive field structure along an
anatomical axis in field L raises the provocative possibility that an initial layer of cells
tightly tuned for both time and frequency gives rise to output layers still highly frequency-
tuned, but with much broader temporal tuning.

Influence of time and frequency cues on zebra finch categorization of
songs

While much progress is being made in studying central neural representations of complex
stimuli in field L and elsewhere, the relationship between these representations and animals’
recognition and classification behavior remains less well understood. Many physiological
studies assume that animals classify stimuli as we do (Hung et al. 2005, Kreiman et al.
2006), or explicitly train animals on categories chosen by experimenters (Freedman et al.
2001). In addition, many investigations have focused on the visual system, using patterns

Nagel et al. Page 5

Hear Res. Author manuscript; available in PMC 2012 March 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



that are relatively stable over time. In contrast, acoustic patterns vary in time, leading to
distinct temporal activity patterns. While several studies have demonstrated that these
temporal patterns of spiking carry significant auditory information (Narayan et al. 2006),
their role in acoustic pattern recognition has not been tested behaviorally.

Because songbirds recognize both groups and individuals based on their song, they provide
a useful model for studying acoustic pattern recognition (Kroodsma et al., 1982; Stoddard et
al., 1991; Nelson, 1989; Gentner and Hulse, 1989, Vignal et al., 2008). A bird’s song is a
high-dimensional stimulus not unlike a human voice, with structure that can be
parameterized in many ways. Yet each song rendition is unique: its volume will depend on
the distance between singer and listener; background noises - often other songs - will corrupt
the signal (Zahn 1996), and the pitch (fundamental frequency) and duration of individual
notes will vary slightly (Kao and Brainard 2006; Glaze and Troyer 2006). To recognize a
male bird by its song, then, females must be able both to discriminate between the songs of
different individuals and to generalize across variations in a single bird's song. Although the
importance of timing cues, frequency, or both sets of acoustic parameters to field L neurons
is clear, the effect of these cues on behavioral responses of zebra finches has received
comparatively little attention. For instance, how much variation in pitch or duration can
birds tolerate before a song becomes unrecognizable? Questions such as these are critical to
understanding how the representation of song features or parameters by neurons in the zebra
finch brain relates to birds’ perception of these features and to their behavioral responses to
song.

A behavioral assay of song recognition
To begin to address such questions, we studied behavioral categorization of different songs
(Beecher et al. 1994; Gentner and Hulse 1998; this task has also been called ‘generalization
of a learned discrimination’). In this operant task, birds are taught to categorize two sets of
songs obtained from two different conspecific individuals, but the birds are not at all
constrained in which parameters of the songs they use to make the categorization. In this
sense the task differs greatly from other psychophysical tasks in which a single stimulus
parameter is varied and the subject is therefore intentionally focused on this parameter. After
the categorization is learned, presentation of song continues, but birds are then intermittently
tested with novel ‘probe’ songs, which are modified in a particular parameter. How the bird
categorizes the modified songs can then reveal which aspects of the original songs were
critical for categorization. Probe stimuli are rewarded without respect to the bird's choice,
ensuring that the bird cannot not learn the “correct” answer for these stimuli from the reward
pattern. Performance significantly above chance on a probe stimulus is considered evidence
for ‘generalization’ to that probe, i.e. although that probe stimulus is different, that particular
difference does not cause it to be re-classified as belonging to a different song category.

In the version of this behavioral categorization assay that we used here, after training female
zebra finches to classify a large set of songs as belonging to one of two males, we
systematically altered those songs in pitch and duration, and used them as probe stimuli,
presented as 10–15% of all trials. In this way we could ask which parameters govern
whether a female zebra finch classifies a novel song as belonging to a familiar individual.

Classification training and stimuli
A trial began when the female hopped on a central “song perch” that faced a speaker (Fig.
5A). Following this hop, the computer selected a stimulus from a database of songs from
two individuals, described below. The female had to decide which male the song belonged
to, and to report her choice by hopping on one of two response perches, located to the right
(for male A) and to the left (for male B) of the song perch. If she classified the song

Nagel et al. Page 6

Hear Res. Author manuscript; available in PMC 2012 March 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



correctly, a feeder located under the song perch was raised for 2–5 seconds, allowing her
access to food. If she classified the song incorrectly, no new trials could be initiated for a
time-out period of 20–30 seconds. To make a response, females had up to 6 seconds after
song playback ended and were allowed to respond at any point during song playback;
playback was halted as soon as a response was made. If no response was made within 6
seconds of the song ending, the trial was scored as having no response, and a new trial could
be initiated by hopping again on the song perch.

Birds required one to two weeks of training to acquire this task. Training consisted of
several stages, in which the bird was first habituated to the operant cage, and learned to hop
on the perches using songs that did not include any from the two individuals used for
classification trials. Then, in “discrimination mode,” the female began classification trials.
The habituation song set was replaced with a database of training songs, and trials were
rewarded (with food) or punished (with a time-out) depending on which response perch the
female chose. Females generally learned the classification task (defined as greater than 75%
correct, in a task where chance responding is 50%) within 2–5 days of beginning
classification trials (Fig. 5C). After birds reached criterion in their discrimination behavior,
the overall reward rate for correct trials was lowered to 75–95%. Performance was very
good, with over 80 percent of songs classified correctly.

The training database consisted of 100 song bouts, 50 from one male (“male A”, Fig. 1B),
and 50 from another (“male B”, Fig. 5B). Each bout consisted of 1–6 repeated “motifs” (see
blue bars above the spectrograms in Fig. 1B), and was drawn from both directed (sung to a
female) and undirected (sung alone) recording sessions. We used this large database to
ensure that females learned to associate each perch with an individual, and not with a single
rendition of his song. The song bouts of the two males were chosen to have similar
distributions of overall duration, RMS volume, and overall power spectrum (see Nagel et al.,
in review, for details), but had quite distinct syllable structure and timing.

Classification of pitch-shifted songs
To examine the role of pitch and duration in classifying songs of individuals, we presented
trained birds with probe stimuli consisting of songs in which either pitch or duration were
altered, and observed how the bird classified these novel stimuli. As described earlier, probe
stimuli are rewarded regardless of the bird’s choice of perch, so that there is no information
from the reward pattern about how these stimuli might be classified.

We used a phase vocoder algorithm to independently manipulate the overall pitch
(fundamental frequency) and duration of training songs (Flanagan and Golden 1966). To
alter the duration of a song without changing its pitch, the vocoder broke it into short
overlapping segments, and took the Fourier transform of each segment, yielding a
magnitude and phase for each frequency. We used segments of 256 samples, or 10.5 msec at
25kHz, overlapping by 128 samples. This produced a function of time and frequency similar
to the spectrogram often used to visualize an auditory stimulus (such as that shown in Fig.
4B) but with a phase value as well as a magnitude for each point. We then chose a new time
scale for the song, and interpolated the magnitude and phase of the signal at the new time
points based on the magnitude and phase at nearby times. Finally, the vocoder reassembled
the stretched or compressed song from the interpolated spectrogram. This process yielded a
song that was slower or faster than the original but whose frequency information was largely
unchanged.

To alter the pitch of a song without changing its duration, we first used the above algorithm
to stretch or compress the song in time. We then resampled it back to its original length
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yielding a song with a higher (for stretched songs) or lower (for compressed songs) pitch but
with the same duration and temporal pattern of syllables as the original.

The pitch and duration of individual zebra finch notes are known to vary slightly across song
renditions, by about 1–4% (Kao et al. 2006, Glaze et al. 2006, Cooper and Goller 2006). In a
categorization task such variation within the normal range for individual birds should not
affect the bird’s classification of an individual song, while variation beyond that range might
or might not, depending on the importance of the parameter to recognition and classification.
We therefore created songs with durations and pitches increased and decreased by 0 1, 2, 4,
8, 16, 32, and 64%. This resulted in durations ranging from 1/1.64 or 61% to 164% of the
original song length, and pitches ranging from 0.71 octaves lower to 0.71 octaves higher
than the original pitch. The frequency content of pitch-shifted probes was systematically
altered but their temporal pattern--including the sequence of harmonic and noisy notes-- was
not. Conversely, for duration-altered songs, the songs were proportionally stretched or
compressed in overall duration while the relative durations of syllables and intervals were
maintained, and the frequency content of each song was unchanged.

The phase vocoder algorithm will of necessity slightly alter the temporal fine structure of
song (because of phase smearing). It is increasingly recognized that temporal fine structure
of sounds is important to speech recognition (e.g. Sheft et al., 2008), and birds are also
known to be capable of very precise temporal resolution (Dooling et al., 2002; Lohr et al.,
2006). However, in this study the frequency- and duration-shifted songs were constructed
using a very similar manipulation. We therefore think it unlikely that any systematic
differences in categorization between these two sets of manipulated songs are due to
differences in the songs’ temporal fine structure, although the role of such cues in song
categorization remains to be directly studied.

Figure 6A shows a representative female's response to pitch-shifted probe songs The blue
bar represents the mean +/− one standard deviation across days of her performance on
control (normally rewarded) trials. For small pitch shifts (less than 0.05 octaves) her
performance on probes overlapped with her control performance. However, her performance
fell off rapidly for shifts larger than those naturally observed (+/−3%, indicated by dashed
lines), and she performed at chance for pitch shifts of 0.2 octaves or greater. Similar results
were seen in all birds tested (n=5) on these probes, indicating that pitch strongly determined
how songs were classified in this task.

Classification of songs with altered duration
Figure 6B shows the performance of a bird in response to versions of the training stimuli
that were stretched or compressed in time, for the same example bird as shown in Figure 6A.
100% duration indicates no change. The blue bar represents the bird's performance on
normally rewarded control trials, and the dashed vertical lines represent the range of natural
variation (+/− 4%). In contrast to her behavior on pitch-shifted probes, this female
responded well above chance to all duration probes, including those compressed or
expanded well beyond the range of natural variability. For duration changes up to 32%, her
performance overlapped with her control performance. For a 64% change in duration, her
performance dropped but remained above chance. The same result was observed for all birds
tested, indicating that syllables and intervals within a broad range of durations are sufficient
for correct classification of songs from different individuals.

Summary and discussion of behavioral analyses
In summary, we found that, in this task, birds relied much more on frequency than on
duration to categorize modified songs as belonging to one of two individuals. Although
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these cues vary by similar amounts in naturally occurring songs (1–3% for pitch, 1–4% for
duration), females showed much narrower tolerance for changes in fundamental frequency
than for changes in duration. Females generalized over a wider range than the 0.5% just
noticeable difference for pitch measured in most avian species (Dooling et al. 2000).
However, performance on pitch-shifted stimuli rapidly fell to chance once stimuli fell
outside of the range of natural pitch variation. In contrast, despite birds’ demonstrated ability
to discriminate temporal manipulations of sounds (Dooling et al. 2002; Lohr et al., 2006),
females performed significantly above chance over a more than 2-fold range of song and
syllable durations.

These results did not match any simple predictions about how changes in frequency and
duration should affect classification of individual songs. From the perspective of auditory
neurons, which are highly sensitive to these parameters, one might expect that any change
would strongly affect classification. Similarly, the bird’s experience of songs has taught it
that pitch and duration vary only slightly in individual songs, suggesting that both these cues
should be important in this task. Instead, we found that in this specific task, although the
temporal cues also contain a great deal of information, birds relied much more on spectral
than on duration cues to categorize modified songs as belonging to one of two individuals. It
is likely, however, that this is task-dependent, and that birds could use the temporal
information if asked to do so.

These results parallel aspects of human speaker identification. Like zebra finches, humans
depend heavily on pitch cues to identify speakers (O'Shaughnessy, 1986), but not to identify
phonemes (Avendaño et al. 2004). Word duration can be important as well (Walden, 1978),
but is less reliable than spectral features. Thus, the acoustic parameters used by these
songbirds to identify individuals may be closer to those used by human beings to identify
speakers rather than individual words.

These findings on pitch and duration have important consequences for understanding how
neural responses to song may be related to perceptual behavior. Neurons in field L respond
to song with precisely time-locked spikes (Woolley et al. 2006), whose temporal pattern
provides significant information about which song was heard (Narayan et al. 2006). Several
papers have therefore suggested that these temporal patterns of spiking are critical for birds'
discrimination and recognition of songs (Wang et al. 2007; Larson et al. 2009). Temporal
patterns in field L, however, would also be expected to change markedly as a song is
expanded or contracted in time. The ability of birds to generalize across large changes in
duration calls into question any simple model using field L's temporal spiking patterns for
classifying individuals by their songs.

An alternate model of song classification could be based on the particular population of cells
activated by song, rather than their temporal pattern of firing. Since many field L neurons
are tightly tuned in frequency, the subset of field L neurons that fires during the course of a
song will depend on the spectral content of that song, and will thus vary between songs of
different individuals. Shifting the fundamental frequency of a particular song should greatly
change the population of neurons activated for that song, making this population quite
different from that responding during the original song. Consistent with the possibility that
the population of neurons activated matters, in our categorization task, females’ poor
behavioral tolerance for pitch-shifted songs showed remarkable similarity to the spectral
tuning widths of individual field L neurons: the half-width of the pitch tuning curves was
0.11–0.22 octaves (8–16%), while the half-widths of field L neurons had a minimum of 0.13
octaves, and a median of 0.33 octaves (Nagel and Doupe 2008). This suggests that
classification depends more on which field L cells are active at a given time than the precise
pattern of activity in those cells.
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Clearly, much remains to be learned about the properties of auditory neurons in field L and
beyond, and how they allow songbirds to recognize complex patterns. Indeed, the bird’s
behavior in our task better matches the relative insensitivity to overall song duration
characteristic of song-selective neurons in the high-level nucleus HVC (Margoliash, 1983;
Margoliash and Fortune, 1992). It remains unclear, however, how important HVC is to
categorization of songs of conspecific birds (Brenowitz, 1991; Gentner et al., 2000;
MacDougall-Shackleton et al., 1998). Regardless, our behavioral data testing the role of
parameters known to be important for auditory neurons suggest that animals group stimuli in
unexpected ways, and teach us that simply identifying the signals present in neurons does
not tell us what information is used for perception. Neurophysiological studies often assume
that we know which tasks the brain solves, but the results here remind us that relating neural
activity to perceptual behavior will require detailed and quantitative assessments of behavior
as well as of neural activity.

Overall summary and future directions
Songbirds have proven to be a surprisingly informative model for the study of primary
auditory forebrain areas. Our work and that of others (Woolley et al., 2009) suggests that
songbird field L breaks down the analysis of complex sounds into the detection of three
basic kinds of modulations: temporal, spectral and spectro-temporal, which may also be
segregated in particular areas of the brain.

It remains to be seen whether this striking organization is unique to songbirds, or whether a
similar underlying organization across all birds or even all vertebrates is simply more
obvious in these auditory specialists, where we know a great deal about the behaviorally
most relevant stimuli and can use them to help dissect the system. Consistent with the latter
possibility, earlier work on the chicken field L also suggested a functional subdivision of
field L, including a mapping of temporal aspects of frequency-modulated signals (Heil and
Scheich., 1991a,b, 1992; Heil et al., 1992). There is certainly precedent for
‘neuroethological’ models like songbirds providing insights that prove to have some
generality, for instance the studies of sound localization in barn owls (Konishi, 1990, 2000;
see also Koppl, this volume).

The question of whether there is a similar organization in mammals is unclear. Studies of
anesthetized auditory cortex in untrained cats have found that, as in the songbird work, most
neurons are not selective for oriented frequency sweeps (Miller et al., 2002). However, that
study found no systematic relationship between the spectral and temporal tuning properties
of A1 neurons, while we found a strong trade-off between temporal and spectral selectivity.
These differences may arise from the structure of the avian forebrain, which contains many
fast-firing cells that are able to follow rapid modulations in the stimulus, while the
mammalian auditory cortex responds more slowly (Miller et al., 2002; Depireux et al., 2001;
Lu et al., 2001). The differences may also depend on recording conditions, since most
previous studies have measured STRFs under pentobarbital anesthesia, while we recorded
from unanesthetized animals. Anesthesia can profoundly influence the temporal dynamics of
cortical auditory responses (Wang et al., 2005). It may also be important to attend to laminar
differences in mammals when making across-species comparisons; a recent study has
suggested a hierarchy of tuning within cat A1, with the input layer largely unoriented as in
birds, and neurons with joint tuning for spectrum and time beginning to emerge in the upper
and lower cortical layers (Atencio et al., 2009). Another intriguing possibility is that the
marked spectro-temporal tradeoff, in mammals as in birds, will be most obvious and highly
developed in vocal learners, i.e. in humans - this awaits further study. Inspired by the visual
system, mammalian A1 has been modeled with receptive fields that evenly span a range of
time-frequency orientations, similar to the uniform sampling of 2D spatial orientations in the
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visual cortex (Chi et al., 2005). However, the same group reported that A1 neurons showed
mostly unoriented tuning properties (Depireux et al., 2001; Simon et al., 2007). Together
with data from these mammalian studies, the findings from songbirds suggest that sampling
a range of temporal and spectral modulations, rather than orientation in time-frequency
space, may be the organizing principle of forebrain auditory sensitivity.

Zebra finch song, like human speech, is characterized by a relative lack of frequency-
modulated sounds, but that is not true of the songs of many other songbirds (nor, in the
mammals, of many bats, for instance). This suggests that it could be very informative to
record field L of birds with different song types, to see whether the type of song produced
influences the organization of primary auditory areas. In mammals, early exposure to
frequency-modulated sweeps exposure can enhance sensitivity to these sounds (Insanally et
al., 2009). More generally, this raises the intriguing question of how the organization seen in
songbirds develops, and how much it depends on experience. In starlings, field L becomes
grossly disorganized when birds are raised in acoustic isolation (Cousillas et al., 2006,
2008), but it is not yet clear whether this reflects social or auditory effects of isolation.
Preliminary studies in zebra finches also suggest that experience is crucial (Amin and
Theunissen, 2008). If so, it will be important to determine whether there are critical periods
for the effects of experience, and whether and how the effects of pathological experience can
be remediated.

Songbirds are also proving to be a very useful model for studying acoustic pattern
recognition (e.g. Kroodsma and Miller, 1996; Kroodsma et al, 1982; Gentner and Hulse,
1989 ; Vignal et al., 2008). Again this is in part because of our clear understanding of the
behaviorally relevant signals, and the ease in training birds in these tasks that are so
ethologically appropriate for them.

Our finding that birds can generalize across large differences in song duration but not
frequency in a categorization task refines our questions about field L’s role in perception. In
particular, this pattern of generalization suggests that in classifying songs, the particular
population of field L neurons activated by a song is more important for deciding which song
it was than is the neurons’ temporal pattern of firing. However, it is likely that this
generalization is task-dependent, and it will be informative to see how birds generalize to
different tasks. Most revealing of all, with respect to the relationship between neural
representation and behavior, will be to record from field L while birds are performing
behavioral tasks. The emerging evidence on experience-dependence of field L also raises the
question of the effects of disruption of experience on perception. Studying both field L and
behavior in birds with altered experience could be informative regarding how these relate to
each other.

In addition, although it is important to link the information available at each level of the
auditory hierarchy to perception, it is also clear that there are many auditory areas beyond
field L that are likely to function critically in perception and that remain to be studied.
Notwithstanding, knowledge about the organization of lower levels as well as about
behavioral constraints can greatly aid in dissecting such higher, more complex levels.
Finally, auditory studies in songbirds provide yet another example, like the many others in
this volume, of how a comparative approach to studying the auditory system can be very
revealing, and how it has the potential to expose quite general rules about neural signals and
how they are involved in generating behavior.
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BMF best modulation frequency
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Fig. 1.
A) Typical song of a zebra finch, shown both as an oscillogram (sound pressure vs time, top
panel) and spectrograms (frequency vs time, with amplitude indicated by relative lightness,
lower panel). Each song is composed of several repeated sequences of syllables known as
‘motifs’, indicated by the blue bars over the spectrograms. This song is also song A of the
behavioral experiments described later. B) Simplified schematic of the songbird central
auditory hierarchy. The sensorimotor song control nucleus HVC is shown here as the
highest level, and receives input directly or indirectly from a less selective sensorimotor
nucleus known as NIf (nucleus interface) and the high-level auditory nuclei CM (caudal
mesopallium) and NCM (caudomedial nidopallium). CM and NCM receive input from the
primary auditory cortex equivalent of birds, known as field L. C) Schematic of naturalistic
stimulus construction. Thirty-two overlapping frequency bands (left-hand column) were
modulated by independent amplitude envelopes (middle column). The stimulus was the sum
of these bands, shown as both an oscillogram (top panel) and as a spectrogram (second
panel) in the right-hand column. The naturalistic stimulus was smoother in both time and
frequency than a pure white noise stimulus (typical noise segment in bottom panel).
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Fig. 2.
Examples of three common types of spectro-temporal receptive fields. A) Spectro-temporal
receptive field (STRF) and real and predicted peri-stimulus time histograms (PSTHs) of a
cell sensitive to both spectral and temporal modulations. The central positive peak of the
STRF is flanked by negative regions in both spectrum and time. The PSTH shows the cell’s
average response to 50 repeated stimulus segments (right-hand panel, black line). The
prediction (red line) is generated by convolving the STRF with this stimulus and passing the
result through a nonlinearity derived from the data (see Nagel and Doupe, 2008). The
correlation coefficient between prediction and PSTH for this cell was 0.70, making it one of
the better fits in our population. B) A cell sensitive to temporal modulations. Positive and
negative subfields of the STRF are arranged sequentially in time. The correlation coefficient
between PSTH and prediction for this cell was 0.48, just below the population mean of 0.52
± 0.14 (standard deviation). C) A cell sensitive to spectral modulations. The positive region
of the STRF is extended in time and flanked by negative spectral sidebands. The correlation
coefficient between prediction and PSTH for this cell was 0.58. The color scale below the
spectrograms shows the normalized amplitude of the neural response.
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Fig. 3.
A) Spectral width versus temporal width for all STRFs (n = 71). Width parameters were
obtained by fitting the bivariate Mexican hat model to each STRF. They show an L-shaped
distribution, with most cells narrowly tuned in spectrum or time, or both. Example cells
from Figure 2 are indicated by blue (spectro-temporal, example from Figure 2A), green
(temporal, example from Figure 2B), and red (spectral, example from Figure 2C) squares. B)
Distribution of orientation parameters obtained by fitting a version of the bivariate Mexican
hat model including an orientation term. Most cells show orientations near 0, indicating that
they are aligned largely along the temporal and/or spectral axes.
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Fig. 4.
A) Histological sections showing the regions of field L and the locations of electrode
penetrations in a mapping experiment. (Top panel) Slide stained with an antibody to CB1,
the cannabinoid receptor, which selectively labels the input area L2 (white arrow). Above
the stained area is area L1, and below it is area L3. Tracks of four electrodes can be seen
crossing the three layers of field L. Pink arrows indicate marker lesions. (Bottom panel)
Nissl-stained slide adjacent to above showing the laminae that define the borders of the field
L complex, as well as the diagonal fiber tract immediately adjacent to field L2 (white
arrow). Lesions from all four electrodes are visible. B) Temporal BMF of raw multiunit
STAs as a function of recording depth on each of four electrodes. Pink arrows mark the
depths of the lesions shown in the top panel of (A). Sites with higher best modulation
frequencies are found within a restricted range of depths that is deeper and narrower for the
anterior electrodes and shallower and wider for the posterior electrodes. The location of
these sites containing cells with faster preferred modulation rates corresponds well to the
location of the darkly-stained area in the CB1 slide, suggesting that these “faster sites” are
localized to area L2.
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Fig. 5.
A) Diagram of the operant cage seen from above. Three perches are located on three sides of
the cage. After a hop on the central perch, the computer plays a song from the speaker
located directly in front of it. The bird can respond by hopping on either of the two response
perches. After a correct answer, a feeder beneath the cage is raised for 2–5 seconds,
allowing the bird access to seed. After an incorrect answer, all perches cease to function for
a 20–30 second time-out. B) Oscillogram and spectrogram of song B as used for training
(song A is in Figure 1A). The goal of our study was to train birds to associate each response
perch with the songs of one individual: the two individuals differed in the temporal pattern
and frequency content of their syllables. 50 songs from each individual were used in
training, to avoid over-training on a single song rendition. C) Learning curve for one
representative individual showing percent of correct responses on A (black) and B (white)
songs as a function of the number of days of discrimination training. By the second day of
training, this bird performed well above chance on both stimulus types. This bird had 9 days
of pre-training (song, food, and sequence modes, as described in text) before beginning
discrimination trials. All birds showed greater-than-chance performance by the second day
of training.
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Fig. 6.
A) Performance of a typical bird on pitch-shifted probe stimuli. Percent correct as a function
of pitch shift (black line). Error bars represent 95% confidence intervals on percent correct
obtained by fitting data to a binomial distribution. The blue bar at the top represents the
mean +/− one standard deviation of the bird’s performance on control training trials,
averaged across days (n=16). Dashed lines at 97% and 103% represent +/− one standard
deviation of the range of natural pitch variation. The bird’s performance overlapped with
control performance within this range and fell off rapidly outside it. All birds showed a
decrease in performance for songs outside the range of natural variability and chance
behavior for the largest pitch shifts. B) Performance of a typical bird for duration probe
stimuli. Percent correct as a function of song duration (black line). Error bars and blue bar as
described in the legend for Figure 6A. Dashed lines representing the range of natural
variability are at 96% and 104%. From 76 to 132% durations, the bird’s performance on
probes overlapped with her performance on control trials, and she performed significantly
above chance on all probes. All birds performed significantly above chance for all duration
probe stimuli, although like the example bird shown, their performance decreased below
control levels for the largest changes, i.e., 61% and 164% duration.
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