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Abstract
Phosphodiesterase-2 (PDE2) is a key enzyme catalyzing hydrolysis of both cyclic adenosine
monophosphate (cAMP) and cyclic guanosine monophosphate (cGMP) that serve as intracellular
second messengers. PDE2 has been recognized as an attractive drug target, and selective inhibitors
of PDE2 are expected to be promising candidates for the memory enhancer, anti-depressant, and
anxiolytic agent. In the present study, we examined the detailed binding structures and free
energies for PDE2 interacting with a promising series of inhibitors, i.e. benzo[1,4]diazepin-2-one
derivatives, by carrying out molecular docking, molecular dynamics (MD) simulations, binding
free energy calculations, and binding energy decompositions. The computational results provide
valuable insights into the detailed enzyme-inhibitor binding modes including important
intermolecular interactions, e.g. the π-π stacking interactions with the common
benzo[1,4]diazepin-2-one scaffold of the inhibitors, hydrogen bonding and hydrophobic
interactions with the substituents on the benzo[1,4]diazepin-2-one scaffold. Future rational design
of new, more potent inhibitors of PDE2 should carefully account for all of these favorable
intermolecular interactions. By use of the MD-simulated binding structures, the calculated binding
free energies are in good agreement with the experimental activity data for all of the examined
benzo[1,4]diazepin-2-one derivatives. The enzyme-inhibitor binding modes determined and the
agreement between the calculated and experimental results are expected to be valuable for future
rational design of more potent inhibitors of PDE2.

Introduction
Cyclic nucleotide phosphodiesterases (PDEs) are important regulators of cellular functions
and signal transduction in various tissues, mediated by the intracellular second messengers
cyclic adenosine monophosphate (cAMP) and cyclic guanosine monophosphate (cGMP).1–4

Through catalytic hydrolysis of 3′, 5′-cyclic nucleotides to the physiologically inactive 5′-
nucleoside monophosphates, intracellular concentrations of cyclic nucleotides and
consequent biological responses are tightly controlled by both the rate of their synthesis via
adenylyl and guanylyl cyclases and the rate of their hydrolysis via PDEs.2, 5 Inhibiting an
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individual PDE specifically maintains the response to a particular stimulus in certain
biological (pathological) conditions and, thus, PDEs have been considered as important
therapeutic targets.5–9

A total of 21 mammalian PDE genes have been cloned and classified into 11 families (PDE1
to PDE11).10 Each gene product may have multiple splice variants and there are more than
100 specific, structurally related isoenzymes in total. The PDE families are distinguished by
their substrate specificity. PDE5, PDE6, and PDE9 are specific for cGMP. PDE4, PDE7,
and PDE8 are cAMP-specific. PDE1 to PDE3, PDE10, and PDE11 hydrolyze both
substrates.11 PDE2 is cGMP-simulated and metabolizes both cGMP and cAMP, although its
affinity for cGMP is slightly higher than that for cAMP.12

PDE2 is expressed in a wide variety of tissues and cell types, such as heart, liver, adrenal
gland, and platelets13–14 and is thought to be involved in regulating many different
intracellular processes. In contrast to other PDE isoenzyme families, PDE2 is encoded by a
single gene (PDE2A) and three PDE2A variants have been cloned from three different
species. Sequence alignment reveals that the three isoforms are highly homologous except at
the extreme N-terminal, suggesting alternative N-terminal exon usage during splicing.

The crystal structure of the PDE2A catalytic active site enzyme has been reported.15

Endogenous substrate cAMP/cGMP binds to the catalytic pocket consisting of a purine-
binding site, where the hydrolysis reaction takes place. Notably, there is invariant conserved
residue, Gln859 in PDE2A (pdb code: 3ITU), forming hydrogen bonds with the purine ring
of the substrate at the apex of the purine-binding site.16–19 The free rotation of Gln859 in
PDE2 make it possible to form hydrogen bonds with the exocyclic amino group of cAMP
and the exocyclic carbonyl oxygen of cGMP, which determined the selectivity for both
cAMP and cGMP. The active site is formed at the junction of the helices by residues that are
highly conserved among all the PDEs. There are divalent metal ions (Zn2+ and Mg2+) in the
bottom of the substrate binding pocket. The metal ions are coordinated by residues located
on each of the three different domains. The metal binding site that binds zinc has two
histidine and two aspartic acid residues that are absolutely conserved among all PDEs
studied to date. These residues form part of the signature recognition sequence for cyclic
nucleotide PDEs.

Computational studies on PDEs have also been reported in literature.20–27 For example,
molecular dynamics (MD) simulations and hybrid quantum mechanics/molecular mechanics
(QM/MM) calculations have been employed to characterize the bridging ligand between the
two metal ions and other structural problems in the PDE active site.20, 23, 28–29 Zagrovic et
al. have employed thermodynamic integration to study the binding affinities of several
inhibitors towards PDE5.26, 30

PDE2-selective inhibitors have been used as a tool to successfully probe PDE2 functions. In
particular, potential therapeutic values of PDE2 inhibitors have been investigated using
animal behavioral models.31–32 The first PDE2-specific inhibitor reported was EHNA
(erythro-9-(2-hydroxy-3-nonyl) adenine) with an IC50 value of ~1 μM and at least 50-fold
selectivity over other PDEs.33 Then, more potent, PDE2-selective inhibitors have been
developed;34–35,36 one of the promising PDE2 inhibitors (i.e. benzo[1,4]diazepin-2-one
derivatives36) has been advanced to clinical trials as an anti-depressant.

To reasonably model PDE2A binding with inhibitors, one first needs to determine a 3D
structure of the enzyme. However, the available X-ray crystal structure of the human
PDE2A catalytic domain was solved in an unbound state (apo form) without a meaningful
ligand in the binding pocket15 and molecular docking studies could not be realized by using
the available X-ray crystal structure.37 In order to establish a solid structural base for future
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rational design of more potent PDE2A inhibitors as potential therapeutic agents, we recently
reported a reasonable 3D model of PDE2A representing the enzyme structure in a bound
state through computational modeling using the high-resolution X-ray crystal structure of
PDE5 as a template.37 This 3D model of PDE2A in the bound state provides a structural
base for studying the microscopic binding of PDE2 with its inhibitors and for understanding
the structure-activity correlation in the present work.

We are particularly interested in the structure-activity correlation for the
benzo[1,4]diazepin-2-one derivatives36 as one of these compounds has been tested in
clinical trials. Specifically, in this present work, we docked various representative
benzo[1,4]diazepin-2-one derivatives into the above-mentioned 3D model of PDE2A in a
bound state. Molecular docking was followed by molecular dynamics (MD) simulations and
binding free energy calculations to refine the binding structures and to understand the
structure-activity correlation of the PDE2A inhibitors. A detailed analysis of the determined
binding structures and binding free energies provides valuable insights into the structure-
activity correlation that may guide future rational design of novel, more potent PDE2A
inhibitors.

Material and Methods
Molecular docking

The PDE2A inhibitors examined in the present study are benzo[1,4]diazepin-2-one
derivatives.36 Their molecular structures and IC50 values are collected in Table 1. The
partial atomic charges used for these inhibitors were the electrostatic potential (ESP)-fitted
atomic charges, i.e. the ESP charges, that fit to the electrostatic potential at points selected
according to the Merz-Singh-Kollman scheme38–39 following the calculations at ab initio
HF/6-31G* level using the Gaussian03 program.40

Molecular docking was carried out by using FRED (OpenEye Scientific Software).41 The
FRED strategy is to exhaustively dock/score all possible positions of each ligand in the
binding site. Its docking algorithm is based on an exhaustive search for the possible binding
modes, including rigid rotations and translations of each conformer of the ligand. The rigid
docking roughly consists of two steps, i.e. shape fitting and optimization. During the shape
fitting, the ligand was placed into a 0.5 Å-resolution grid box encompassing all active-site
atoms (including hydrogen atoms) using a smooth Gaussian potential.42 A series of two
optimization filters were then processed, consisting of rigid-body optimization and
optimization of the ligand pose in the dihedral angle space. The ligand poses were clustered,
and the most populated cluster (i.e. the one with the largest number of neighbors) was
identified as the most favored cluster of poses of the ligand in the active site. The most
favored pose ensemble was then filtered to reject poses that do not have sufficient shape
complimentarily to the protein’s active site followed by rejection of poses that do not have at
least one heavy atom making hydrogen bond with Gln859 side chain and van der Waals
(vdW) interaction with Phe830 side chain. The top-ranked poses were optimized by carrying
out rigid optimization and refined with the Merck Molecular Force Field (MMFF)
implemented in the OpenEye Scientific Software.41 In the optimization process, four scoring
functions are available: Gaussian shape scoring,42 ChemScore,43 PLP,44 and ScreenScore.45

Preliminary docking trials led us to select the consensus score for the optimization filters.

We have further refined these PDE2A-ligand binding structures with energy minimization
and continued for 100-ps MD simulations (prior to the more extensive MD simulation
described below) at T = 298.15 K by using Amber9 program.46 During the energy
minimization and MD simulation, only the ligand and side chains of residues in the binding
pocket were kept free to move. The nonbonded interaction cutoff and the dielectric constant

Yang et al. Page 3

J Phys Chem B. Author manuscript; available in PMC 2011 December 9.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



were set up to group based (20 Å cutoff distance) and distance dependent (ε = 4r),47–49

respectively, to mimic the solvent environment. The MD simulation for the purpose of
molecular docking was performed using a time step of 1 fs.

The docked structures were examined, and the best pose for each ligand was selected based
on the following criteria: the interaction energy (sum of the electrostatic and vdW
interaction energies) of the PDE2A-ligand complex, hydrogen bonds formed between
Gln859 side chain and the amide group of the ligand, and/or interaction with Phe830 side
chain. Finally, the ligand conformation with the lowest interaction energy was subjected to
energy minimizations and MD simulations on the explicitly solvated protein-ligand
complexes (see below for the MD simulations) that can better account for the solvent effects
on the protein-ligand binding.

Molecular dynamics simulation procedure
All MD simulations were carried out using the Amber9 package and the parm99 force field.
The missing force field parameters for the ligands were taken from the General Amber
Force Field (GAFF) implemented in Amber9 program. The initial geometry of each
PDE2A-ligand structure was neutralized by adding appropriate sodium counterions and was
solvated in a rectangular box of TIP3P water molecules50 with a minimum solute-wall
distance of 10 Å.

Prior to the MD simulations, the protein-ligand complex was kept fixed with a constraint of
500 kcal mol−1 Å−2, and we first energy-minimized the positions of the water molecules.
Then, the entire solvated system was fully energy-minimized without any constraint. The
MD simulation was performed by using the Sander module of Amber9 program46 in a way
similar to what we did for other protein-ligand systems.51 The MD simulation was run by
using the energy-minimized structure as the starting structure, and the Particle Mesh Ewald
(PME) algorithm was used for dealing with long-range interactions.52 Each of the solvated
systems was carefully equilibrated before a sufficiently long MD simulation in room
temperature. Constant-volume was carried out for 50 ps, during which the temperature was
raised from 10 to 298.15 K. Then, a long production run of constant-pressure MD was
carried out at 298.15 K. The MD simulations were performed with a periodic boundary
condition in the NPT ensemble at T = 298.15 K with Berendsen temperature coupling53 and
constant pressure (P = 1 atm) with the isotropic molecule-based scaling. The time step of the
simulation was 2.0 fs with a cutoff of 12 Å for the nonbonded interactions, and SHAKE
algorithm was employed to keep all bonds involving hydrogen atoms rigid.54

As we did in our previous work,37 the first 100 ps of MD simulations on the PDE2A-ligand
complexes were performed without any constraint, whereas a harmonic constraint of 50 kcal
mol−1 Å−2 was applied on the α-carbon atoms during the last ~1.4 ns MD simulations. We
used the constraint on the α-carbon atoms for a couple of reasons. First, the MD simulation
on the free PDE2A structure (see below for the results) revealed that the positions of the α-
carbon atoms in the simulated free protein were very stable during the simulation process. In
addition, it has been demonstrated37 that using certain constraint on α-carbon atoms of
proteins can help to decrease the unnecessary fluctuations of the binding free energies
calculated using different snapshots (see below for the binding free energy calculations).
The atomic coordinates of the simulated complex were saved every 1 ps.

Binding free energy calculation
The obtained stable MD trajectory for each PDE2A-ligand complex was used to estimate the
binding free energy (ΔGbind) by using the Sietraj program.55 The program calculates the
solvated interactions energies (SIE) using five terms and three parameters that were fitted to
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reproduce the binding free energies of a data set of 99 ligand protein complexes by Naim et
al.55 The Sietraj is a substitute of molecular mechanism/Poisson-Boltzmann surface area
(MM/PBSA) method.56 The SIE method has been used for the protein-small molecule
ligands and protein-protein complex and give absolute binding affinity predictions in
excellent agreement with experiment data.57–58 The SIE calculates the intermolecular
coulomb and van der Waals interaction energies in the bound state, and the electrostatic
contribution for solvation free energy to the binding is the difference of reaction field energy
between the bound and free states of the enzyme. According to the SIE approach, the
reaction field (RF) energy is determined by solving the Poisson equation with the boundary
element method,59 and the atomic radii used in the RF calculation are scaled up with a
scaling factor of 1.1. The internal dielectric constant of 2.25 and a solvent dielectric constant
of 78.5 were used. The package calculates the binding free energy ΔGbind by using
formulate following empirical equation:

(1)

In Eq.(1), ECoul and EvdW are for the intermolecular coulomb (electrostatic term) and van
der Waals interaction energies, respectively, in the bound state. ΔGRF is the contribution
from the electrostatic part of the solvation, determined by the reaction field (RF)
calculations. ΔGnp is the contribution from the nonpolar solvation, which proportional to the
solvent accessible surface area (ΔSA) according to Eq.(2).

(2)

In Eqs.(1) and (2), α,γ, and C are empirical parameters. The standard parameter values (α =
0.104758, γ = 0.012894 kcal/mol.Å2, and C = −2.89 kcal mol−1) available in the Sietraj
program were used in the present study. In addition, we also examined whether the SIE
results can be improved further by refining these parameters for the PDE2A inhibitors (see
below for the discussion).

For each MD-simulated PDE2A-ligand complex, we calculated the ΔGbind values for 100
snapshots of the MD trajectory (one snapshot for each 2 ps during the last 200 ps of the
stable trajectory). The final ΔGbind value was determined to be the average of the ΔGbind
values calculated for the 100 snapshots.

Binding energy decomposition
For the purpose of binding energy decomposition, we also estimated the binding energies by
using molecular mechanism/Generalized Born surface area (MM/GBSA) method
implemented in Amber9 program56, 60–61 We used the MM/GBSA, rather than MM/PBSA,
for binding energy decomposition because no algorithm was available for binding energy
decomposition within the MM/PBSA calculations. Our MM/GBSA calculation for each
snapshot was carried out in the same way as in other protein-ligand systems.61–63 Briefly,
the MM/GBSA method can be conceptually summarized by the following equations:

(3)

(4)
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(5)

(6)

ΔGcomplex, ΔGprotein, and ΔGlig are the free energy changes of the complex, protein, and
ligand, respectively. Each free energy change from Eq.(3) was calculated by summing the
gas phase internal energy (Egas), the solvation free energy (Gsol), and the entropy term
(−TS) in Eq.(4). Egas is the standard force field energy, including the internal energy as well
as the non-covalent van der Waals and electrostatic energies (Eq.(5)). The solvation free
energy, Gsol, was calculated using the GB/SA model, which decomposes the solvation free
energy into the sum of the electrostatic component (GGB) and non-polar component (Gnp)
(Eq.(6)).

The electrostatic component GGB was calculated by using Hawkins, Cramer, and Truhlar’s
pairwise, generalized Born model64–65 implemented in the Amber9 program. Linear
combinations of pairwise overlaps (LCPO) method was used to calculate the solvent
accessible surface area (ΔSA) and evaluate the ΔGnp value with γ = 0.005 kcal/molÅ−2 and
β= 0.00 kcal/mol,47

(7)

Since the calculation of the entropic contribution (−TΔS) requires several approximations
and provides only a rough estimate, especially in the case of a simulation in which only a
small portion of the protein moves, we calculated only the binding energy neglecting the
entropic contribution for the purpose of binding energy decomposition.

Results and Discussion
Binding structures

The binding modes of 11 representative benzo[1,4]diazepin-2-one derivatives have been
studied by performing molecular docking. The structures of these 11 inhibitors of PDE2A
were selected because they present an adequate structural variability and cover a large
inhibitory activity ranging from 2.2 μM (the least active) to 6 nM (the most active one).
Molecular docking revealed that all of these inhibitors bind with PDE2A in a similar mode;
the superposition of the docked binding structures for the 11 inhibitors can be seen in
Supporting Information (Figure S1). The subsequent MD simulations indicate that the
docked binding structures were dynamically stable. The MD-simulated most favorable
PDE2A-inhibitor binding structures, along with the stable MD trajectories, for compounds 1
and 3 are depicted in Figures 1 and 2. The stable MD trajectories obtained for compounds 2
and 4 to 11 are provided as Supporting Information (Figures S2 to S10).

The MD-simulated binding structures revealed that each of the PDE2 inhibitors (1 to 11)
was stabilized in a cavity formed by Phe830, Phe862, Ile826, Ile866, Gln859, Asn704,
Leu809, Leu770, Leu858, His656, and Tyr655 residues. Notably, the common scaffold (i.e.
benzo[1,4]diazepin-2-one) of all inhibitors (1 to 11) was parallel to the phenyl rings of
Phe830 and Phe862 and forms π-π stacking interactions. Favorable hydrogen bonds between
PDE2A and functional groups R2, R3, and R4 have been identified for some of these
inhibitors. Notably, when R2 is a methoxy group (compounds 1, 3, and 5 to 7), the oxygen
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atom in R2 forms a hydrogen bond with the amine group of Asn704 side chain. The same
amine group of Asn704 side chain may also have a loose hydrogen bond with the oxygen
atom in one of the methoxy groups in R3 when R3 = (2,6-DiMeO)Ph. Particularly, in the
simulated binding structure with 9, the simulated H···O distances ranged from 1.82 to 3.21 Å
(average: ~2.33 Å) and < 2.50 Å for ~83% snapshots. The partial hydrogen bonds were also
observed in the simulated binding structures with compounds 1 and 4, but not with
compounds 2, 3, and 8. Concerning the hydrogen bonding with R4, compounds 1 and 2 have
a methoxy group as R4. The oxygen atom of the methoxy group (R4) forms a hydrogen bond
with the amine group of Gln859 side chain, while the methyl group in R4 is stabilized in a
hydrophobic pocket surround by Ile826, Ala823, and Tyr827 residues, as depicted in Figure
1. R4 has an amide group in compounds 3 to 6 and 10, and the amide group forms two
hydrogen bonds with the amide group of Gln859 side chain, as depicted in Figure 2. In
compound 7, R4 = CH2OCH3 in which the oxygen atom forms a hydrogen bond with the
amine group of Gln859 side chain. In compounds 9 and 11, R4 is C≡N in which the nitrogen
atom has a loose hydrogen bond with the amine group of Gln859 side chain.

Binding free energies
The binding free energies calculated for the 11 compounds with PDE2A are summarized in
Table 2 in comparison with the corresponding binding free energies derived from the
experimental data.36 A survey of the data listed in Table 2 reveals that the binding free
energies (ΔGbind

SIE) calculated by using the SIE method are all in good agreement with the
corresponding experimental binding free energies (ΔGbind

exp), whereas the binding free
energies (ΔGbind

GBSA) calculated by using the MM/GBSA method neglecting the entropic
contribution are all much lower than the corresponding ΔGbind

exp values.

As seen in Table 2 and Figure 3A, the ΔGbind
SIE values are all qualitatively consistent with

the ΔGbind
exp values in terms of relative binding free energies for different inhibitors.

Quantitatively, the average unsigned deviation between the experimental ΔGbind
exp values

and the ΔGbind
SIE values calculated by using the standard parameters is ~0.7 kcal/mol. The

correlation between the ΔGbind
exp and ΔGbind

SIE values is excellent, with a correlation
coefficient (R) of 0.993 and RMSD of 0.13 kcal/mol.

In addition, we also examined the SIE parameters for the PDE2A inhibitors and the
calculated results can be improved further by refining the parameter values for these 11
inhibitors involved in this study. The least-squares fitting for these 11 inhibitors led to a new
set of the SIE parameter values, i.e. α = 0.123627, γ = 0.0177895 kcal/mol.Å2, and C =
−2.15 kcal mol−1. The ΔGbind

SIE values obtained from the use of the refined parameter
values are also listed in Table 2 for comparison. As seen in Table 2, the ΔGbind

SIE values
calculated by using the refined SIE parameter values are in excellent agreement with the
corresponding ΔGbind

exp values, with an average deviation of only ~0.1 kcal/mol.

Concerning the binding free energies (ΔGbind
GBSA) calculated by using the MM/GBSA

method, the large deviations of the directly calculated ΔGbind
GBSA values from the

corresponding experimental values (ΔGbind
exp) can also be corrected by using an empirical

linear correlation relationship. Based on the ΔGbind
GBSA and ΔGbind

exp values in Table 2,
we obtained

(8)

with a correlation coefficient (R) of 0.893 and RMSD of 0.50 kcal/mol. In Eq.(8),
ΔGbind

GBSA(calc.) is the directly calculated ΔGbind
GBSA value, and ΔGbind

GBSA(corrected)
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is the ΔGbind
GBSA value corrected by using the empirical correction. The corrected

ΔGbind
GBSA values are also listed in Table 2. As seen in Table 2, the corrected ΔGbind

GBSA

values are also in good agreement with the corresponding experimental data.

Unless explicitly indicated otherwise, the overall binding free energies mentioned in the
discussion below will always refer to the directly calculated ΔGbind

SIE values, whereas the
binding energy decomposition will always be based on the MM/GBSA calculations.

Factors affecting the binding free energy
In order to analyze the individual contributions to the binding free energies for these 11
compounds, the individual polar (Coul and RF) and nonpolar (vdW and np) contributions
calculated by using the SIE method are also listed in Table 2. It can be seen from the Table 2
that the primary contribution (~85%) to ΔGbind

SIE comes from the nonpolar interaction,
particularly the vdW term, for all of the 11 compounds. The favorable nonpolar free energy
terms are consistent with the structural feature of various hydrophobic residues of PDE2A
found at the interface with the bound inhibitors. As observed in the PDE2A-ligand binding,
the common benzo[1,4]diazepin-2-one scaffold structure of the inhibitors is lodged in the
hydrophobic pocket surrounded by the side chains of Ile826, Ile866, Phe830, and Phe862
residues, causing a high degree of surface complementarities.

Further, in order to explain which residues generate significant intermolecular interaction
contributions to the binding with the ligands and explore which type of substituent of the
ligands can significantly improve the binding affinity with PDE2A, the decomposition of the
electrostatic interaction energy, vdW energy, and solvation free energy for five
representative compounds (1 to 4 and 10) were analyzed and the results are depicted in
Figure 3B. The numerical data are provided as Supporting Information (Table S1). Our
binding energy decomposition was based on the MM/GBSA method, because the MM/
GBSA results can naturally be used for the energy decomposition and because our recently
reported studies66 on other protein-ligand binding systems demonstrated that the MM/GBSA
based binding energy decomposition led to satisfactory results in comparison with the
corresponding experimental data. The per-atom contributions were summed over all atoms
of each residue to obtain the contribution of each residue to the total binding free energy.67

Thus, the contributions from individual functional groups were calculated at the atomic level
using the MM/GBSA method.68

Figure 3B shows that the side chains of Phe830, Phe862, Ile826, Gln859, Ile866, and
Asn704 residues have the largest contributions to the binding energy, suggesting that these
residues play an important role in the binding interaction. The binding energy decomposition
highlights the contributions from the network of π-π interactions, such as sandwich-like
stacking structure between the common benzo[1,4]diazepin-2-one scaffold of the ligands
and the side chains of Phe830 and Phe862 residues. These residues have the largest
contributions and have almost equal binding energy contributions for all of the PDE2A-
ligand binding complexes examined. The binding energy contributions from Phe830 and
Phe862 residues are ~4.0 and ~3.0 kcal/mol (in average), respectively, and primarily through
the vdW energy term (Table S1 in the Supporting Information).

According to the MD-simulated structures of PDE2A-ligand complexes, the phenyl ring
bonded with R4 is stabilized by a dipole-quadrupole interaction with Ile826 side chain, while
R1 is involved in hydrophobic interaction with Ile866 side chain. The observed large energy
contributions associated with these hydrophobic residues suggest that the protein-ligand
binding is favored when R1 is a hydrophobic functional group.

Yang et al. Page 8

J Phys Chem B. Author manuscript; available in PMC 2011 December 9.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



In addition, it is essential for future rational design of more potent PDE2 inhibitors to
examine which types of substituents of the ligand (i.e. the identities of R1 to R4) can more
favorably enhance the binding affinity through a detailed comparison between some
representative inhibitors with different types of substituents. It appears that the amide of
Asn704 and Gln859 side chains play an important role in maintaining the ligand binding
into the PDE2A active site, which is indicated by the energy decomposition results depicted
in Figure 3B and can be seen from the analysis below.

Comparison between compounds 1 and 2—The only difference in structure between
these two compounds exists in R2, which is a methoxy group in compound 1 and a hydrogen
atom in compound 2. The binding free energy calculated for 1 with PDE2A is lower than
that for 2 by ~0.6 kcal/mol due to the methoxy group substitution (Table 2). It can be seen
from the PDE2A-ligand complex in Figure 4 that the residue nearest to R2 is Asn704. Thus,
the enhancement of the binding free energy for 1 compared to 2 can be described by the
presence of a stable hydrogen bond between the oxygen atom of the methoxy group and
amine group of Asn704 side chain (Figure 4A), with an average H···O distance of ~1.99 Ǻ.
This favorable hydrogen bonding interaction is supported by the binding energy
decomposition per residues (Figure 3B), showing that the Asn704 residue contributes ~−1.9
kcal/mol to the total binding energy for 1 and only ~−0.2 kcal/mol for 2 (Table S1 in the
Supporting Information). The difference of ~1.7 kcal/mol in favor of 1 primarily coming
from electrostatic interaction term is consistent with the hydrogen bond analysis.

Comparison between compounds 1 and 3—The structural difference between
compounds 1 and 3 exists only in R4. Based on the simulated binding structures (see Figure
5), the amide group of Gln859 side chain forms a pair of hydrogen bonds with the amide
group of 3, whereas the same group of Gln859 side chain forms only one hydrogen bond
with the methoxy group of 1. However, the hydrogen bond with the methoxy group of 1 is
shorter, with an average H···O distance of ~1.93 Ǻ. The hydrogen bonds with the amide
group of 3 are all longer, with average H···O distances of ~2.05 and ~2.16 Ǻ. Based on the
average H···O distances alone, it was unclear whether the two weaker hydrogen bonds with
the amide group of 3 should be more favorable than the single hydrogen bond with the
methoxy group of 1. The calculated overall binding free energies for compounds 1 and 3
reveal that, as R4, the amide group (in 3) should be less favorable than the methoxy group
(in 1) by ~0.7 kcal/mol, which is consistent with the experimental data as seen in Table 2.

To better understand the difference in the binding affinity with PDE2A between these two
compounds, we analyzed the data from the binding energy decomposition. The binding
energy contribution of Gln859 residue mainly comes from the favorable electrostatic
interaction and unfavorable polar solvation terms (Table S1 in the Supporting Information).
Thus, the contribution of the electrostatic interaction energy to the binding for 1 is higher
than that for 3 by ~0.5 kcal/mol, while the magnitude of polar solvation term for 1 is lower
than that for 3 by ~0.7 kcal/mol, suggesting that the desolvation penalty for 3 is larger than
that for 1. The unfavorable desolvation penalty outweighs the favorable electrostatic
interaction for 3 compared to 1. Hence, 3 should have a lower binding affinity with PDE2A
compared to 1. A closer look at the detailed binding structures reveals that R4 is located in a
hydrophobic environment composed of Ile826, Ala823, and Tyr827 residues (Figure 5A),
and the desolvation penalty for the methoxy group of 1 is lower than that for the amide
group of 3 (Table S1 in the Supporting Information).

In addition, we also examined the relative magnitudes of the unfavorable desolvation
penalty for compounds 2, 4, and 10 (Table S1 in the Supporting Information). The
desolvation energy penalty (i.e. the contribution to the total binding energy) associated with
by Gln859 residue is ~1.4, ~2.1, and ~2.1 kcal/mol for 2 (R4 = methoxy), 4 (R4 = amide),
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and 10 (R4 = amide), respectively. Thus, the calculated desolvation penalty for 1 or 2 with
the methoxy group is always lower than that for 3, 4, or 10 with the amide group by about
~0.7 kcal/mol.

Comparison between compounds 4 and 10—The structural difference between these
two compounds is the presence of 2,6-DiMeO groups on the phenyl ring of R3 in compound
4 (Figure 4C and D). The binding free energies calculated for 4 and 10 are ~−9.6 and ~−7.9
kcal/mol, respectively. According to the individual energy components of the binding free
energies (Table 2), the primary favorable contributor to the ligand binding is the van der
Waals interaction.

From energetic point of view, the relative binding free energy calculated for 4 compared to
10 decreases by ~1.7 kcal/mol due to the presence of the 2,6-DiMeO groups in R3. The
corresponding difference between the experimental binding free energies is ~2.1 kcal/mol,
which is qualitatively consistent with the computational results. As revealed in the MD-
simulated binding structures, the oxygen atom in one of these two methoxy groups in
compound 4 has a loose (partial) hydrogen bond with the amine group of Asn704 side chain;
the simulated H···O distances ranged from 1.88 to 3.57 Å (average: ~2.66 Å) and < 2.50 Å
for ~32% snapshots (Figure 4C). In addition, the methyl group of the other methoxy group
in R3 has a favorable dipole-quadrupole interaction with the phenyl group of Tyr655 residue
and this interaction has an extra contribution to the binding free energy for 4 compared to
10.

The binding energy decomposition also shows that Asn704 contributes favorably by ~−0.9
kcal/mol to the total binding energy for 4, whereas the energetic contribution of Asn704 is
unfavorable (~0.3 kcal/mol) for 10 (Table S1 in the Supporting Information). Thus, both the
geometrical and energetic results indicate that (2,6-DiMeO)Ph group as R3 is more favorable
for the binding affinity with PDE2A.

Insights for future design of more potent inhibitors
The computational results discussed above have demonstrated some important, favorable
interactions between PDE2A and its 11 representative inhibitors: (1) the π-π stacking
interactions between the common benzo[1,4]diazepin-2-one scaffold of the inhibitors and
the phenyl rings of Phe830 and Phe862; (2) the protein-ligand hydrogen bonding involving
R2 (when R2 = methoxy), R3 (when R3 = (2,6-DiMeO)Ph), and R4 (when R4 = methoxy or
amide); (3) the hydrophobic interactions with R1 and R4. It is remarkable to note that a same
substituent (R4) can be involved in both the hydrogen bonding and hydrophobic interactions
with the protein. It is essential for rational design of new, more potent inhibitors of PDE2A
to carefully account for all of these favorable intermolecular interactions. For example, a
potent inhibitor should at least maintain the essential π-π stacking interactions between the
common benzo[1,4]diazepin-2-one scaffold of the inhibitors and the phenyl rings of Phe830
and Phe862 and have R2, R3, and R4 hydrogen-bonded with the key residues of PDE2A.
Meanwhile, the hydrophobic interactions with R1 and R4 should be optimized while
maintaining the favorable π-π stacking and hydrogen bonding interactions during the
rational design process.

Specially, for the hydrogen bonding between a specific substituent (R2, R3, or R4) and
PDE2A, multiple hydrogen bonds might not necessarily be more favorable than a single
hydrogen bond for a couple of reasons. First of all, the overall strength of the multiple
hydrogen bonds with a substituent might not necessarily be stronger than that of the single
one. In addition, with the substituent change, one should also account for the possible
change in the hydrophobic interactions associated with the change in hydrogen bonding
interactions. The aforementioned structural and energetic results highlight the crucial
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contributions of the solvation energy term associated with the presence of hydrophobic
residues around R4 (the methoxy or amide group) which hydrogen-bonds with the amide
group of Gln859 side chain. It is fundamentally important to identify a more favorable
functional group as R4 of the ligand in rational design of new, more potent inhibitors of
PDE2A. The ideal substituent as R4 is expected to simultaneously have the strongest
possible hydrogen bonding interaction with Gln859 side chain and favorable hydrophobic
interactions with Ile826, Ala823, and Tyr827 residues.

Conclusion
The combined molecular docking, molecular dynamics (MD) simulations, binding free
energy calculations, and binding energy decompositions provide valuable insights into the
detailed binding of PDE2A with a promising series of inhibitors, i.e. benzo[1,4]diazepin-2-
one derivatives. The MD-simulated enzyme-inhibitor binding structures have revealed
important, favorable interactions between PDE2A and the inhibitors, including (1) the π-π
stacking interactions between the common benzo[1,4]diazepin-2-one scaffold of the
inhibitors and the phenyl rings of Phe830 and Phe862; (2) the protein-ligand hydrogen
bonding involving R2, R3, and R4 of the inhibitors; and (3) the hydrophobic interactions
with R1 and R4 of the inhibitors. It is remarkable to note that a same substituent (R4) can be
involved in both the hydrogen bonding and hydrophobic interactions with PDE2A. It is
essential for rational design of more potent inhibitors of PDE2A to carefully account for all
of these favorable intermolecular interactions. Based on the MD-simulated enzyme-inhibitor
binding structures, the calculated binding free energies are in good agreement with the
experimental activity data for all benzo[1,4]diazepin-2-one derivatives examined in this
study. The determined enzyme-inhibitor binding modes along with the agreement between
the calculated and experimental results provide a solid base for future rational design of
new, more potent inhibitors of PDE2A.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
(A) Ribbon diagram for the binding mode of the MD-simulated structure of compound 1 in
the active site pocket of PDE2A. The intermolecular hydrogen bonds are highlighted in
dashed red line. (B) Plots of the MD-simulated internuclear distances and RMSD for atomic
positions of the ligand versus the simulation time for PDE2A binding with compound 1.
Trace D1 represents the internuclear distance between the oxygen of the methoxy group (R4)
and a hydrogen atom of the amine group in Gln859 side chain. Trace D2 represents the
internuclear distance between the oxygen of the methoxy group (R2) and a hydrogen atom of
the amine group in Asn704 side chain. Trace D3 refers to the simulated partial hydrogen
bond between the oxygen of a methoxy group in R3 and a hydrogen atom of the amine group
in Asn704 side chain, with the H···O distance ranging from 1.96 to 3.47 Å (average: ~2.85
Å).
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Figure 2.
(A) Ribbon diagram for the binding mode of the MD-simulated structure of compound 3 in
the active site pocket of PDE2A. The intermolecular hydrogen bonds are highlighted in
dashed red line. (B) Plots of MD-simulated internuclear distances and RMSD for atomic
positions of the ligand versus the simulation time for PDE2A binding with compound 3.
Traces D1 and D2 represent the H···O distances associated with a pair of hydrogen bonds (N-
H···O) between the amide group in R4 and the amide group of Gln859 side chain. Trace D3
refers to the internuclear distance between the oxygen of the methoxy group (R2) and the
hydrogen of the amine group of Asn704 side chain.
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Figure 3.
(A) Correlation between the experimental binding free energy (ΔGbind

exp) and the binding
free energy (ΔGbind

SIE) calculated with the standard parameter values for the 11 inhibitors.
(B) Binding energy contributions from key residues of PDE2A estimated from the binding
energy decomposition.
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Figure 4.
Stick view of the binding modes of compounds 1 (A), 2 (B), 4 (C), and 10 (D) with PDE2A.
The intermolecular hydrogen bonds are indicated in dashed purple line with the average
distances (Å).
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Figure 5.
Stick view of the binding modes of compounds 1 (A) and 3 (B) with PDE2A. The
intermolecular hydrogen bonds are indicated in dashed purple line with the average
distances (Å). The hydrophobic cavity surrounded by Ile826, Ala823, and Tyr827 side
chains around the methoxy or amide group (R4) is displayed with the vdW surface.
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