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Summary
The FNR protein in Escherichia coli is an O2 sensor that modifies global gene expression to adapt
the cell to anaerobic growth. Regulation of FNR involves continuous cycling of the protein
between its active and inactive states under aerobic conditions without apparent function. This
raises the question of what benefit to the overall life cycle might compensate for the cost of
cycling and reveals that the role of this process is poorly understood. To address this problem, we
introduce the concept of a “system design space”, which provides a rigorous definition of
phenotype at the molecular level and a means of visualizing the phenotypic repertoire of the
system. Our analysis reveals undesirable and desirable phenotypes with an optimal constellation of
parameter values for the system. To facilitate a more concrete understanding of what the design
space represents, we analyze mutations that alter the apparent dimerization rate constant of FNR.
We show that our estimated wild-type value of this rate constant, which is difficult to measure in
situ, is located within this constellation and that the behavior of the system is compromised in
mutants if the value of the apparent dimerization rate constant lies beyond the bounds of this
optimal constellation.
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Introduction
The balance between aerobic and anaerobic metabolism in Escherichia coli factors
significantly into the growth rate and viability of the organism. FNR is one of the global
regulators responsible for sensing the environment and maintaining the appropriate growth
state. FNR takes its name from mutant strains deficient in fumarate and nitrate reduction
(Lambden & Guest, 1976), and its role in E. coli is to sense O2 directly. FNR activity
determines whether the cell will maintain an anaerobic or aerobic metabolism. The
regulation of this global transcription factor involves a cyclic network of interactions at the
post-transcriptional level and autorepression at the transcriptional level [for review see
(Green et al., 2009)].

The FNR protein is present under aerobic and anaerobic conditions in similar and sufficient
quantities to regulate its downstream targets (Grainger et al., 2007, Sutton et al., 2004a,
Unden & Duchene, 1987). FNR dimerizes in the absence of O2, and dimeric FNR is the
active DNA-binding form of the regulator (Lazazzera et al., 1996, Moore & Kiley, 2001).
Active FNR regulates hundreds of genes leading to the adaptation of E. coli for anaerobic
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growth and controls one of the best-studied gene regulatory networks in the cell (Kang et al.,
2005, Salmon et al., 2003, Grainger et al., 2007). When O2 is abundant, dimeric FNR is
destabilized by O2, which converts active FNR into an inactive monomer, and the cell
defaults to aerobic growth (Lazazzera et al., 1996, Khoroshilova et al., 1997).

The ability of FNR to dimerize is controlled by an O2 labile Fe-S cluster. The incorporation
of Fe-S into the FNR protein is mediated by Isc, and incorporation does not appear to be
influenced by O2 (Mettert et al., 2008). The protein exists in three states: dimeric 4Fe-FNR
contains one [4Fe-4S]+2 cluster per monomer, monomeric 2Fe-FNR contains a single
[2Fe-2S]+2cluster, apoFNR contains no Fe-S cluster (Sutton et al., 2004a, Sutton et al.,
2004b, Lazazzera et al., 1996, Moore & Kiley, 2001, Khoroshilova et al., 1997, Crack et al.,
2008). The active dimer represses transcription of fnr mRNA, but the strength of this
interaction is moderate (Mettert & Kiley, 2007). Decay of monomeric FNR is assisted by the
protease ClpXP (Mettert & Kiley, 2005). Dimeric active FNR is protected from ClpXP-
mediated degradation and is not subject to any active decay process (Mettert & Kiley, 2005).
Therefore, the concentration of dimeric FNR is reduced either by destabilization due to O2
or increased cell volume (i.e. cell growth). Fig. 1 summarizes the essential features of the
FNR regulatory network.

Our previous work produced a robust model of the FNR network that integrated existing
experimental data into a cohesive system, made predictions of additional mutant behavior
that were validated by experimental data, predicted the dynamics of the aerobic-to-anaerobic
transition, and provided estimates of active FNR in vivo (Tolla & Savageau, 2010).
Although the model and experimental data are consistent, any system as complex as the
FNR regulatory circuit has only been examined in the laboratory by sampling a very small
number of alternative combinations of alleles and environmental conditions. In nature the
system is exposed to an enormous amount of environmental and genetic variation. In the
study presented here, we provide an approach to examine a large sampling of these
combinations. Our aim is to identify and characterize the qualitatively-distinct phenotypes of
our model for the FNR regulatory circuit.

This analysis allows us to address several probing questions about the FNR system.
Experimental work generally provides qualitative information; by combing the available
information into a model can we extract out any quantitative information? While it is well-
known that FNR is inactive under aerobic conditions, what degree of inactivity (e.g. 90%,
60%) is required for proper regulation of its downstream targets? Even with a model in
hand, what combinations of parameters represent normal physiological function? Can we
describe how extreme a particular mutant is, and quantify its distance from wild-type
behavior? Instead of the extremes of aerobic and anaerobic behavior, what can be said about
the behavior of the system in the microaerobic environment? What range of concentrations
of O2 correspond to this environment, and how might this range change when other aspects
of the FNR system are altered? These are questions that can only be addressed by an
integrated quantitative approach, which is the focus of this paper. We first review the
existing model of the FNR system and introduce a minor modification to better reflect the
transition between aerobic and anaerobic growth. Second, we develop its “design space”
(Savageau et al., 2009), which provides a means of visualizing the relationships among
alternative phenotypes of the system. Regions in this design space correspond to
qualitatively-distinct phenotypes for the FNR regulatory circuit. Third, we characterize and
rank the performance of the system within each of these regions. Finally, we assess the
evolutionary pressures responsible for favoring certain phenotypic regions over others.
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Results
Our analysis began with the model pictured in Fig. 2 [see Tolla & Savageau (2010) for
details]. In this model, the concentrations of the inactive monomeric forms of FNR have
been aggregated into a single variable (x2). This was done to simplify the model without
significant loss of information, as both apoFNR and 2Fe-FNR are inactive FNR monomers
that share similar degradation kinetics (Mettert & Kiley, 2005). Our original description of
the network (Tolla & Savageau, 2010) was a piece-wise representation within the power-law
formalism (Savageau, 1971a,Savageau, 2009). It included a sharp break-point, represented
by the intersection of the pieces corresponding to aerobic and anaerobic conditions. In the
work presented here, we include a minor modification in the model by replacing the sharp
break-point with a smooth transition produced by a Hill function (Fig. 3). Then, we recast
the modified model into the generalized mass-action representation within the power-law
formalism (Savageau, 2001). The recast system is an exact representation of the modified
model. The details of these mathematical operations are given in the Modeling Procedures
section.

Construction of Design Space
The design space provides a visual representation for the qualitatively-distinct phenotypes of
a system, and has led to insights regarding the phenotypes of other biological systems
(Savageau & Fasani, 2009, Coelho et al., 2009). In order to construct the FNR design space,
we begin with the equations shown below that correspond to the model pictured in Fig. 2.

(1)

(2)

(3)

(4)

(5)

Rate constants marked with max or min reflect the fact that this model bridges two distinct
environments. There is the aerobic environment, in which O2 is abundant (x8 > K2) and the
anaerobic environment in which O2 is limiting or absent (x8 < K2). Maximal rate constants
correspond to the aerobic environment in which cells grow faster, and minimal rate
constants correspond to the anaerobic environment in which cells grow slower. Equation (1)
describes the mRNA pool for which the rate of synthesis proceeds according to a hyperbolic
rate law under repression-control mediated by the binding of a single active 4Fe-FNR dimer.
The decay kinetics of the fnr mRNA are sensitive to the cellular environment and follow
their maximum decay rate under aerobic conditions (x8 > K2) or their minimum decay rate
under anaerobic conditions (x8 < K2). Equation (2) describes the combined pool of apoFNR
and 2Fe-FNR. The description includes two positive terms -- the rate of apoFNR synthesis
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and the rate of 4Fe-FNR conversion into 2Fe-FNR -- along with three negative terms -- the
rate of apoFNR-2Fe-FNR degradation via ClpXP at the minimal rate, or at its maximal rate,
and the apparent dimerization rate of apoFNR-2Fe-FNR into 4Fe-FNR. Equation (3)
describes the 4Fe-FNR pool whose rate of change depends on the difference between net
influx from the apoFNR-2Fe-FNR pool and net efflux, which is O2-dependent loss back to
the apoFNR-2Fe-FNR pool and loss due to dilution resulting from cell growth at either the
maximal or minimal rate. Equation (4) results from recasting the hyperbolic rate law in the
modified model, and equation (5) results from recasting the Hill function (see Modeling
Procedures).

The next step in constructing the design space is based on equations (1)-(5) at steady state.
We select one synthetic and one degradative term from each equation, which results in a
simplified subsystem of equations. Each term corresponds to a physical process, and at the
level of a molecular system, we define a distinct phenotype as a collection of dominant
physical processes. To the extent that the model accurately captures the behavior of the real
system, the collection of dominant physical processes is a real phenotype. Many factors give
rise to the dominance of a particular process, and these factors can be broadly described as
either environment changes or changes in the internal structure of the system. If the
dominance assumption holds true over a range of parameter values then the subsystem in
question represents a valid and distinct phenotypic region, otherwise the conditions for the
subsystem are invalid.

For example, suppose we set equations (1)-(5) equal to zero and select the following terms.

(6)

(7)

(8)

(9)

(10)

The dominance conditions from Eq. (3) that imply the process of destabilizing dimeric FNR
dominates over dilution by growth are given by  and

. We can solve for the steady state of this subsystem [Eqs. (6)-(10)],
which is x1 = α1,max/β1,max , x2 = α1,maxα21/(β1,maxβ21,maxx6), x3 = β22x7/(α22x8)[α1,maxα21/
(β1,maxβ21,maxx6)]2 , x4 = K1 , and  . By substituting the steady state above into the
dominance conditions, we determine which parameter values satisfy the conditions. For the
processes selected in equation (8) to dominate the processes described by equation (3), we
can conclude that O2 must exceed a specific threshold

. Similar conclusions apply for equations (1),
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(2), (4), and (5). We continue in this fashion of choosing processes and evaluating the
conditions under which they dominate until we have exhausted all possible combinations of
processes. Further details regarding the construction of the FNR design space are given in
the Modeling Procedures section.

The final step in constructing the design space is to choose the variables that we wish to
display on its axes. Since the post-transcriptional cycling of FNR is a major aspect of this
system in need of further study, we have selected a key variable on each side of the cycle for
the axes. The concentration of O2 (x8), which represents a major influence on one arm of the
post-transcriptional cycling of FNR, was a logical choice for one of the axes, as this is the
environmental variable to which the system responds. The apparent rate constant of
dimerization (β22), which represents a major influence on the other side of the cycle (Fig. 2),
is a logical choice for the other axis. Using these two variables that affect the two arms of
the cycle, we can examine how their variation influences the output of the system as
manifested in the activity of 4Fe-FNR.

The resulting design space is shown in Fig. 4. We see that of the 144 possible phenotypic
regions only 15 of these are valid. In other words, the design space indicated that the FNR
cycle is capable of presenting 15 qualitatively-distinct phenotypes. Though some of these
phenotypes do correspond to extreme parameter values (e.g. apparent dimerization rate
constants three orders of magnitude greater than the wild-type) the design space accounts for
the complete list of qualitatively-distinct phenotypes. The dominance conditions for validity
of other 129 phenotypic regions cannot be realized when adjusting the FNR cycle.

Based on the O2 content of the environment, the design space (Fig. 4) can be separated into
three broad environmental categories: aerobic, microaerobic, and anaerobic environments
(Fig. 5B). The critical concentration of O2 (K2 = 10.4 μM, see Modeling Procedures)
defines a vertical line in the FNR design space separating the aerobic environment (includes
regions 1, 2, and 3) from the anaerobic environment (includes regions 4, 7, 10, 11, 12, and
15). The area around the critical threshold of O2 represents the microaerobic environment
(includes regions 5, 6, 8, 9, 13, and 14). The separation between these environments is
predicted by the boundaries of the design space. Experimental work examining expression
of anaerobically induced genes regulated by active FNR agrees with the location of these
boundaries (Tseng et al., 1996,Becker et al., 1996) and the active FNR levels as predicted
by the model (Tolla & Savageau, 2010).

Based on the dominant subsystem underlying operation in each region, the design space
(Fig. 4) can be separated into three broad behavioral categories: aerobic-like, microaerobic-
like, and anaerobic-like behaviors (Fig. 5A). The partitioning of the design space into these
behavioral categories depends on the balance between the apparent rate constant of
dimerization (β22) and the O2 concentration (x8). Consider for example an extreme case in
which the dimerization flux for conversion of inactive FNR into active FNR is many orders
of magnitude greater than the O2-dependent flux for dissociation of dimeric FNR. At steady
state, the majority of total FNR would be in the active FNR pool and this corresponds to
anaerobic-like behavior even if the O2 content of the cell were to reach saturation. The
aerobic-like regions (3, 12, 13, 14, and 15) are defined by the following features: the
maximal transcription rate (α1,max) dominates the rate of fnr mRNA synthesis, and the active
decay process (β21,maxx2x6, β21,minx2x6) dominates the decay of inactive FNR. The
anaerobic-like regions (2, 7, 8, 9, and 11) are defined by the following features; repression-

mediated control dominates the synthesis of fnr mRNA , and growth-

dependent dilution dominates the decay of active FNR .
The microaerobic-like regions (1, 4, 5, 6, and 10) have a combination of the aerobic-like and
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anaerobic-like features. They are defined as those regions that exhibit repression of mRNA
synthesis by active FNR (anaerobic-like feature) and active decay as the dominant decay
process for inactive FNR (aerobic-like feature).

Transitions between aerobic and anaerobic growth states correspond to movement along the
x-axis of the design space. In other words, the range of aerobic-to-anaerobic phenotypes
presented by an FNR circuit with a specified apparent rate constant of dimerization (β22)
corresponds to a horizontal line in the design space. The dashed line in Fig. 4 indicates the
spectrum of phenotypic regions (1, 3, 4, 5, 6, 7, and 11) exhibited by the system with the
wild-type set of values for its parameters. If the FNR circuit is to switch its behavior and
match the environment such that aerobic-like, anaerobic-like, and microaerobic-like
behaviors coincide with the corresponding environments (Fig. 5 A and B) then the apparent
rate constant of dimerization must lie above the boundary separating region 10 from region
11 and below the lowermost point of region 2. Operation of the FNR circuit within these
boundaries maintains the necessary range of physiological responses to the environment.

Performance Criteria
Before we compare behavior associated with the various regions, we need to articulate a set
of performance criteria. These criteria will be used to differentiate a good region from a
poor region. These criteria are motivated by the physiological constraints imposed on the
FNR system. The following six criteria relate to the local behavior of the system. Local
behavior refers to how the system responds to small, sustained changes in the environment
or in the internal properties of the circuit.

Criterion 1. The system should be robust to small changes in the rate constants that define
the system. Local robustness is quantified by the magnitude of the system’s parameter
sensitivities(Savageau, 1971b) [Modeling Procedures].

Several criteria need to be satisfied in order for active FNR to perform effectively as an O2
sensor.

Criterion 2. Under aerobic conditions, active FNR should be responsive to small changes in
O2 concentration. The FNR system exhibits a graded response (Tseng et al., 1996, Becker et
al., 1996) and cannot switch from complete repression to complete induction without being
adapted to the intervening states. The local amplification or attenuation of responses to
changes in this input (environmental) variable of the system is quantified by the relevant
logarithmic gains (Savageau, 1971a) [Modeling Procedures].

Criterion 3. Under anaerobic conditions the FNR system needs to produce a strong signal
promoting anaerobic growth and should not be susceptible to small fluctuations in O2
concentration. This criterion is quantified by the appropriate logarithmic gain.

Criterion 4. In the aerobic state, inactive FNR acts as a reservoir of FNR protein primed for
conversion to the active form. Therefore, the aerobic supply of inactive FNR needs to
remain well-buffered against small fluctuations in the O2 concentration. This criterion is
quantified by the appropriate logarithmic gain.

Criterion 5. The system should have a wide margin of dynamic stability. The margin is
quantified by the size of the critical Routh criterion (Savageau, 2009) for local stability
[Modeling Procedures].

Criterion 6. The FNR circuit should respond rapidly to local changes in O2 levels. At the
molecular level, the environment of a system often undergoes transient fluctuations. In the
case of FNR, this could be a small, transient drop in O2 levels. A fast local response time
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implies that the circuit is better at adjusting for small fluctuations. The local response time is
quantified by the magnitude of the eigenvalues for the linearized system in logarithmic
space (Savageau, 1998) [Modeling Procedures].

In addition to the criteria for the local behavior of the system, there are three important
criteria for the global behavior.

Criterion 7. In order to prevent improper regulation of the downstream targets of active
FNR, the concentration of active FNR should be low under aerobic conditions and high
under anaerobic conditions.

Criterion 8. The global response time following large changes in O2 concentration should be
fast. The global response time of the FNR circuit can be assessed by the determination of
two key temporal characteristics: settling time and peak time (Modeling Procedures).
Shorter peak and settling times indicate that the system is faster in responding to large
changes in O2 tension.

Criterion 9. The system should have large global tolerances; i.e., the system should be
tolerant to large changes in the values of parameters that otherwise would convert the wild-
type physiological system into a dysfunctional system (Modeling Procedures).

Steady State Analysis
The boundaries of each region are not arbitrary. They arise directly from the system of
equations and the dominance conditions responsible for defining the dominant processes.
Within each phenotypic region there is a specific subsystem that approximates the behavior
of the complete system [Eqs. (1)-(5)]. The goal is not to obtain an exact representation of the
complete system. Rather, we wish to enumerate the possible phenotypes with reasonable
approximation in order to compare their relative performance. As a check that each regional
approximation is reasonable, we can compare the steady-state solutions as computed for the
complete system (Fig. 6A) [Eqs. (1)-(5)] with the region-by-region approximate steady-state
solutions (Fig. 6B). The results of this comparison make it clear that while not perfect the
regional approximations are adequate.

By comparing the steady-state solution across the three regions in the aerobic environment
(1, 2, 3) in Fig. 6B, we uncover an additional prediction of interest. The phenotype
associated with region 2 exhibits a high concentration of active FNR regardless of O2
concentration in the environment (violation of Criterion 7). Even at 80 μM dissolved O2, the
concentration of active FNR (~1.1 μM) for systems in region 2 is similar to the levels
observed for the fully anaerobic system. Avoiding region 2 coincides with avoiding the
regions displaying anaerobic-like behavior in an aerobic environment. Therefore, the
nominal aerobic values should lie below the line

 [i.e.
 for the wild-type set of parameter values] in order to prevent the FNR

circuit from operating in region 2.

The steady states alone are not sufficient to discern a difference in performance between the
remaining aerobic regions 1 and 3. However, region 3 presents the aerobic-like behavior,
whereas region 1 presents microaerobic-like behavior. An additional benefit of operating in
region 3 is that it prevents small changes in the apparent dimerization rate constant (β22)
from pushing the system into the unregulated phenotype associated with region 2. Thus, it is
likely that the wild-type aerobic system is represented in region 3. Characterization of the
local and global properties of the phenotypes in each region will (see Local performance,
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Global performance) identify a robust lower bound on the apparent dimerization rate
constant. Our analysis will show that for the FNR system to respond effectively to the
spectrum of O2 content in the environment the apparent dimerization rate constant should

not drop below the line  (=
1.54 min−1 μM−2 for the wild-type set of parameter values).

The physiological constraints on the cell dictate the avoidance of region 2 and maintenance
of a sufficient apparent dimerization rate constant that avoids ineffective switching behavior.
Thus, there exists a band of optimal operation (Fig. 4 shaded area) as determined by the
difference between the maximum and the minimum apparent rate constants of dimerization

. These analytical bounds capture the relationship between optimal physiological behavior
and the parameters that stand in for the biochemical processes of the FNR system. Based on
the boundary conditions, we can predict whether a mutant FNR system will fall outside the
band and display pathological behavior. We can additionally formulate a strategy for
altering transcription (α1max), translation (α21), or another property of the system to move
the boundaries of the band and compensate for a particular mutation. In our previous work
(Tolla & Savageau, 2010), which was performed independent of this design space analysis,
we fit the parameters of the FNR system using experimental data from the literature. The
resulting set of wild-type values for the parameters is consistent with the new results of this
study showing that the system is represented within the band of optimal operation (white
circles in Fig. 4).

Local Performance
The local performance of the FNR circuit describes the response of the system to small,
sustained changes to its structure or environment. Evaluation of the performance criteria
characterizes the local response of the system [parameter sensitivities (Criterion 1),
logarithmic gains (Criteria 2 – 4), margin of stability (Criterion 5), and local response time
(Criterion 6)]. An overview of the parameter sensitivities and logarithmic gains is presented
in Table 1. All of the sensitivities are less than one, which indicates that in general small
changes in rate constants or other parameters do not produce amplified responses that
propagate through the FNR circuit. In each region the sensitivity of active FNR is always
greater than that of inactive FNR. This reflects the fact that regulation of active FNR is the
function of the FNR circuit. The quantitative values for the sensitivities depend almost
entirely on whether a region is categorized as aerobic-like, microaerobic-like, or anaerobic-
like. All the aerobic-like regions have mean sensitivities of 0.364 and 0.909 for inactive
FNR and active FNR, respectively. All the microaerobic-like regions have mean sensitivities
of 0.254 and 0.515 for inactive FNR and active FNR, respectively. All the anaerobic-like
regions, with one exception, have mean sensitivities of 0.198 and 0.215 for inactive FNR
and active FNR, respectively. These values indicate that both inactive FNR and active FNR
are most sensitive to small changes in the parameters when operating in an aerobic-like
fashion, less sensitive when operating in a microaerobic-like fashion, and the least sensitive
when operating in an anaerobic-like fashion. Thus, the FNR circuit is designed to produce
an increasingly robust signal promoting anaerobic growth as the system transitions from an
aerobic-like to an anaerobic-like phenotype. The margin of local stability (Criterion 5) is
largest in the upper-right corner and smallest in the lower-left corner of the design space
(Fig. 7B). Operating points above the optimal band (shaded area Fig. 7B) would have an
improved margin of stability, but this would be accompanied by the unregulated phenotype.
The logarithmic gains and local response times have a different interpretation in the different
environments, as will be discussed below.
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Phenotypes of regions in the aerobic environment—At a given O2 concentration
there are always three possible regions the system can operate in depending on its apparent
dimerization rate constant (Fig. 4). The three possible regions always represent, from top to
bottom anaerobic-like, microaerobic-like, and aerobic-like behavior (Fig. 5A). For the
aerobic environment ([O2]>10.4 μM), we have already observed that of the three potential
regions (1, 2, and 3) the wild-type system is represented in the aerobic-like region (region
3). The local response time (Criterion 6) in the aerobic environment becomes faster as the
apparent dimerization rate constant (β22) increases (Fig. 7A). Thus, the local response time
is the fastest in the anaerobic-like region (region 2), decreases as the system moves down
into the microaerobic-like region (region 1) and is the slowest in the aerobic-like region
(region 3). However, region 2 is an untenable region of operation under aerobic conditions
because in this region active FNR is unregulated.

The logarithmic gains (Table 1) indicate that in region 3 active FNR responds in direct
proportion to O2 (Criterion 2), whereas inactive FNR is completely buffered against changes
in O2 concentration (Criterion 4), both represent desirable characteristics according to the
performance criteria. Conversely, in region 1 (microaerobic-like) active FNR does not
respond in direct proportion to O2 (~1/2 less responsive) and inactive FNR is affected by
small changes in O2 concentration. Thus, the region 1 phenotype does not respond as
effectively as the region 3 phenotype (Criterion 2) and does not provide a well-buffered
supply of FNR monomer (Criterion 4). These results indicate that the system should
minimize the range of O2 concentrations in which it operates with microaerobic-like
behavior. Ideally, the microaerobic-like phenotype would occur just around the boundary
that separates the aerobic and anaerobic environments.

Phenotypes of regions in the anaerobic environment—In the extreme case of near
zero O2 levels, the FNR circuit can operate in one of three regions (10, 11, or 15). In the
extreme anaerobic environment, the local response time (Criterion 6) improves as the
apparent dimerization rate constant (β22) increases (Fig. 7A). The logarithmic gains are all
zero in regions 10, 11, and 15 (Table 1), which illustrates that in the extremes of the
anaerobic environment O2 does not influence the local behavior of the FNR circuit. As noted
above, the sensitivity analysis indicates that the anaerobic-like region (region 11) provides
the most robust anaerobic growth signal (Criterion 1) and the highest concentration of active
FNR (Criterion 7), both represent desirable characteristics according to the performance
criteria.

In the anaerobic environments that contain intermediate levels of O2, the FNR circuit can
operate in one of three regions (4, 7, or 12). In this span of the anaerobic environment, the
local response time (Criterion 6) is fastest in region 4 (Fig. 7A). This corresponds to a
microaerobic-like region, and represents the only exception to the rule that local response
time improves as the apparent dimerization rate constant (β22) increases. The local response
time of the anaerobic-like region (region 7) is better than that of the aerobic-like region
(region 12). The aerobic-like region (region 12) also has poor performance with regard to its
large parameter sensitivities (Criterion 1), and its directly proportional response to O2
(Criterion 3), neither of these traits are desirable in the anaerobic environment. The
microaerobic-like region (region 4) provides an improvement over the aerobic-like region,
but its sensitivities, logarithmic gains, and active FNR concentration (Criteria 1,3, and 7) are
worse than those of the anaerobic-like region (region 7). These results further reinforce the
conclusion that the evolutionary forces responsible for shaping the FNR circuit select for
parameters that minimize the range of O2 concentrations in which the system operates with
microaerobic-like behavior (Fig. 4).
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Phenotypes of regions in the microaerobic environment—The local
characteristics of regions in the microaerobic environment follow the same trend observed
elsewhere in the design space; the logarithmic gain of active FNR, local response time, and
sensitivities increase as the system moves from anaerobic-like, to microaerobic-like, on
down to aerobic-like regions, whereas the logarithmic gain of inactive FNR decreases.
While it is unclear what constitutes good performance in the microaerobic environment, the
local performance (Criteria 1-6) in the aerobic and anaerobic environments will determine
where the system should operate. The system is forced to pass through the microaerobic-like
regions when transitioning between the aerobic-like regions and the anaerobic-like regions,
and we have shown that according to the performance criteria the microaerobic-like regions
(1, 4, 5, and 10) do not provide good performance in either the aerobic or anaerobic
environment. Thus, if the minimal crossing is optimal then the lower bound on the apparent
rate constant of dimerization is given by

 as mentioned in the initial
steady-state analysis (see Steady State Analysis).

Global Performance
Response time—The complement of a system’s local dynamics is its global dynamics,
and an environmental sensor is expected to have a rapid dynamic response when the
environment undergoes a shift. A typical curve showing the aerobic-to-anaerobic transition
and vice versa is shown in Fig. 8. During the aerobic-to-anaerobic transition, active FNR
undergoes an initial overshoot (or undershoot in the anaerobic-to-aerobic case) followed by
the system settling to a new steady state. Two other studies have made efforts to infer active
FNR levels (Sanguinetti et al., 2009,Partridge et al., 2007) and both predicted the existence
of an overshoot. The predicted resolution of the overshoot in both these cases was rapid. The
mechanistic model predicts a slow resolution of excess 4Fe-FNR consistent with the
evidence that cell growth is the primary avenue through which the concentration of active
FNR is diluted (Fig. 8A).

To characterize the global response time of the FNR circuit, we can examine the dynamics
of a transition between the aerobic and anaerobic states and assess the peak time as well as
the settling time. For this analysis, we select two distinct O2 levels 0.001 μM and 80 μM as
representative of anaerobic low-oxygenated and aerobic well-oxygenated environments, but
the results of the analysis are not sensitive to this choice of representative values. For any
point in the aerobic environment of design space (x8 > K2, Fig. 5B), the O2 level is shifted
instantaneously from its initial aerobic value (x8,init) to x8 = 0.001 μM. For any point in the
anaerobic or microaerobic environment of design space (x8 < K2, Fig. 5B), the O2 level is
shifted instantaneously from its initial anaerobic/microaerobic value (x8,init) to x8 = 80 μM.
We associate the peak and settling times with the initial point (x8,init,β22) in the design space
and plot their values as the z-coordinate (heat map) in Fig. 9 A and B. Note that not every
set of parameters in the design space gives rise to a peak that overshoots (or undershoots)
the final steady state (dark red in Fig. 9A).

The ability of E. coli to transition quickly from aerobic to anaerobic growth depends upon
the rapid build up of active FNR. For this reason, the initial response time of the FNR circuit
(determined by its peak time or settling time when there is no peak) is critical (Criterion 8).
The importance of an initial rapid response, achieved by either a fast peak time or a fast
settling time, is illustrated in Fig. 10. There exists the potential for a peak that overshoots the
final steady state by a wide margin to dramatically increase the settling time of the system;
however, in the FNR circuit the magnitude of the overshoot is modest (Fig 7).
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If operation of the FNR circuit within the microaerobic-like regions is kept to a minimum
range of O2 concentrations, then there is a significant improvement in the response time of
the system (Fig. 9 A and B). The mean aerobic-to-anaerobic peak and settling times for
systems that do not minimize the range of the microaerobic-like regions are 23.3 ± 2.4 min
(peak time) and 84.3 ± 6.8 min (settling time), whereas circuits represented in the optimal
band that remain above  (for all O2 levels) have a mean peak time of 3.47 ± 0.12 min
and a mean settling time of 64.1 ± 8.1 min. Thus, the global response time of active FNR is
poorer below the  boundary.

The settling time of systems represented within the band of optimal performance can not be
improved without moving their operating point above the band, where they would exhibit
the unregulated phenotype (Criterion 7). The peak time becomes worse for systems
represented above or below the band of optimal performance. The mean peak time for an
FNR circuit positioned below the optimal band is significantly slowed because the full width
of microaerobic region 4 is included in the spectrum of aerobic-to-anaerobic behavior. Thus,
the results for global response time of the system are consistent with the results for the local
behavior, and together they identify a strategy of being within an optimal band of design
space that avoids region 2 and the majority of regions 1 and 4. This strategy optimizes
performance according to Criteria 8 while avoiding the region of dysfunctional regulation
(Criteria 7).

Global tolerance—Global tolerance describes the ability of a well-adapted system to
tolerate changes in its structure or environment without deviating from the wild-type
behavior. The parameters of biological systems are not fixed and are subject to variation due
to mutations as well as changes in temperature, pH, and a host of other factors. These
parameter variations reflect intrinsic changes in the makeup of the cell or changes in the
cellular environment. These changes are well defined in design space and quantified by the
global tolerances. Loss of the wild-type phenotype can occur in one of two ways: when the
change in a parameter value causes the wild-type operating point to move across a nearby
boundary into an adjacent region with less desirable behavior; alternatively, it can occur
when the change in a parameter value causes the position of the boundary to move across
the wild-type operating point leaving the operating point in the non-physiological region. As
an example of the former case, the minimum change in the apparent rate constant for
dimerization β22 that moves the operating point out of the optimal band is a 1.69-fold
decrease. Increases or decreases in the other parameters, which define the boundaries of the
optimal band, can move either the upper boundary or the lower boundary across the
operating point. As an example of a parameter change that moves a boundary across an
operating point, the minimum change in the parameter for the critical O2 concentration K2
that moves the boundary between regions 1 and 3 across the wild-type operating point in
aerobic region 3 is a 4.55-fold increase (the ratio of the value for K2 at the wild-type aerobic
operating point of 80 μM to its value at the boundary where K2 = 17.6 μM).

A well-adapted system is expected to have evolved an apparent rate constant for
dimerization that is located within the band of optimal operation, which is determined by a
constellation of the other system parameters. We can assess the ability of the wild-type
parameter set to tolerate large-scale changes by computing the global tolerances with respect
to the band of optimal performance. The global tolerances are summarized in Table 2 and
indicate that the wild-type system tolerates a minimum 2.6-fold range of parameter variation
(considerably more than the percent variation typical of experimental error) without leaving
the band of optimal performance (note that these are fold changes rather than percentage
changes, which are associated with local parameter sensitivities). The overall trend in the
tolerances shows that larger changes in parameter values are required to move the operation
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of the system above the band of optimal performance as opposed to moving it below. This
extra buffering reinforces the assessment that the unregulated behavior in region 2
represents the worst possible behavior in the aerobic environment (Fig. 6B). The
performance of the system below  may be suboptimal (by Criterion 1-6 and 8)
compared to the wild-type phenotype (region 3), but active FNR is still subject to regulation.
Therefore, evolution appears to have adapted the parameters of the FNR circuit so that
priority is given to avoiding loss of regulatory capacity in region 2 (Criterion 7), whereas
avoiding unfavorable parameter sensitivities and slowed response times associated with low
apparent dimerization rate constants (Criterion 1-6 and 8) is a secondary priority. The global
tolerances are a reflection of these evolutionary pressures.

Assessment of Dimerization Mutants in Design Space
In the wild-type FNR protein, two negatively charged residues within the predicted
dimerization helix (Asp154 and Glu150) are critical in preventing formation of dimeric FNR
in the absence of a [4Fe-4S]2+ cluster (Moore et al., 2006). Experimental work on the FNR
protein includes site-directed mutagenesis at these two charged amino acids. The activity of
these dimerization mutants was characterized in vivo by assaying β-galactosidase activity in
strains containing lacZ under control of the FNR-dependent narG promoter (Moore et al.,
2006). FNR activity was measured under both aerobic and anaerobic conditions for the
mutant strains and expressed as percent of wild-type anaerobic activity (data reprinted in
Table 3). In an earlier report, we showed that narG-lacZ expression is highly correlated with
the predicted concentration of active FNR in our model (Tolla & Savageau, 2010). By
calculating the aerobic steady-state concentration of active FNR as a function of the
apparent rate constant for dimerization (β22) in the model, we can predict the relationship
between β22 and the activity of the narG-lacZ reporter. We match our calculated lacZ
reporter activity to the activity reported by Moore et al. (2006) under aerobic conditions to
predict an apparent rate constant for dimerization of each laboratory mutant.

The design space allows us to visualize the operating points of the dimerization mutants in
the context of the phenotypic regions (Fig. 11). Based on our analysis of the design space,
we expect the mutants operating above the optimal band to tend toward the unregulated
phenotype. As Table 3 demonstrates, increasing the apparent rate constant for dimerization
leads to unregulated expression of active FNR under aerobic conditions. The anaerobic
expression data (Table 3) were not used to calculate the predicted apparent rate constant for
dimerization (β22) of the mutants. According to the experimental data, the expression under
fully anaerobic conditions is similar to wild-type activity regardless of the predicted
apparent rate constant for dimerization (Table 3). This is consistent with the predicted
anaerobic position of the mutants in Fig. 11 and the corresponding steady-state levels
predicted for active FNR (Fig. 6). Replacing the negatively charged residues at positions 154
and 150 with positively charged residues produces a double mutant (FNR-E150K/D154K)
that is expected to behave in a wild-type fashion (Moore et al., 2006). The design space
analysis confirms this expectation by showing that the FNR-E150K/D154K mutant is
positioned within the band of optimal operation (Fig. 11).

The FNR-K152E mutant is a separate case from the aforementioned mutants (black circle in
Fig. 11). This mutant presents wild-type aerobic activity, but under anaerobic conditions
expression from the narG-lacZ reporter construct is reduced (Table 3). We used the lowered
anaerobic activity to predict an apparent rate constant for dimerization (β22). The model
predicts that at a lowered apparent rate constant for dimerization of 0.01 ± 0.004 there is a
reduction in the anaerobic steady-state level of active FNR; however, the predicted activity
of the mutant (1.2 ± 0.07 μM active FNR) may not be discernable experimentally from the
wild-type (1.73 ± 0.02 μM active FNR), because of background expression from the narG

Tolla and Savageau Page 12

Mol Microbiol. Author manuscript; available in PMC 2012 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



promoter. According to our design space, the FNR-K152E mutant is positioned well below
the band of optimal operation (Fig. 11). Our analysis predicts that the peak time of the
aerobic-to-anaerobic transition should increase 15 ± 2.6 fold compared to the wild-type and
that the settling time should increase 1.2 ± 0.02 fold. Anaerobic-to-aerobic peak time is
predicted to increase 5.5 ± 2.4 fold, whereas the anaerobic-to-aerobic settling time decreases
by 723 ± 1200 fold. The sharp decrease and large standard deviation in settling time for the
K152E mutant results from the predicted β22 value (apparent dimerization rate constant)
straddling a region in the FNR design space with extremely rapid settling times (dark blue
area crossed by the white line in Fig. 9B). The significant delay predicted in the aerobic-to-
anaerobic peak time can be experimentally tested. The K152E mutation should noticeably
effect the repression time in the laboratory, whereas the delay in anaerobic-to-aerobic peak
time may not be sufficient to produce a detectable deviation from the wild-type.

Discussion
The analysis presented in this study provides a deeper understanding of how aerobic,
microaerobic, and anaerobic behaviors are best suited to their respective environments. We
examined the phenotypic repertoire of the FNR regulatory circuit in the context of its system
design space, which allowed us to enumerate the qualitatively-distinct phenotypes,
characterize their local behavior, and analyze transitions between phenotypes. We quantified
the performance of each phenotype by evaluating a set of criteria that included robustness of
the system to small parameter changes (Criterion 1), responsiveness of active FNR to small
O2 changes (Criteria 2 and 3), buffering of the inactive FNR supply in the aerobic state
(Criterion 4), a margin that ensures local stability (Criterion 5), rapid local response time of
the FNR circuit (Criterion 6), maintenance of appropriate concentrations of active FNR
(Criterion 7), global response time of the system (Criterion 8), and a tolerance to large
global changes in parameters (Criterion 9). This analysis allowed us to identify desirable and
undesirable phenotypes as well as an optimal band of operation across phenotypes, which
the model moves through as the O2 content of the environment changes. The optimal band
provides a means of determining what combinations of parameters represent normal
physiological function, and quantifies how far from wild-type behavior a particular mutation
places the FNR system.

FNR Design Space Reveals an Optimal Band of Operation
The behavior associated with regions of design space is categorized as aerobic-like,
anaerobic-like, or microaerobic-like depending upon which processes are dominant. The
design space provides boundaries on when a system displays a particular category of
behavior, including quantifying the boundaries of the microaerobic state. The behavior
within each of these categories is not uniform, but they share a few key characteristics with
regard to Criteria 1, 2, 3, and 7: The aerobic-like regions maintain low levels of active FNR
and respond to small O2 changes; The anaerobic-like regions maintain high levels of active
FNR and provide a robust signal promoting anaerobic growth; The microaerobic-like
regions maintain intermediate levels of active FNR and an intermediate response to small O2
changes. Due to the relative position of the aerobic-like, anaerobic-like, and microaerobic-
like regions there exists a span of the design space that maintains the ability to transition
between the extremes of aerobic and anaerobic growth and localizes the microaerobic-like
regions at the critical O2 level (Fig 5 A and B). Further assessment of the global dynamics
of the FNR circuit (Fig 8 A and B) revealed that region 4 (microaerobic-like) provides
comparatively slow induction and repression of active FNR in response to large O2 changes
(Criterion 8). This indicated that minimizing the span of O2 in which the system is
represented in region 4 best satisfies the goal of maintaining a rapid response time. Thus, the
optimal strategy for the FNR circuit involves operating within a specified band that avoids
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region 2 and the majority of region 4 (Fig. 4). For the FNR circuit with the wild-type values
for the parameters, which were independently determined (Tolla & Savageau, 2010), we
have shown that it operates within the band of optimal performance.

Position of the FNR System Prevents Loss of Regulation
By computing the global tolerances of the FNR circuit with respect to the boundaries of the
band of optimal performance (Table 2), we saw that the system can tolerate substantial
changes in the values of its parameters while maintaining optimal O2-sensing performance
(Criterion 9). The overall trend in the global tolerances showed that the wild-type
parameters locate the system in design space so that larger changes in parameter values are
required to shift the operating point above the band of optimal performance than to shift it
below the band. This result supports the hypothesis that while operating below the band is
unfavorable (Criteria 1-6 and 8), evolutionary pressures have focused on preventing the
worst-case scenario in which the system shifts above the band to produce improper
regulation of active FNR (Criteria 7).

Suggested Experiments to Test Design Space Conclusions
We were able to predict the expected behavior of dimerization mutants, beyond their
characterization in the literature (Moore et al., 2006), and determine which phenotypic traits
are amenable to experimental testing. In particular, we predicted that the significant
reduction in FNR activity observed for the FNR-K152E mutant should slow the transition
from aerobic to anaerobic growth by approximately 15-fold, which we hypothesize will
increase the time needed to fully induce active FNR from 3.7 min to ~56 min. This dramatic
shift in the aerobic-to-anaerobic dynamics should be detectable experimentally as a decrease
in growth rate for mutant strains forced to transition frequently between aerobic and
anaerobic growth.

To test the location of the optimal band as predicted by the design space, we propose
changing a parameter of the FNR system in the laboratory through mutation. Mutations can
adjust the boundaries of the optimal band, and the design space analysis can specify the
nature and degree of the mutation necessary to change a pathological phenotype into a
physiological phenotype. For example, the D154L mutant exhibits 29 ± 3% active FNR
induction under aerobic conditions (Moore et al., 2006). Based on the boundaries of the
optimal band, a 3-fold increase in the decay of inactive FNR (β21,max) should suppress the
D154L mutation, placing the strain back in the optimal band and restoring its ability to
regulate active FNR.

The narrow width of the microaerobic regions and the involvement of potentially conflicting
aerobic and anaerobic processes suggest the hypothesis that the FNR system has evolved to
minimize the extent of these microaerobic regions. Introducing mutations that alter the
positions of the microaerobic regions such that the cell is forced to take a non-minimal
crossing would test this prediction. Increasing the rate constant of ClpXP mediated decay
(β21,min) or ClpXP levels themselves (x6) will shift the microaerobic regions upward and
increase the span of microaerobic behavior involved in shifting between environments. Cells
forced to frequently transition between aerobic and anaerobic conditions would be expected
to grow slower than wild-type strains or compensate through reversion.

Conclusion
The design space analysis used in this work provides an efficient assessment for whole
ranges of parameters. Instead of characterizing the behavior of the system at every point in
parameter space, we were able to focus on a small number of regions that capture the full
range of behaviors possible for the FNR circuit. By enumerating and characterizing the
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qualitatively-distinct phenotypes of this O2 sensing circuit, we placed in a visual context the
evolutionary pressures that have shaped the circuit. A distinction can be drawn between the
phenotypes that evolution has selected for and those specific phenotypes that evolution has
selected against. Finally, we calculated the global tolerances to quantify the extent to which
evolutionary pressures have buffered a particular system against changes to its phenotype.

Modeling Procedures
The construction of the design space, analysis, and simulation of the model are all carried
out in MATLAB R2009b. The mathematical details presented in this manuscript should
allow for reproduction of the results using any standard computational software package.

Formulating a Hill Model and Recasting
We arrive at Eqs. (1)-(5) by formulating a “Hill model” based upon our original “piecewise
model” (Tolla & Savageau, 2010) [Eqs. (11)-(13)], and then recasting the Hill model into
the generalized mass-action formalism. This final step produces a representation that agrees
with the Hill model exactly and is amenable to the design space analysis. The original
representation is given below.

(11)

(12)

(13)

In this nomenclature X1 is the mRNA pool, X2 is the inactive FNR pool, and X3 is the active
FNR pool. Some parameters have state-specific values for the aerobic and anaerobic states.
This is due to differences in the growth rate between these two conditions, and these growth-
rate differences alter the dilution rate. Thus, not shown in equations [(11) – (13)] are the
following state-specific parameters β1,max, β1,min, β21,max, β21,min, β31,max, β31,min. There are
also state-specific independent variables that represent the forces modulating the transition
between the aerobic and anaerobic states.

In our previous publication (Tolla & Savageau, 2010), we also considered the possibility
that the Isc concentration might be a state-dependent variable. We attempted to fit the
experimental data with an Isc concentration that varied with the environment or a constant
Isc concentration. There was no difference in the quality of the final fit, and the environment
specific Isc concentrations would converge to nearly the same value (data not shown). We
take this as an indication that while the total Isc pool is likely regulated in an O2 dependent
fashion there are fewer targets under anaerobic conditions (Giel et al., 2006, Schwartz et al.,
2001). Therefore, we hypothesize that free concentration of Isc is essentially unaltered in the
different environments. The independent variables are X4, X5, and X6, where X6,max and
X6,min represent the state-specific values for the aerobic and anaerobic environments
respectively. The critical concentration of active FNR, X3c, determines when to switch
between the aerobic-state and anaerobic-state parameters.
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Unlike the sharp transitions in our original model, the real system undergoes a smooth
transition between the aerobic and anaerobic states. As a method for representing a smooth
transition between these states we replace the step functions in our original model with a
Hill-type function for the changes in the rate expressions for decay and a hyperbolic
expression for the repression of transcription by active FNR. This modified model agrees
with the original model at the extremes of the aerobic-to-anaerobic spectrum (Fig. 3). The
equations with the hyperbolic and Hill-type transitions are given below.

(14)

(15)

(16)

The variable and parameter notation in this Hill model of the FNR circuit is the same as that
in the original piece-wise model, with two exceptions. There are three additional parameters:
K1 is the inhibition concentration for the half-maximal repression of transcription by 4Fe-
FNR’s, K2 is the critical O2 threshold, and n is the Hill number. The Hill number is
adjustable and increasing its value serves to sharpen the transition between aerobic and
anaerobic growth. We have settled on a Hill number of 4, but the exact value does not
significantly affect the results of this study. The critical O2 threshold is the O2 level at which
the FNR network shifts from aerobic behavior to anaerobic behavior. The specific value of
K2 is determined by equating the two piecewise terms describing the transcription of fnr
mRNA (i.e. α1,max = α1X3

g13) and solving for X3. This is the value of X3 at which the
anaerobic and aerobic descriptions of mRNA synthesis meet, and we can set the derivates of
Eqs. (11)-(13) to zero and solve for X3 in terms of X6. This yields the following relationship
for determining K2.

(17)

In order to adapt the system to our general method for formulating a design space, we recast
the Hill model into a generalized mass-action representation. The recast system is not an
approximation of the Hill model. Rather, it agrees with the Hill model exactly. In the case of
Eqs (14)-(16), we need only define two new variables

. The resulting generalized mass-action set of
equations is in the main text [Eqs. (1)-(5)]. The variables in the final equations have been
renamed and renumbered to prevent confusion. The dependent variables are the mRNA (x1),
inactive FNR (x2), active FNR (x3), the sum of active FNR and the K1 of repression (x4),
and the sum of the current O2 tension and the critical O2 tension (x5).
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Constructing the FNR Design Space
For a general discussion regarding the construction of design spaces see Savageau et. al.
(Savageau et al., 2009). In formulating the FNR design space, we had to make a further
modification to the equations. Our original estimation of the parameters (Tolla & Savageau,
2010) utilized the fact that the rate of transcription is at its half-maximal value (x3= K1) in a
completely anaerobic environment. Thus, the rate of transcription will only increase as the
environment becomes more aerobic and active FNR (x3) decreases. Our original model
captured this behavior and identified a critical value of active FNR by assuming a two-term
representation with α1,max above the critical value of active FNR and  below the
critical value. As shown in equation (17), the critical value of x3 (= 21/g13 K1) corresponds to
a critical value of O2 x8 (=K2). Therefore, we have retained this two-term representation for
the rate of fnr mRNA synthesis in our construction of the FNR design space. The equations
that capture the appropriate subsystems when dominant terms are selected are the following:

(18)

(19)

(20)

(21)

(22)

The design space of Fig. 4 is constructed using equations (18)-(22). A subsystem consists of
a specified pairing of positive and negative terms, in which one positive and one negative
term is selected from each equation, as in the example of equations (6)-(10). All possible
combinations of terms are considered, each such subsystem is solved for its steady state, and
the state-state solution is substituted into the subsystem’s dominance conditions to evaluate
the validity of the solution. If the dominance conditions are satisfied for some range of
parameters then the subsystem is valid, and a region in the design space (Fig. 4) represents
this valid range.

In some cases the selection of dominant terms implies very rapid cycling between inactive
FNR (x2) and active FNR (x3), with no other terms representing fluxes into or out of these
pools. This leads to a linear dependency in the solution that dictates a constraint between x2
and x3. In effect, the rapid cycling causes the cycle to behave as an aggregate of the two
pools in the context of the complete model, thereby creating a virtual branch point with a
single influx (synthesis of inactive FNR) and two effluxes (loss from either the inactive or
the active FNR pool). The selection of a dominant loss term from the virtual branch point
yields an additional dominance condition. The solution of the steady-state equation for x1,
the constraint relation between x2 and x3, together with the steady-state equation that results
from the choice of a dominant loss term, yields the steady state for the subsystem. For this
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subsystem to be valid, its steady-state solution must satisfy all of the dominance conditions
(the original ones plus the additional one associated with the virtual branch point).

Quantitative Characterization of System Performance
Logarithmic gains—The change of a dependent concentration variable (e.g., active FNR,
x3) in response to a change in value for an independent concentration variable (e.g., O2, x8)
is defined by a relative derivative of the explicit steady-state solution (Savageau, 1971a). For
example,

(23)

Logarithmic gains characterize the extent to which input signals (represented by changes in
the independent variables) are amplified or attenuated as they are transmitted throughout the
system to generate output signals (represented by changes in the steady states of dependent
variables).

Parameter sensitivities—The change of a dependent concentration variable (e.g.,
inactive FNR, x2) in response to a change in value for one of the parameters that define the
structure of the system (e.g., the apparent rate constant for dimerization, β22) is also
determined by a relative derivative of the explicit steady-state solution (Savageau, 1971b).
For example,

(24)

Parameter sensitivities are used to evaluate the circuit’s local robustness to variation in the
parameters that define its structure. A robust system should exhibit attenuated responses
following changes in its parameters (i.e., it should have sensitivities less than one).

Margin of local stability—The margin of local stability is a measure of how much the
parameters of a system can change and have the system remain stable. The last two of the
Routh criteria for local stability are critical in the sense that one or the other of these will be
violate first when a stable system becomes unstable. Thus, the critical Routh criterion with
the smallest magnitude provides a quantitative measure of the margin for local stability
(Savageau, 2009).

Local response time—The local response time describes the speed with which a system
relaxes back to its steady state following a transient disturbance or adjusts to a new steady
state following a small sustained change in the environment. We can assess the local
response time about the steady state in each region by computing the eigenvalues for the
system. The eigenvalues are determined by a first-order Taylor series approximation in
logarithmic space of the differential equation about the steady-state that applies for each
valid subsystem (Savageau, 1998). The inverse of the dominant eigenvalue (the one with the
largest value for its real part) determines the characteristic time for the final approach to the
steady state. Thus, the inverse of the dominant eigenvalue is our measure for the local
response time of the system.

Global response time—The global response time is assessed by computer simulation
and the determination of two key temporal characteristics. The settling time can be defined
as the time at which the solution reaches and remains within ±5% of its final steady-state
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value; the peak time can be defined as the time at which the concentration of active FNR
reaches its minimum or maximum during a transition.

Global tolerance—Global tolerances are measured as the ratio of two distinct values for a
specified parameter; the value of the parameter at the boundary of an adjacent region
relative to its wild-type value within the region [or the inverse, since the value may decrease
or increase at the boundary] (Coelho et al., 2009). Computing the minimum fold change for
every parameter gives the full set of global tolerances with respect to the set of parameters
values for the wild-type system.
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apoFNR apoprotein FNR

2Fe-FNR [2Fe-2S]2+ FNR

4Fe-FNR [4Fe-4S]2+ FNR
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Figure 1.
A representation of the FNR (fumarate nitrate reduction) system in E. coli. FNR regulates
the transition between aerobic/anaerobic growth. The monomer forms combine to produce
the dimeric 4Fe-FNR, an active transcription factor that regulates the adaptation of the cell
to O2 limiting conditions. Aerobically, O2 inactivates FNR, but the cell continues to produce
and reactivate it. This results in a constant cycling of FNR between its three states apoFNR,
4Fe-FNR, and 2Fe-FNR. Aerobic cycling is tuned so that the inactive apoFNR
predominates. Under anaerobic conditions, the absence of O2 results in a rapid buildup of
4Fe-FNR. The 4Fe-FNR form dimerizes to produce an active transcription factor.

Tolla and Savageau Page 22

Mol Microbiol. Author manuscript; available in PMC 2012 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 2.
A diagram of the kinetic model for the FNR system. x1 – fnr mRNA, x2 – apoFNR and 2Fe-
FNR, x3 – 4Fe-FNR, x6 – ClpXP protease, x7 – iron sulfur cluster assembly proteins (Isc),
x8 – molecular O2. The nucleotide and amino acid pools are assumed to be well regulated,
and their nearly constant values are implicitly accounted for by the apparent rate constants
for transcription and translation (a conventional assumption). The fate of material lost from
the system by degradation and/or dilution is not shown. [See Tolla & Savageau (2010) for
further details]
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Figure 3.
Standard curve for active FNR concentration as a function of O2 saturation. The curve is
calculated, both for the original piecewise model (Tolla & Savageau, 2010) (−) [Eqs. (11)-
(13)] and the modified Hill model (- -) [Eqs. (1)-(5)], by setting the derivatives to zero and
solving for active FNR (x3) over a range of O2 (x8) concentrations.
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Figure 4.
Design space of the FNR regulatory network in E. coli. Regions (1, 2, 3) to the right of the
critical O2 threshold (K2 = 10.4 μM) are associated with the aerobic environment, regions
(5, 6, 8, 9, 13, 14) lying next to K2 are associated with the microaerobic environment (see
the expanded excerpt), and regions (4, 7, 10, 11, 12, 15) in which O2 is very low or absent
are associated with the fully anaerobic environment. The range of O2 concentrations (0.001
to 220 μM) does not exceed the maximum dissolved O2 concentration in the wild at 30° C.
The nominal aerobic and fully anaerobic locations (○) are shown along with the path (- -)
through the spectrum of phenotypes crossed during the transition between the aerobic/
anaerobic growth states. The band of optimal performance (shaded area) prevents crossings
into areas of poor performance (see text for discussion).
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Figure 5.
Classifying the regions of the FNR design space. (A) Dividing the design space into aerobic-
like, microaerobic-like, or anaerobic-like behaviors based on the underlying subsystems (see
main text for details), which gives rise to low (aerobic-like regions), medium (microaerobic-
like regions), or high (anaerobic-like) levels of the active FNR protein. (B) Dividing the
design space into aerobic, microaerobic, or anaerobic environments based on the dissolved
O2 content.
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Figure 6.
Comparison of the steady-state solutions (A) computed using the full system [Eqs (1)-(5)]
and (B) computed for each phenotypic region. The coloring (z-axis) is the logarithm of the
steady-state concentration of active FNR (μM) at each point in the design space, the y-axis is
the logarithm of the apparent dimerization rate constant (min−1 μM−2), and the x-axis is the
logarithm of the O2 concentration (μM). The shaded area marks the band of optimal
performance. The nominal aerobic and anaerobic locations are shown (○).
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Figure 7.
(A) Dominant eigenvalue (z-axis) plotted over the design space. Dark red corresponds to
systems whose local dynamics are faster. (B) Margin of stability as determined by the
critical Routh criterion (z-axis) plotted over the design space (coloring is log scaled).
Eigenvalues (A) and the margin of stability (B) are calculated for each point in the design
space using the subsystem in the relevant region.

Tolla and Savageau Page 28

Mol Microbiol. Author manuscript; available in PMC 2012 January 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 8.
Global response time with the wild-type values of the parameters. In order to compare
inactive FNR (- -) to the active FNR dimer (—), the concentration of dimeric active FNR is
plotted as twice the concentration of the monomer. The fnr mRNA level (⋯) barely changes
during either transition. (A) The aerobic-to-anaerobic transition: The system begins at the
initial steady state (x1 = 0.15, x2 = 4.46, x3 = 0.07 μM) with an O2 level of 80 μM and shifts
to the final steady state (x1 = 0.11, x2 = 0.17, x3 = 1.73 μM) with a dissolved O2 tension of
0.001 μM. (B) The anaerobic-to-aerobic transition: The system begins at the initial steady
state (x1 = 0.11, x2 = 0.17, x3 = 1.73 μM) with an O2 level of 0.001 μM and shifts to the
final steady state (x1 = 0.15, x2 = 4.46, x3 = 0.07 μM) with a dissolved O2 tension of 80 μM.
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Figure 9.
Global response times for transitions between aerobic and anaerobic environments. Data
points to the right of K2 = 10.4 μM (~1 in log space) represent a system starting at that
operating point (various values for O2 concentration and apparent dimerization rate
constant) and ending at the nominal anaerobic O2 concentration (white line at which [O2] =
10−3 μM, −3 in log space). These correspond to an aerobic-to-anaerobic transition for a
system with a specified apparent rate constant of dimerization and wild-type values for the
other parameters of the system. Data points to the left of K2 = 10.4 μM represent a system
starting at that operating point (various values for O2 concentration and apparent
dimerization rate constant) and ending at the nominal aerobic O2 concentration (black line at
which [O2] = 80 μM, ~1.9 in log space). These correspond to an anaerobic-to-aerobic
transition for a system with a specified apparent rate constant of dimerization and wild-type
values for the other parameters of the system. The global response times are plotted as a
color (z-axis) at the operating point of origin in each case. (A) Time at which the
concentration of active FNR reaches its peak (aerobic to anaerobic) or trough (anaerobic to
aerobic). In the event that no peak/trough occurs for a specific set of values the time
assigned is 500 minutes (maximum of the time window). (B) Time at which the
concentration of active FNR settles to within ± 5% of its final steady-state value. The shaded
area in (A) and (B) marks the band of optimal performance. Note that in (A) coloring
corresponds to the logarithm of the peak time, whereas in (B) coloring corresponds directly
to the settling time.
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Figure 10.
Illustration of the relationship between peak time and settling time. Curve a exhibits a rapid
peak time followed by a slow settling time to reach its final steady state. Curve b exhibits a
rapid settling time, but does have a peak. Curve c exhibits a slow settling time and has no
peak.
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Figure 11.
Position in the design space of wild-type (○) and mutant strains from Moore et al. (2006)
with increased ( ) or decreased (●) apparent rate constants for dimerization of monomeric
FNR into active FNR. The position of each strain is shown under both aerobic (right set of
points) and fully anaerobic (left set of points) conditions (see text for discussion).
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Table 1

Logarithmic gain with respect to O2 and mean parameter sensitivities for all phenotypic regions. Each
logarithmic gain represents the percentage change in the steady-state value of the dependent variable, x2
(inactive FNR) or x3 (active FNR), in response to a percentage change in the value of the independent variable
x8 (O2). Each parameter sensitivity represents the percentage change in the steady-state value of the dependent
variable, x2 (inactive FNR) or x3 (active FNR), in response to a percentage change in the value of one of the
parameters that define the system. The mean parameter sensitivity across all the parameters is reported here to
show regions in which there is a tendency to amplify/attenuate small changes to the values of the parameters.

Region Log Gain of O2 Mean Sensitivity

Inactive
FNR

Active
FNR

Inactive
FNR

Active
FNR

1 0.241 −0.518 0.254 0.515

2 0.5 0 0.198 0.215

3 0 −1 0.364 0.909

4 0.241 −0.518 0.254 0.515

5 −1.83 −4.67 0.254 0.515

6 −3.91 −8.81 0.254 0.515

7 0.5 0 0.198 0.215

8 −0.866 −2.73 0.198 0.215

9 −2.23 −5.46 0.198 0.215

10 0 0 0.254 0.515

11 0 0 0.182 0.215

12 0 −1 0.364 0.909

13 −4 −9 0.364 0.909

14 −8 −17 0.364 0.909

15 0 0 0.364 0.909

Mol Microbiol. Author manuscript; available in PMC 2012 January 1.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Tolla and Savageau Page 34

Ta
bl

e 
2

G
lo

ba
l t

ol
er

an
ce

s o
f t

he
 w

ild
-ty

pe
 sy

st
em

 to
 la

rg
e-

sc
al

e 
ch

an
ge

s i
n 

its
 p

ar
am

et
er

 v
al

ue
s w

hi
le

 re
m

ai
ni

ng
 w

ith
in

 th
e 

ba
nd

 o
f o

pt
im

al
 p

er
fo

rm
an

ce
 (F

ig
. 4

).
Ea

ch
 T

ol
er

an
ce

 re
pr

es
en

ts
 th

e 
m

in
im

um
 fo

ld
 c

ha
ng

e 
in

 th
e 

va
lu

e 
of

 th
e 

pa
ra

m
et

er
 n

ec
es

sa
ry

 to
 le

av
e 

th
e 

op
tim

al
 b

an
d.

Pa
ra

m
et

er

α 
1,

m
ax

α 
21

α 
22

β 
1,

m
ax

β 
1,

m
in

β 
21

,m
ax

β 
21

,m
in

β 
22

β 
31

,m
ax

β 
31

,m
in

K 1
K 2

x 6
x 7

T
ol

er
an

ce
to

 U
pp

er
B

ou
nd

7.
91

7.
91

4.
1

7.
91

∞
2.

03
∞

4.
1

2.
92

∞
85

.8
4.

1
2.

03
4.

1

T
ol

er
an

ce
to

 L
ow

er
B

ou
nd

1.
3

1.
3

1.
69

1.
3

∞
1.

3
∞

1.
69

∞
∞

1.
69

1.
69

1.
3

1.
69

Mol Microbiol. Author manuscript; available in PMC 2012 January 1.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Tolla and Savageau Page 35

Table 3

Active FNR concentrations and apparent dimerization rate constants (β22), as predicted by the model, for the
FNR mutants constructed by Moore et al. (2006). Mutant strains contain amino acid substitutions in position
154, 152, 150, or 150/154. Experimental characterization of the mutants included an indirect assay for FNR
activity using a narG-lacZ reporter construct under both aerobic and anaerobic conditions, and western blot
analysis confirmed that FNR protein levels in these mutants are similar to wild-type. Activity was reported as
the percentage of β-galactosidase activity in each mutant relative to the wild-type anaerobic β-galactosidase
activity of FNR.

FNR % Activity
(aerobic)

% Activity
(anaerobic)

Active FNR
(μM)

Dimerization
Rate Constant

(β22 min−1 μM−2)

Wild-type 4 100 0.072 ± 0.001 2.6 ± 0.63

K152E 4 ± 1 70 ± 7 0.0003 ± 0.0001 0.01 ± 0.004

E150K-D154K 6 ± 1 143 ± 14 0.1 ± 0.006 3.8 ± 0.3

E150A 15 ± 1 103 ± 10 0.26 ± 0.01 16 ± 2

D154V 15 ± 1 111 ± 11 0.27 ± 0.01 16 ± 2

E150A-D154A 16 ± 2 96 ± 10 0.28 ± 0.02 18 ± 2

E150Q 20 ± 2 100 ± 10 0.35 ± 0.02 27 ± 3

E150K 23 ± 2 112 ± 11 0.41 ± 0.02 39 ± 5

D154G 28 ± 3 116 ± 12 0.49 ± 0.03 64 ± 10

D154C 28 ± 3 115 ± 11 0.45 ± 0.03 65 ± 10

D154L 29 ± 3 103 ± 10 0.51 ± 0.03 72 ± 12

D154N 30 ± 3 140 ± 14 0.53 ± 0.03 80 ± 14

D154A 37 ± 4 102 ± 10 0.66 ± 0.04 181 ± 43

E150K-D154A 38 ± 4 115 ± 11 0.67 ± 0.04 206 ± 51

D154K 50 ± 5 109 ± 11 0.9 ± 0.04 2266 ± 1051
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