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Abstract
Spatial accessibility is of increasing interest in the health sciences. This paper addresses the
statistical use of spatial accessibility and availability indices. These measures are evaluated via an
extensive simulation based on cluster models for local food outlet density. We derived Monte
Carlo critical values for several statistical tests based on the indices. In particular we are interested
in the ability to make inferential comparisons between different study areas where indices of
accessibility and availability are to be calculated. We derive tests of mean difference as well as
tests for differences in Moran's I for spatial correlation for each of the accessibility and availability
indices. We also apply these new statistical tests to a data example based on two counties in South
Carolina for various accessibility and availability measures calculated for food outlets, stores, and
restaurants.
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Introduction
Spatial accessibility and availability indices are now used frequently in the analysis of
various environments. Original work on these indices was carried out in the 1970s to
examine traffic flows and commuter trips for urban planning (Wilson, 1971), but more
recently the indices have been applied within nutritional and physical activity studies to
assess access to food or exercise resources (Ball et al., 2009; Feng et al., 2010; Galvez et al.,
2009; Macdonald et al., 2009; Smoyer-Tomic et al., 2008; Spence et al., 2009). The use of
indices in comparative inference about different areas and their properties has increased;
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however, the statistical properties of such indices have never been fully evaluated. Analyses
of these measures often resort to low powered non-parametric tests, which do not exploit the
special nature of the indices studied.

In this paper we examine a range of measures that can be used to measure both spatial
availability and accessibility. Commonly used availability measures applied in
epidemiologic studies on the food environment include number of food outlets, stores, or
restaurants in a given location or within a fixed distance ‘buffer’ of a location. In terms of
accessibility, commonly used measures are distance–based; assuming that increased distance
acts as a deterrent and reduces the frequency of use of the resource. We explore various
statistical properties of these measures including correlation between indices. We derived
Monte Carlo critical values to be used for statistical analyses after an extensive simulation
study. These tests identify differences between accessibility and availability attributes of
different study areas and can test for difference between the average value of the measure as
well as the spatial correlation, Moran's I.

Background to Measures
In our study we have evaluated a range of measures. Our choice of measures is defined by
those commonly found in the literature for studies of the food environment and the
accessibility of food resources (Edmonds et al., 2001; Guy, 1983; Inagami et al., 2006;
Jeffery et al., 2006; Morland et al., 2002a; Morland et al., 2006; Morland et al., 2002b;
Sturm and Datar, 2005). Each measure is calculated from multiple spatial locations within a
study area. We define an individual location as s, which represents the Cartesian coordinates
of the location, and there will be many s location points designated by either population-
specific locations or a uniformly distributed grid over the entire study location.

1. Availability Measures (CI and )
The simplest form of availability measure that we have examined is the cumulative index
(CI), the count of outlets at a location (or within a pre-defined distance of a location such as
a distance buffer, a Census tract, or block group). Hence for a spatial location s this is
defined as C(I)s=n(s). If we index the location as the ith site, then CIi=ni. This measure of
availability is frequently used (Edmonds et al., 2001; Guy, 1983; Inagami et al., 2006;
Jeffery et al., 2006; Morland et al., 2002a; Morland et al., 2006; Morland et al., 2002b;
Sturm and Datar, 2005). Simple derivatives of this index include density measures, either
relative to population (Cummins et al., 2005; Maddock, 2004; Reidpath et al., 2002; Sturm
and Datar, 2005; Zenk et al., 2006) or to area (Block et al., 2004; Maddock, 2004). In
addition, it is often useful to consider the variance stabilized form of this count i.e. .
This transformation is often made for counts to regularize the variability, and could be
helpful in an analysis where there is a need to use a linear transform of the count data
(Rawlings et al., 1998).

2. Accessibility indices (Cp, distance to the nearest outlet)
Distance based measures are often used to express the idea that potential access to resources
diminishes with distance. The distance measured could be road distance or based on some
other relevant distance metric (i.e. network, Euclidian, etc.). The Cumulative Opportunity

index (Cp) is defined in general as  where A is a predefined area within which
the distances are measured and distance d is measured to all outlets within the area A.
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For an indexed location (i) then it is defined as  or alternatively as 
where nA is the number of outlets within the area A.

Some special cases are:

Cp(total): ; A is whole study region

Cp(buffer): ; A is defined as a distance buffer around the i th location

Cp(nearest): ; where di is the distance to the nearest outlet

Another measure that is sometimes favored is simply the distance to nearest outlet: i.e. Di =
di itself. Both the Cp(nearest) and distance to nearest outlet (Di) can be extended to include a
variety of closeness (‘distance to’) metrics: nearest, second nearest, third nearest, ‘sum of
distances to’ these. For example we could specify a cumulative distance to the 3 nearest
outlets, or we could also calculate the cumulative opportunity index for the 2 closest outlets
to a location.

Clearly with Cp measures, the smaller the area (A) the more local the measure. One
disadvantage of the Cp is that for larger buffers accessibility is being averaged over areas
which may be distant from the location and so could lead to lack of spatial differentiation
due to this averaging. Hence it is likely to be more informative to use smaller distance
buffers in any real study of food access.

Simulation Study Design
Our aim was to provide statistical criteria for inference between various accessibility and
availability measures calculated in two spatial environments. To this end we have conducted
a simulation study which addresses the nature of the spatial variation of these measures. This
study was motivated by and part of a larger effort on characterizing the built food
environment in an eight county region in South Carolina (Liese et al., 2009). Therefore, our
choice of features in the simulation design is partly informed by real environmental features.
Here we define ‘outlet’ to mean either food retail store (convenience store, supermarket, gas
station) or restaurant (limited service or full service restaurants). Our simulation design is
based on outlet density, but the results of the simulation can be applied across a wide range
of food retail enterprises.

As is common in evaluation of distance-dependent spatial processes (Diggle, 2001) we first
defined a unit square study area within which we compute measures. This choice allows the
evaluation to be carried out without distance scaling and so is non-dimensional. The effects
of scaling of distance will be addressed at a later stage. A grid is placed over the unit square
area to divide the study section into equally sized grid cells. Uniformly distributed points are
placed over the total study area to represent s location points. Each s location point is
assigned to a particular grid cell determined by whether they lie in the external or internal
area of each grid cell. Each s location point is used to collect various availability and
accessibility spatial measures during each simulation, and CI and  for each location
point are determined based on the number of outlets in the grid cell for which the location
point is located. This basic grid setup displayed in Figure 1 shows the 225 grid cell locations
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as well as the 400 predefined s location points on a unit square study area used for all
simulations.

Model Assumptions
The simulation design is partially based on characteristics of the local food environment and
also more general considerations of applicability to a variety of food environment scenarios.
To this end we have examined food outlet densities in an eight county urban and rural area
of South Carolina (Liese et al., 2009). While no very large cities are represented in that
study, the average characteristics of outlet density and its variation between rural and urban
areas are highlighted. In initial simulations where we considered overall food outlets (total
stores and restaurants), we assumed an outlet density with mean 14.8 and standard deviation
of 13.5 per census tract. These summary values correspond to the South Carolina study
which identifies 2219 food outlets in an eight county area covering 150 census tracts.

To set up a simulation area, we assumed that the study area was divided into a fine tract grid
of equal sizes into which we uniformly distributed 400 s location points. Accessibility and
availability measures were calculated at each of the 400 s location points to outlets in tracts.
The outlet densities in our study area (Liese et al., 2009) suggest overdispersion relative to a
Poisson distribution, and initially we examined simulations where outlets were assumed to
have a negative binomial distribution in small areas. This however proved to be too
simplistic and did not reflect the clustered nature of the outlet distribution. It is often the
case that outlets are found in different clustered arrangements in the food environment and
so our simulation would be more appropriate if spatial clustering was included in the design.

To this end we have designed cluster simulations where a fixed number of cluster centers are
assumed. The clustering around these centers is specified by the parameter ϕ, which
describes how tightly the outlets are clustered around the cluster centers. To simulate outlets
using this clustering process, we simulated potential outlet locations s* from a uniform

distribution. Then we calculated  where h is a clustering function

that has a Gaussian–like form . The term |s − xj| is the
Euclidean distance between location point s and cluster center xj. We accepted point s* as a

location for an outlet when . λ(s) is calculated in the same
manner as λ(s*) for all predefined s location points on the grid and λmax = maximun of (s).

Note that these forms are closely related to spatial cluster processes (Lawson, 2010). The
cluster centers are fixed in the simulation and outlets are simulated around the centers to
mimic aggregation of outlets. While it is clear that in some real cases clusters of outlets
occur as linear features related to road systems, it is considerably more difficult to simulate
generalizable simulation results from linear features. We believe that clustering modeled
around centers can act as an adequate approximation to the real aggregation found.
Specifically, we use different parameters in the clustering process to distinguish between
urban and non-urban areas. We assume there are generally more outlets in urban areas as
compared to non-urban areas, and we expect there to be more cluster centers in the urban
areas but that the outlets are not as tightly bound around each cluster center. The cluster
centers could represent a large urban development or shopping area, but we would also
expect some locations of outlets to be in the general urban area and not just around the big
developments. In contrast, we expect fewer cluster centers in the non-urban areas and that
these centers would represent “small” or “large” towns within the non-urban areas. We also
expect that the outlets will be more tightly clustered around these cluster centers, and that
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very few outlets will be in the areas outside the cluster centers. Therefore, we specify a
smaller ϕ =0.005 to represent tighter clustering and fewer total outlets in the non-urban areas
as compared to ϕ =0.01 and more outlets in the urban simulations. Figure 2 displays
examples of both an urban and non-urban simulation of outlets using clustering.

Statistical Description and Hypothesis Testing
All the measures that we evaluate are available at any s location point on the grid within a
spatial domain (study area). Hence the resulting measure is in fact a surface. At any single
location on the selected grid we are making a measurement on what is a continuous surface.
For counts of outlets this is of course an approximation but the use of the square root
transform of the counts will help to normalize the surface (Cressie, 1993).

Often geostatistical methods are used to characterize such surfaces and variogram estimation
and Kriging are commonly employed. However, in the context of food environment studies,
it was felt important that we evaluate some simple summary statistics that would be easy to
use and capable of wider acceptability in such studies. To this end we have examined
descriptive measures designed to make inference about the differences between study areas
(i.e. comparative inference). We have also exploited Monte Carlo (MC) testing (Diggle,
2001) to evaluate these comparisons. MC testing is often adopted where complex spatial
distributions are present. It relies on simulation from the null hypothesis and this is usually
available in such studies. Ultimately, we have derived Monte Carlo critical values for test
statistics to allow table look up to assess these differences.

We considered simulation schemes that represented urban only and non-urban only areas.
We examined a range of cluster center numbers of simulation and decided to focus on the
following which typify the different scenarios (urban/non-urban): Urban areas were
simulated with 15 cluster centers and a clustering parameter of 0.01, whereas non-urban
areas were simulated with only 5 cluster centers and a tighter clustering parameter equal to
0.005. We then ran these various scenarios for different total number of outlets in each area,
specifically 100, 300, 600, and 2000 total outlets. Each simulation was run twice for 500
datasets each using R version 2.10.1 (R, 2009), so that we have a replication of the null
hypothesis to examine the differences between areas. We then calculated comparison
statistics between these two simulations to gather information regarding the distribution of
the null hypothesis for comparing two areas. Seven spatial measures were considered during
these simulations including availability measures of CI and  and accessibility measures
of CP total (over the entire area), CP to the nearest 1, 2, and 3 outlets, and the distance to the
nearest outlet. We also initially considered distance buffered CP measures. However these
have variable outlet numbers and were found to be less reliable in comparisons. We then
constructed comparison tests to make inferences between two different areas for these seven
spatial measures. To do this we estimated statistics and their distributions under the null
hypothesis and found the critical values from these Monte Carlo distributions. In the tests
described below, CV represents the critical values for a particular spatial measure. The
critical values for differences between the average spatial measure for two study areas are
listed in Table 1, and critical values for differences between Moran's I for spatial correlation
are listed in Table 2. We included Moran's I in this simulation study since it is often a useful
feature of any spatial accessibility or availability measure that explains how spatially
correlated and clustered a measure is over the study area, and may be of interest to an
investigator.

1. To test H0: x̄A = x̄B versus H1: x̄A ≠ x̄B for mean differences in spatial measure x
between areas A and B (critical values are located in Table 1):
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2. To test H0: IA =IB versus H1: IA≠ IB for differences in Moran's I for spatial
autocorrelation test between areas A and B (critical values are located in Table 2):

Where Moran's I for spatial autocorrelation is defined

as:

for wij = exp (−dij) and dij = Euclidean distance from location i to location j

Although the simulations were conducted on a unit square grid, these two comparison tests
are scale-invariant and do not depend on the scale of each test area. Therefore these tests can
still be implemented for two unequally sized areas. To assess the reliability of these tests we
then constructed histograms, quantile plots, and Kolmogorov-Smirnov tests for equal
distributions to see if these comparison statistics have similar distributions under each
respective null hypothesis under a variety of conditions. Specifically, we wanted to assess
whether these comparison statistics depended on the spatial environment (urban/non-urban)
as well the total number of outlets used. Figure 3 display an example of histograms for the
test statistic to compare 2 study areas under the null hypothesis for CP total in an urban
scenario with 2000 outlets versus a non-urban scenario with 300 outlets. It can be seen that
these two histograms look very similar regardless of the simulation setup and that the test
statistic appears to be approximately normally distributed with a mean equal to zero. Figure
4 also displays quantile plots for the CP total for both test statistics described above for the
urban scenario versus non-urban scenario. We found that both x* and I* were consistent
regardless of simulation criteria. Thus, we merged all simulation results for the various
scenarios considered to obtain a large sample of over 4000 datasets.

Simulation-based results: Hypothesis Testing
Using these combined simulations, we were able to identify critical values to test for
significant differences between spatial measures and Moran's I spatial autocorrelation
between two areas using Monte Carlo simulation testing. Table 1 displays the Monte Carlo
critical values for various alpha levels for each of these comparison tests between average
spatial measures identified above. Similarly, Table 2 displays the critical values for
comparison tests between Moran's I for spatial correlation for each of the seven spatial
measures. These tests are not only scale-invariant, but they also do not depend on the
number of outlets in each area or the pattern in which these outlets are clustered under the
null hypothesis. In table 1, for example if a value of the mean difference statistic for CI were
found to be >0.0448 then this would be evidence of rejection of the null hypothesis at the
0.05 level.
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Simulation-based results: Correlation
Another statistical property assessed during this simulation study was correlations between
the various accessibility/availability spatial measures. These correlations are not meant for
inference; they are simply presented to inform about some of the patterns we find between
these measures. They are also not consistent between simulation scenarios of urban versus
non-urban and different number of total outlets. For a specific simulation scheme,
correlations were calculated for each dataset (500 total) over all s location points. Tables 3
and 4 display median correlations over the 500 datasets for two particular scenarios. Table 3
shows an example of correlations in a non-urban simulation with 300 total outlets, while
Table 4 shows an example in an urban simulation with 2000 total outlets. There are many
similarities between the median correlations for the urban vs. non-urban simulation. As
expected, there are high correlations between CP to the nearest outlet, CP to the nearest 2
outlets, and CP to the nearest 3 outlets. Interestingly, the correlations between availability
measure CI and accessibility measures CP to the nearest 1, 2, and 3 outlets are smaller in the
urban simulation as compared to the non-urban simulation.

Mapped results
Another result of our simulation study was to observe spatial patterns of these various
availability/accessibility measures. Once again, these patterns are highly dependent on the
simulation design, cluster centers, and the total number of outlets in an area. But these
contour plots are informative of the variability of these measures within an individual area.
Figure 5 displays four contour plots for an individual dataset simulated for an urban
environment with 15 cluster centers, a clustering parameter equal to 0.01, and 2000 total
outlets. Figure 6 displays four contour plots for an individual dataset simulated for a non-
urban environment with 5 cluster centers, a clustering parameter equal to 0.005, and 300
total outlets. It is clear from these two figures that CI is much larger around the cluster
centers, and CP total provides a more general picture of the overall accessibility for the
entire area. CP to the nearest outlet is once again largest around particular cluster centers,
and distance to the nearest outlet is simply the inverse of CP to the nearest outlet. These
contour plots provide an informative and unique view of the availability and accessibility in
a particular environment.

Data Example
We provide a real data example of how these new statistical inference tests can be applied
using previously collected data from urban and rural areas of South Carolina (Liese et al.,
2009). Table 5 provides basic demographic characteristics for this study area. We decided to
focus on rural Kershaw County and urban Richland County to assess differences in
accessibility and availability measures between two study areas. Figure 7 gives a graphical
representation of both Kershaw and Richland counties in South Carolina along with the
density of food outlets in each region.

We used census tract centroids (Kershaw 11 tracts; Richland 78 tracts) as our location points
to collect various measures. We then calculated various accessibility and availability
measures including CI, the square root of CI, CP total, CP to the nearest 1, 2, and 3 food
outlets, and the distance to the nearest outlet for both Richland and Kershaw counties. These
measures were calculated using only the outlets located inside each corresponding county.
Subsequently, we tested for significant differences between the average indices and Moran's
I for spatial autocorrelation between the two counties. Although Richland and Kershaw
counties do not have equal study area sizes, the following tests are scale invariant and
require no correction for size of the test area. For any spatial accessibility or availability
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measure, x, we can test the following hypothesis differences between Kershaw and Richland
counties using the test statistics described below and the Monte Carlo critical values (CV)
derived during the simulation study listed in Tables 1 and 2:

1.

Corresponding CV values for x* are listed in Table 1.

2.

Where Moran's I for spatial autocorrelation is defined

as:

for wij=exp (−dij) and dij Euclidean distance from location i to location j

Corresponding CV values for I* are listed in Table 2.

We also performed the same analysis for the number of stores and the number of restaurants
in each county. Tables 6, 7, and 8 display the calculated measure for each county as well as
the corresponding test statistics for all food outlets, food stores, and restaurants respectively.
In each of these tables, we also indicate where there are significant differences between the
two counties based on the Monte Carlo critical values derived from the simulation study. We
also list the Mann-Whitney U non-parametric test commonly used in the statistical analysis
of these measures with the corresponding p-value for comparison purposes. The point of this
paper is not to compare tests with existing methods, but we felt it was important to also list
the traditional comparison Mann-Whitney U test. We also did not provide an alternative test
for Moran's I for spatial autocorrelation as these tests are not as commonly used.

All spatial availability and accessibility indices considered in this real data example were
found to have statistically significant differences between Kershaw and Richland counties
using the test and corresponding Monte Carlo critical values derived earlier in this paper,
with the exception of the square root of CI. Specifically, for all measures except the square
root of CI, we find significant differences in terms of accessibility and availability to outlets
over the entire study area in Kershaw County versus Richland County. We expected
significant differences between these two counties as Kershaw represents a more rural
environment, whereas Richland County is urban. Interestingly, our derived test reached the
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same conclusion as the Mann Whitney test except for CI. This discrepancy in statistically
significant differences between Kershaw and Richland counties for the availability measure
CI between our derived test and the traditional Mann Whitney test may be due to the fact
that the Mann Whitney test using ranks of CI, which is only a count of total outlets, thus
resulting in failing to reject the null hypothesis when using the traditional test. As shown in
table 6, we also found significant differences in Moran's I for all indices expect CP total and
distance to the nearest outlet.

As displayed in table 7, focusing on differences in spatial availability and accessibility of
stores in Kershaw and Richland counties, we found all average indices to be statistically
significantly different between the two counties using our derived test and corresponding
Monte Carlo critical values. For stores, our derived test resulted in the same conclusion as
compared to the Mann Whitney test except for CI and the square root of CI. Once again, we
expect this is due to both CI and square root of CI being simple counts of the total stores in
an area. As shown in table 7, we also found significant differences in Moran's I for all
indices expect CP total and distance to the nearest outlet, similar to the results seen for
outlets in table 6.

As displayed in table 8, for differences in spatial availability and accessibility indices of
restaurants in Kershaw and Richland counties, we found all average indices were
statistically significant using our derived test and corresponding Monte Carlo critical values.
This is expected as we also saw similar results for outlets and stores and there is a major
difference in area and population density between these two counties. Once again, our
derived test provides the same results as compared to the Mann Whitney test except for CI
and also the square root of CI. As shown in table 8, we also found significant differences in
Moran's I for all indices expect CP total and distance to the nearest outlet, similar to the
results seen for food outlets in table 6 and stores in table 7.

Discussion and Conclusions
As a result of this simulation study, we have gained significantly more information
regarding the statistical properties of various accessibility and availability measures
commonly found in the literature. We also constructed two tests to assess differences in
average values and Moran's I for spatial autocorrelation. These tests are scale-invariant and
can be applied to study areas that are not the same size. These tests are also not dependent
on the spatial properties of outlets, stores, or restaurants in a location, i.e. these tests work
for urban and rural areas as well as different numbers of outlets. Hence, the importance of
these features in any particular application is that scaling of different areas is not required
and hence our approach is dimensionless. In contrast the conventional comparison tests
(such as the non-parametric Mann-Whitney test) lead to reduction of measures to ranks and
so lose power. For example, the CP total will always be different in larger areas as the
distances are greater.

The real data example demonstrated how we can test for significant differences between
these various accessibility and availability measures in different regions using the tests and
corresponding Monte Carlo critical values. Regardless of considering outlets, stores, or
restaurants, we found significant differences between Kershaw versus Richland County for
all of the accessibility indices, i.e. distance-based spatial indexes. In all cases, we also found
that our test rejected the null hypothesis for the simplest availability index, CI, whereas the
traditional Mann Whitney test failed to reject the null. This was also true for the between
county tests of the square root of CI for stores and restaurants. These discrepancies are most
likely due to the ranking of counts used in the Mann Whitney test while our newly
developed tests do not require such a transformation and hence will have higher power to
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detect differences between regions. We also found in all cases, differences in Moran's I for
spatial autocorrelation for CP total and distance to the nearest outlet, store, or restaurant
were not statistically significant between Kershaw and Richland counties.

Another feature of this study was the examination of correlation between measures. We
have established that accessibility measures vary in their use of distances and that CP
measures of different kinds are highly correlated in both urban and rural settings.
Availability measures are less correlated with CPs but this correlation varies depending on
the urban or rural context.

The major strength of this study lies in the use of accessibility and availability measures
directly in comparisons and the provision of critical levels for the comparisons of these
measures. This provides a dimensionless approach without resort to non-parametric rank-
based methods as is typically found in the literature.

A few limitations of our study are apparent. First our simulation scenarios are based on
modeled clustering and so provide an idealized test bed for the procedure evaluation. While
many aggregations of outlets in reality appear in more arbitrary configurations, we believe
that the robustness demonstrated by the derived MC critical values allows the application of
the approach to be made in ranges of real situations. Another limitation is that we did not
have time to evaluate gravity measures. Gravity measures combine accessibility with
availability. These composite measures use distance friction modified by a measure of
attraction (such as sales volume, floor space of outlet (Guy, 1983). Usually they are defined
as a ratio of the form g / d where g is the measure of attraction of the outlet and d is the
distance to the outlet. It is beyond the scope of this study to evaluate these measures. We
hope to examine these in a later study.

In addition we opted to examine simple statistical tools for the comparison of measures.
Instead we could have examined geostatistical models for the measures where spatial
correlation is built into a variogram and Kriging analysis (Cressie, 1993). However we
believe that the simper approach adopted here is likely to achieve greater acceptance within
nutritional epidemiology.

We believe that our study has addressed an important issue in the use of spatial nutritional
environment measures: i.e. how to compare measures across regions both in terms of
average effects and also in terms of spatial correlation. Because we use direct measures
rather than ranks we have a more sensitive analytic tool for comparisons of nutritional
environments.
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Figure 1.
Unit square with 15×15 grid cells (225 total) and 20×20 (400 total) uniformly distributed s
location points. This grid is the setting for all simulations conducted during this study.
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Figure 2.
Examples of simulated outlets using clustering. From left to right, the first figure represents
a non-urban area with 300 outlets, 5 cluster centers, and clustering parameter ϕ =0.005. The
second figure represents an urban area with 2000 outlets, 15 cluster centers, and clustering
parameter ϕ =0.01. Solid black dots represent cluster centers and open dots represent outlet
locations.
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Figure 3.
Histograms of each test statistic under the null distribution for two simulation scenarios.
From top left and then clockwise: The null distribution of the test statistic to compare
averages for CP total in an urban simulation with 2000 outlets, the null distribution of the
test statistic to compare differences in Moran's I for CP total in an urban simulation with
2000 outlets, the null distribution of the test statistic to compare averages for CP total in a
non-urban simulation with 300 outlets, the null distribution of the test statistic to compare
differences in Moran's I for CP total in a non-urban simulation with 300 outlets.
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Figure 4.
Quantile plots for each of the test statistics for an urban simulation with 2000 outlets versus
a non-urban simulation with 300 outlets. From left to right: quantile plot for the statistical
test to assess differences between the average CP total between areas, quantile plot for the
statistical test to assess difference between Moran's I between areas.
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Figure 5.
From top left: Contour Plots of CI, CP Total, CP to the Nearest Outlet, and Distance to the
Nearest Outlet for one simulation of an urban area with 2000 outlets.
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Figure 6.
From top left: Contour Plots of CI, CP Total, CP to the Nearest Outlet, and Distance to the
Nearest Outlet for one simulation of an non-urban area with 300 outlets.
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Figure 7.
Kershaw and Richland Counties in central South Carolina shown with outlet densities per
square kilometer.
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Table 5
Demographic characteristics of the data example separated by urban Richland County
and rural Kershaw County

Kershaw Richland

Census Tracts Total 11 78

Area (km2)

Total 1915.813 1997.173

Mean 174.165 25.605

Stdev 95.628 64.254

Population

Total 52647 320677

Mean 4786.091 4111.244

Stdev 2955.347 2450.587

Population/km2 27.480 160.565

Outlets

Total 177 1147

Mean 16.090 14.705

Stdev 17.358 14.668

Outlets/km2 0.092 0.574

Stores

Total 77 380

Mean 7.000 4.872

Stdev 6.496 4.456

Stores/km2 0.040 0.190

Restaurants

Total 100 767

Mean 9.090 9.833

Stdev 11.158 11.864

Restaurants/km2 0.052 0.384
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