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† Background and Aims Epidemiological simulation models coupling plant growth with the dispersal and disease
dynamics of an airborne plant pathogen were devised for a better understanding of host–pathogen dynamic inter-
actions and of the capacity of grapevine development to modify the progress of powdery mildew epidemics.
† Methods The first model is a complex discrete mechanistic model (M-model) that explicitly incorporates the
dynamics of host growth and the development and dispersion of the pathogen at the vine stock scale. The
second model is a simpler ordinary differential equations (ODEs) compartmental SEIRT model (C-model) hand-
ling host growth (foliar surface) and the ontogenic resistance of the leaves. With the M-model various levels of
vine development are simulated under three contrasting climatic scenarios and the relationship between host and
disease variables are examined at key periods in the epidemic process. The ability of the C-model to retrieve the
main dynamics of the disease for a range of vine growth given by the M-model is investigated.
† Key Results The M-model strengthens experimental results observed regarding the effect of the rate of leaf
emergence and of the number of leaves at flowering on the severity of the disease. However, it also underlines
strong variations of the dynamics of disease depending on the vigour and indirectly on the climatic scenarios. The
C-model could be calibrated by using the M-model provided that different parameters before and after shoot
topping and for various vigour levels and inoculation time are used. Biologically relevant estimations of the
parameters that could be used for its extension to the vineyard scale are obtained.
† Conclusions The M-model is able to generate a wide range of growth scenarios with a strong impact on disease
evolution. The C-model is a promising tool to be used at a larger scale.
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INTRODUCTION

The grape–powdery mildew pathosystem is characterized by a
polycyclic pathogen capable of explosive multiplication and a
host population with a high degree of spatial structure at the
field level and a complex architecture at the individual plant
level exhibiting rapid changes over time. As well as environmental
differences, the high degree of human interference during vine
development and the wide diversity of cropping systems
enhance variability from one crop to another. Furthermore,
because of the close relationship between powdery mildew and
its host (Doster and Schnathorst, 1985; Gadoury et al., 2003)
and of the spatial location of primary infections on the vine
stock, we hypothesize that the dynamic changes in crop structure
should be considered as key factors for explaining variability in
the severity of epidemic behaviour. Indeed, by modifying the
movement of inoculum, or by altering the susceptibility of the
leaf population, natural and management-induced changes in
crop growth and crop architecture may significantly affect the
course of the epidemics (Calonnec et al., 2009).

For a better understanding of these host–pathogen dynamic
interactions and of the capacity of host development to modify
the disease progress, epidemiological simulation models have

been developed coupling plant growth with the dispersal and
disease dynamics of the airborne plant pathogen, Erysiphe
necator. The first model developed (Calonnec et al., 2008) is
a complex discrete deterministic model that explicitly incor-
porates the dynamics of host growth and the development
and dispersion of the pathogen. In this model, input variables
are environmental (daily average temperature, maximum wind
speed and average wind direction) or related to the pathogen
(location and onset of primary infection). Input parameters
characterize the crop system (number of buds, distance
between buds, date and height of shoot topping, and vigour),
the conditions of growth for the vine and the pathogen (infec-
tion, sporulation, dependence on temperature and leaf age) and
the dispersion. Outputs describe, at each time step, the number,
age and pattern of the healthy and infected organs, infected
and infectious leaf area and the aerial density of the spores
released. The development of the spatial arrangement of host
organs within the vine stock is captured with a 3-D architec-
tural model. It allows simulation of the spatio-temporal
dynamics of host growth and epidemic development beginning
from a range of climatic conditions, production systems
(number of shoots and distance between buds) and initial con-
ditions for the density and location of the pathogen. In
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particular, this model takes into account shoot topping, which
has the effect of enhancing the development of secondary
shoots, and then the emergence of new susceptible leaves
during the epidemic process.

The second model is a SEIRT model, an extension of the
HLSR (Healthy, Latent, Sporulating, Removed) compartmental
model (Segarra et al., 2001), which falls in the class of SEIR
(Susceptible, Exposed, Infectious, Removed) models in epide-
miology. These time-continuous models are systems of ordinary
differential equations. In the case of powdery mildew of grape-
vine, as the time scales of the host growth and of the evolution
of the disease are of the same order of magnitude, the host
growth cannot be neglected. Our SEIRT model takes also into
account the ontogenic resistance of the leaves. It does not take
into account explicitly climate or production systems such as
shoot topping. The model also uses composite epidemiological
parameters assumed to be constant for the sake of simplification,
whereas they may depend on the environment. As an example,
the rate of disease transmission could depend on the dispersion
process but it could also depend on the host density and suscep-
tibility, and therefore on the date of disease initiation. The idea is
to develop a model easier to handle than the discrete model from
the perspective of up-scaling the study at a vineyard scale with
crop heterogeneities for growth and susceptibility. We had
already developed a reaction–diffusion model at the vineyard
scale (Burie et al., 2007) where the evolution of the disease is
locally described by a SEIR model coupled with a set of
equations for the dispersal of spores. This model took into
account host growth and a true mass action contact term but
not the ontogenetic resistance and crop management. Before
using this type of model at the plot scale, we needed to investigate
the ability of a SEIRT non-spatial model to retrieve variations of
vine growth and disease dynamics at the vinestock scale.

In this article, we first examine the relationship between host
and disease variables at key periods in the epidemic process for
various conditions of vine vigour and climatic conditions by
using the discrete model. Then, we fit the SEIRT model to the
output of the discrete model in order to obtain parameters corre-
sponding to realistic conditions of disease development and vine-
stock growth. The relationships between these parameters
depending on the environmental conditions (vine growth and cli-
matic scenario) and disease initiation are discussed.

MATERIALS AND METHODS

A discrete mechanistic simulation model

In order to identify favourable or unfavourable effects of crop
growth on the dynamics of epidemics, we simulate with the
mechanistic model (Calonnec et al., 2008) epidemics for
vine growth parameters that reflect various conditions of
vine vigour and three climatic scenarios. (a) Seven levels of
vine vigour; these levels result in an increased number and
development of secondary shoots (Fig. 1), mainly after shoot
topping. (b) Three contrasting seasons: 2003 characterized
by an early bud break (day 104) and an early flowering (day
152); 1998 a late bud break (day 114) and late flowering
(day 159); and 2004, later bud break (day 118) and later flow-
ering (day 163) with an increased development between flow-
ering and shoot topping compared with 1998 (Fig. 1). Day of

bud break and day of flowering are achieved when the accumu-
lated sum of the mean daily temperature above 10 8C reaches
90 and 380, respectively, starting from day 1 (1 January).
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various climatic conditions (1998, 2003 and 2004) and vine vigour (0.2–1).

Arrows indicate flowering.
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Shoot topping was simulated 10 d after flowering. The vine is
simulated with eight buds and contamination is set on the first
expended leaf on shoot 4. All the other parameters used are
described in Calonnec et al. (2008).

Variables used to characterize the host growth were: (a) the
rate of leaf emergence (RLE) between the first sporulating
event and flowering; (b) the number of leaves at flowering
time (Nflo); (c) the leaf surface at flowering (Sflo); and (d )
the leaf surface at shoot topping (Sst). The variables used to
characterize disease were (a) the rate of diseased leaves emer-
gence (RDLE); (b) the number of infected leaves at flowering
(Niflo); (c) the disease leaf surface at shoot topping (SDst);
and (d ) the disease leaf surface at the end of the epidemic
(SD240). Flowering and shoot topping are key periods in the
epidemic process: (a) the amount of disease at flowering is
correlated to the damage on bunches of grapes on a susceptible
cultivar such as as Cabernet-Sauvignon (Peyrard et al., 2005;
Calonnec et al., 2006) and (b) at shoot topping the enhanced
development of secondary shoots results in an increased
amount of susceptible tissue. It is therefore important to
retrieve with the model the fact that variation of host growth
early in the season has an impact on the disease level.

Data analyses

A principal component analysis and a PLS-path modelling
analysis (Tenenhaus et al., 2005) were performed to explore pre-
liminarily the relationships between host development, disease
variables and climatic scenarios, and to quantify the weight of
each component. The PLS-path model is described by four
unobservable or latent variables (LVs) (years, vine growth,
crop management and disease). Each LV is constructed by a
set of observable or manifest variables (MVs). The variable
years are described by three MVs: the inverse of the
sum of temperatures .10 8C between bud break and flowering
(1/T Bud-Flo), or between flowering and d 240 (1/T Flo-240)
and the date of bud break (Dbud); whereas vine growth and
disease are described by the same variables as those used for
the component analysis, Sflo, Nflo, RLE and Niflo, and
RDLE, SDst and SD240, respectively. Finally, the crop manage-
ment is described by the seven levels of vigour. The standardized
latent variables are estimated as linear combinations of their
centred MVs. The PLS-path model is described by the measure-
ment model relating the different MVs to their own LVs and the
structural model relating the endogenous LV ‘disease’ to the
other LVs: ‘vine growth’ and ‘years’. The entire model is impor-
tant for determining the impact on the main target variable, the
disease. The principal component analysis is performed by using
the software R (Version 2.1.1, copyright 2005, library ADE4)
and the PLS-path modelling by using XSstat-Pro, module
PLS-PM (Version 2010.2.02, copyright Addinsoft 1995–2009).

A continuous simulation model

We use a model similar to the HLSR model in Segarra et al.
(2001) with the following variants: (a) our model takes into
account the host growth and the ontogenetic resistance of the
leaves and (b) the contact term is frequency dependent, also
called true mass action (de Jong et al., 1995; Ferrandino,
2008) rather than mass action. The unit considered for the

state variables is the foliar surface (cm2). The total surface
with respect to time is denoted by N(t) and is sub-divided
into five compartments: susceptible, S; exposed (latent), E;
infectious (sporulating), I; removed since post-infectious, R;
and immune due to ontogenic resistance, T, so that N ¼ S +
E + I + R + T. The total healthy surface is (S + T ). The
model equations read:

S′ =L− (rIS/N) − (1/mS)
E′ =(rIS/N) − (1/pS)
I′ =(1/pE) − (1/iI)
R′ =1/iI

T ′ =1/mS

The model has five parameters: the disease transmission rate r
[(infected surface).(infectious surface)21.d21], the mean
period of susceptibility of the foliar surface to the disease m
(d) before ontogenic resistance, the mean latent period p (d)
and the infectious period i (d).

We assume that the disease has no consequences on the host
growth as we have no reference or experimental evidence to
confirm or to refute such an assumption: the rate S’ of
change of the healthy foliar surface is equal to the rate of
increase of the new foliar surface given by some function L
that will be determined thereafter minus the rate at which the
foliar surface becomes infected (latent) according to the true
mass action contact term r I S/N and minus the rate at which
it becomes resistant due to ageing. The time interval for
which a unit of healthy surface remains susceptible is given
by an exponential law of parameter m.

The rates of changes of E, I, R and T are defined similarly.
As in Segara et al. (2001), we neglect the variation of the
surface of the colony by assuming it reaches its maximum
size as soon as the foliar surface is contaminated. A unit of
susceptible surface may become resistant due to ageing and
enter compartment T, or it will first become latent (compart-
ment E), then sporulating (I ) and finally post-sporulating
(R). In particular the period of time a unit of foliar surface
stays in compartment E and I also follows an exponential
law of parameters p and i, respectively.

We conclude the model presentation by determining L
explicitly. We assume that the total foliar surface N follows
a logistic law of parameters a and K, which is the result of
the production and growth of leaves, hence L ¼ N’ ¼ aN (1
– N/K). N is the well-known solution of the logistic equation
with N(0) ¼ N0, this yields:

L = aK(K/N0 − 1) exp(−at)/[1 + (K/N0 − 1) exp(−at)]2

Parameter assumptions. According to the literature (Analytis,
1980; Gessler and Blaise, 1992), the latent period p depends
on the temperature and varies between 7 and 15 d during the
season. In the mechanistic model, p is a function of tempera-
ture, but in the SEIRT model, for the sake of simplification,
we set p to be a constant equal to 10 d (mean and mode
value of the corresponding varying parameter of the
mechanistic model). Also the infectious period i may vary
between 5 and 35 d according to the literature (Chellemi and
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Marois, 1991), but it is very difficult to assess because of the
overlap between primary and secondary inoculation and of
colony growth. We can, however, reasonably derive from
field experiments the infectious period i to be about 10
d. This is the case for artificial inoculation (primary inocu-
lation identified) and when measuring the duration of the
first sporulating event with spore samplers. For both models
i is set to 10 d. The susceptibility period before ontogenic
resistance (resistance with tissue ageing) decreases following
an exponential law in the mechanistic model for each leaf

(Calonnec et al., 2008); in the SEIRT model, m is an analo-
gous parameter for the whole vinestock and it is set to 10 d.

The other parameters of the model, a, K and r, are fitted by
non-linear least square regression. These last parameters were
estimated by fitting outputs of the mechanistic model based on
simulations for three years (1998, 2003 and 2004), three vigour
levels (0.2, 0.6 and 1) and two inoculation dates corresponding
to the phenological stages of the first and fourth expanded
leaves (Fig. 2). In a first step, parameters a and K of the logis-
tic law were fitted to the daily foliar surface area (N ) given by
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the mechanistic model. Then in a second step the rate of
disease transmission r was fitted to the daily diseased
surface (D ¼ I + R); D is naturally smoothed since it is a time-
integrated quantity.

The simulation starts at bud break t0. The model is used
three times successively over the period of simulation with
different initial conditions. (1) From bud break t0 to initial con-
tamination day tinf: the initial foliar surface N0 at bud break is
taken from the output of the mechanistic model, we thus set
S(t0) ¼ N0, T(t0) ¼ 0 and E(t0) ¼ I(t0) ¼ R(t0) ¼ 0. (2) From
initial contamination day tinf to shoot topping day tst: we
pause the simulation at day tinf and introduce the disease by
setting E(tinf ) ¼ E0 and replacing the value of S(tinf ) with
S(tinf ) – E0, where E0 is given by the mechanistic model
output. More precisely E0 is taken to be equal to the final
size of the first colony once it starts sporulating. This size
may vary depending on the temperature. For the other com-
partments, we set I(tinf ) ¼ R(tinf ) ¼ 0, and the value of
T(tinf ) does not change from (1). Note that at tinf part of the
healthy tissue is not susceptible anymore, i.e. T(tinf ) .0. (3)
From shoot topping tst to the end of the growth period tend:
as it is not possible to know from the actual output of the
mechanistic model the quantities subtracted in each

compartment at shoot topping, the following assumption is
made: the proportion in each compartment immediately
before and after shoot topping is conserved.

Hence two sets of parameters a, K and r are computed to
take into account the different dynamics before and after
shoot topping.

Computations were done with scilab software [scilab-4.1.1,
copyright 1989–2007, Consortium Scilab (INRIA, ENPC)]. The
model equations are solved using the function ode. Parameter
estimation is performed with a quasi-Newton algorithm (function
leastsq). The fit quality J is given by the sum of squared residuals
divided by the number of daily outputs minus the number of
estimated parameters.

RESULTS

A discrete mechanistic simulation model

Based on the simulations, the vigour was effectively charac-
terized by a higher number and surface of leaves at flower-
ing (Nflo and Sflo) and a higher rate of leaf emergence
(RLE) (Fig. 3). These variables are well represented by
the first principal component axis. The RLE was correlated
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flowering (Nflo), the rate of diseased leaf emergence (RDLE), the number of infected leaves at flowering (Niflo), and the disease leaf surface at shoot topping
(SDst) and at the end of the epidemic (SD240). Individuals from the same vigour level (0.2–1) or from the same year (E98, E03 and E04) are joined by the same
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with the number of infected leaves at flowering (Niflo) (cor-
relation coefficient ¼ 0.718) and the rate of diseased leaf
emergence (RDLE) (correlation coefficient ¼ 0.954). An
increased level of vigour has, as a consequence, an
increased level of disease surface area at shoot topping
(SDst). Axis 2, mainly explained by the leaf surface at
shoot topping (Sst) and the RDLE, allowed discrimination
between the climatic scenarios especially for the highest
levels of vigour. For example, 2003 shows a higher level
of disease late in the season (SD240) than 1998 and
2004. This means that, depending on the climatic conditions,
the disease dynamics can be modified.

The PLS-path scheme indicates that disease and vine growth
are well described by their two latent variables vine growth
and years, and years and crop management, respectively
(Fig. 4; R2 .0.95 and Dillon–Goldstein’s r .0.7). The
disease is well described by each of the chosen manifest vari-
ables (cross-loadings .0.7), with the highest correlation for
SDst. Vine growth is the main contributor of disease variation
(relative contribution ¼ 95.2 %) and vigour is the main contri-
butor to the variation of vine growth (relative contribution ¼
83.6 %) compared with years (relative contribution ¼ 16.4
%). The disease is well correlated to vine growth (correlation
0.97 with a path coefficient of 1.008, relative contribution ¼
95.2 %) through the indirect effects of vigour and years. The
direct effect of years, through the temperature, on the disease
is weak (relative contribution ¼ 4.7 %). This means that in
our simulations the main variability in the disease is due to
the strong variations of vine growth mainly because of vine
vigour. Among the vine growth variables, Nflo (cross-loading
0.96), Sflo (0.81) and Sst (0.78) are the most correlated to the
‘crop management’, whereas RLE is more correlated to the
‘year’ (0.82).

Figure 5 illustrates this, showing that the duration and
dynamics of infectious (sporulating) tissue may vary consider-
ably depending on the development of secondary shoots and
hence on vigour modulated by the climatic conditions.

The model thererefore strengthens experimental results
observed with regard to the effect of the rate of leaf emergence
and of the number of leaves at flowering on the severity of the
disease (Valdes, 2007). However, the model also underlines
strong variations of the dynamics of leaf emergence depending
on the vigour and on the temperature, and therefore on the cli-
matic scenarios that may have various consequences on the
damage on bunches of grapes. Further experiments are
needed to explore the relationship between vine growth and
disease development (a) to demonstrate whether disease devel-
opment is only controlled by leaf number or also by variation
in leaf susceptibility and (b) to test which crop management
system could be easily feasible to improve the disease
control level.

A continuous simulation model

Overall, the total foliar area time dynamics are well approxi-
mated by the logistic growth and parameters estimated both
before and after shoot topping (Table 1, Fig. 6) with some vari-
ations depending on the year. As an example, for 2003 the
strong increase in leaf surface after shoot topping corresponding
to the higher rate of secondary leaf emergence is well described
and yields a higher rate of host growth compared with the other
years. However, obviously in the extreme case of a year with an
early fast growth followed by a slower rate of increase and then
again a fast growth of the foliar surface (i.e. 1998), the fitting is
not so accurate. The various levels of vigour, enhanced after
shoot topping, are well represented by strong differences in

1/T Bud–Flo 1/T Flo–240 Dbud

Rho = 0·987

Rho = 1

Niflo RDLE SDst SD240

Years Corr = 0·467
cR2 = 4·76 %
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Rho = 0·864

Corr = 0·397
cR2 = 16·36 %

Corr = 0·898
cR2 = 83·64 %

Corr = 0·971
cR2 = 95·24 %

R2 = 0·963
Rho = 0·920
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vig

Crop
management

Vine
growth

Sflo Sst NFlo RLE

FI G. 4. The PLS-path model describing the relationships between the endogenous latent variable ‘disease’ and the other latent exogenous variables ‘vine
growth’, ‘year’ and ‘crop management’. Corr, the correlation coefficient between two latent variables; CR2, the relative contribution of exogenous latent variables

to the endogenous one; R2, the regression coefficient between two latent variables; Rho, the Dillon–Goldstein’s coefficient.
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the values of the growth rate parameter, with variations by a
factor of 10 between vigour 0.2 and vigour 1.

For early inoculation, the diseased surface is also well
approximated by the SEIRT model. Before shoot topping, the
rate of disease transmission does not vary significantly, but for
each year there is a positive linear relationship between r and
the disease level at shoot topping (Dst). For a similar rate of
disease transmission and rate of host growth, higher levels of
disease at shoot topping are due to a higher initial level of inocu-
lum (initial colony size E0; Table 1). Such a higher E0 for 2004,
for example, is the consequence of the development of the
disease under higher temperature. After shoot topping, we
observe a positive linear relationship between a and r and
between a and the disease severity Dend/Nend at the end of simu-
lation. This is consistent with the development of secondary
leaves with a higher level of disease at the end of simulation
for the year 2003 (Table 1, Fig. 7).

For late inoculation, the inoculation occurred at the same
phenological stage (four leaves) for each year, but due to
different temperature scenarios the time interval between
inoculation and shoot topping varies. As a consequence, the
rates of disease transmission vary mostly according to the
year. The level of disease is very low in the first part of the epi-
demic. After shoot topping, there is still a positive linear
relationship between a and r if vigour 0.2 is excluded. For
vigour 0.2, the disease severity is around 2 % and is almost
constant. This may explain the difficulty for the model in
giving a reasonable value for r.

DISCUSSION

Effect of vine growth on epidemics of powdery mildew

In this article, we illustrated the ability of a complex discrete
deterministic model to simulate various levels and

dynamics of growth of grapevine with possible high impact
on powdery mildew epidemics. Our simulations allowed
assessment of the effect of vine vigour on the epidemics and
to point out the existence of variations depending on climatic
scenarios. Variations between years can mainly be explained
by the variations of vine growth rather than the direct influence
of the temperature on the pathogen. The positive effect of
increased vigour on the disease dynamics had already been
experimentally investigated or only pointed out by several
authors (Zahavi, 2001; Evans et al., 2006; Valdes, 2007;
Calonnec et al., 2009). This increase can be modulated accord-
ing to the climatic scenario and the effect of temperature on
the host growth. The results of our simulations are consistent
with the field experiments. The severity of the disease is cor-
related with the rate of leaf emergence early in the season and
the development of secondary shoots later on, combined with
the number of infected leaves at flowering. The model,
however, indicates that potential variation of vine growth
according to the climatic scenario could alter the synchronism
between the disease and the production of susceptible organs
and possibly delay the severity of the disease. This has an
impact on the time evolution of the infectious tissue with
potential variations of the damage on bunches of grapes.

Field experiments have been undertaken to explore further
whether disease development is only controlled by leaf
number or also by variation in leaf susceptibility and to test
which system of crop management could better control the
disease level. Crop management and modifications of the topo-
logical distance between organs can modify assimilate parti-
tioning into the plant (Pallas et al., 2010); this may have an
effect on the infection by spores (Goheen and Schnathorst,
1963; Doster and Schnathorst, 1985) and could be used to
manage the disease. Leaf susceptibility can easily be modified
in the discrete model. We also need to assess the range of
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sporulation of different powdery mildew isolates. Indeed an
intermediate level of vigour attacked by high sporulating iso-
lates could yield the same disease severity as a higher level
of vigour and a low sporulating isolates.

The SEIRT model was able to describe the host growth and
the disease dynamics from the outputs of the discrete model
during a whole crop season including shoot topping. We
obtained a set of parameters for the rate of host growth and
the rate of disease transmission with a biological meaning.
Different scenarios of vine growth corresponding to contrast-
ing climatic scenarios can be modelled and generate various
types of epidemics provided different initial conditions are
used (value of E0). For late epidemics starting under higher
temperatures, the value of E0 is increased. This value may
be deduced from the output of the mechanistic model. The
mathematical analysis of the SEIRT model and the simulations
of the effective reproductive number Reff (cf. Appendix, Fig. 8)
give a synthetic view of the relationship between host growth
and the disease. Reff is very high in the case of an early con-
tamination, and decreases during the season, but can increase
after shoot topping when the vigour is high, with an increased
rate of development of secondary shoots. This increase in Reff

after shoot topping differs depending on the climatic scenario.
With this model, it was assumed, however, that the pro-

portion in each compartment does not vary at shoot topping.
This may be inaccurate for some climatic scenarios where
the tissue growth increases strongly before shoot topping, as
in 2004. The transfer of the mechanistic model to theT
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simulation platform OpenAlea (Pradal et al., 2008) would
allow better monitoring of the surface and position of the
tissues of different ages in the vinestock and therefore better
approximation of the temporal evolution of the surface of sus-
ceptible tissue, especially after shoot topping. Thus, the SEIRT

model may be improved by adding an age structure of the
leaves and time since infection for each age. The model
would become a PDE model (partial differential equations
model) (Webb, 1985). We also observed a linear relationship
between a and r, which was unexpected, according to the
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assumption of true mass action (all sporulating leaves have an
equal probability to infect a healthy leaf ) where r should be
constant. These results suggest that at least one disease mech-
anism described in the deterministic model is not explicitly
taken into account in the SEIRT model (distance between sus-
ceptible organs, density-dependent dispersal, etc.) and prevent
the use of parameters of plant growth and disease progression
independently. There are alternative epidemic models
(Ferrandino, 2008) that, although they take into account the
canopy filtration (but not the ontogenic resistance), show a
reverse relationship between host growth and r. Choosing a
true mass action contact term (rather than mass action) and
adding ontogenic resistance to the model led to better fits
(the sum of squared residuals was lower) than mass action in
our experiments. The relationship between r and a could
also be linked to the different typologies of host growth,
especially to the rate of secondary leaf emergence. A righer
rate of host growth after shoot topping means a higher
amount of secondary susceptible leaf tissue.

Specificity of the models and perspectives

Our mechanistic model was the first model developed coup-
ling the 3-D dynamics of growth of a plant with those of a
pathogen taking into account susceptibility of organs, some
types of crop management and the dispersion process. Since
then, other models have been developed. For example, a
similar model was developed to study the relationship
between the dynamics of wheat and the fungus Septoria
tritici (Robert et al., 2008). Plants display a wide range of
growth dynamics and architectures, so all pathogens are not
sensitive to the same climatic variables and may have different
dispersion processes. In all these cases, the modelling
approach would be useful to test the effect of plant growth
and architecture in the epidemic process and later on to
predict disease behaviour in the context of climatic changes
affecting the plant, the pathogen and their synchrony. This
type of model could also be a useful tool to select the most
appropriate plant genotypes combining unfavourable charac-
teristics of development and resistance able to maintain the
disease at a low level.

Although these deterministic models are interesting in order
to understand complex interactions at the scale of the plant or
of a few individuals, they are difficult to extend to the plot or
larger scale. The SEIRT model using parameters assessed
from mechanistic model output is an original way to simplify
the modelling without losing the biological and agronomical
meaning of the mechanisms described and of the parameters
associated which would allow the extension at a larger scale.

To explore the influence of the crop architecture (density of
plantation, spatial organization, etc.) and of the heterogeneities
within the plot (e.g. vigour) and between plots (e.g. phenol-
ogy), we will use a spatially structured reaction–diffusion
system in the spirit of our earlier work (Burie et al., 2007;
Burie and Ducrot, 2009). In this reaction–diffusion model
the parameter describing the disease transmission is expressed
as a product of the spore’s infection efficiency and a rate of
production of spores per infectious tissue. The spores can be
dispersed at short and long distances. A combination of
parameters (infection efficiency, rate of spore production)

corresponding to distinct situations of crop growth and patho-
gen initiations could be tested. We could then explore the con-
ditions of plant growth, densities and resistance (either by
cultivars, treatments or delay of contamination) for which
the epidemic could be maintained at a low level using,
among other things, the effective reproduction ratio (see the
Appendix). Already at the vine scale, the behaviour of Reff

gives some indications regarding how better to control the epi-
demic. For example, in the case of an early epidemic when Reff

is very high, the only way to control an epidemic may be to
spray fungicide on the vines. In the case of late contamination,
vigour should be kept low to maintain Reff at a low value.
Another way to limit the increase of Reff could be to remove
part of the secondary shoots, which is a common practice in
high value added vineyards to increase the wine quality.

However, both the mechanistic and the SEIRT models need
to be more deeply explored by a rigorous sensitivity analysis
performed on parameters from the pathogen, the dispersion
and the host susceptibility with variation of the date of inocu-
lation. This sensitivity analysis must be conducted for both
models in conjunction since, in particular, the mean duration
of the infection i is a parameter used by both models with
the same meaning and value and is not easily measured
experimentally.
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méditerranéenne. PhD Thesis. Ecole de Montpellier supAgro,
Montpellier, France.

Webb GF. 1985. Theory of nonlinear age-dependent population dynamics.
(Monographs and textbooks in pure and applied mathematics; 89).
New York: M. Dekker.

Zahavi T, Reuveni M, Scheglov D, Lavee S. 2001. Effect of grapevine train-
ing systems on development of powdery mildew. European Journal of
Plant Pathology 107: 495–501.

APPENDIX

Mathematical analysis for the SEIRT model

The basic reproduction number R0 is a threshold dimensionless
number that indicates if the epidemic will spread (if R0 . 1) or
die out (if R0 , 1); see, for example, Gilligan and van den
Bosch (2008). It is defined biologically as the mean number of
secondary cases caused by a single infectious individual during
its lifetime in a complete susceptible population. For the HLSR
model considered by Segara et al. (2001) it is proved that a

basic reproduction number R0 exists and its value is:

R0 = ri.

For our SEIRT model there are two major differences compared
with the HLSR model: the foliar surface is not constant and a
varying proportion of the healthy foliar surface is not susceptible
to the disease. Therefore, as in Cintron-Arias et al. (2009), for
example, it is better to consider the effective reproduction
number Reff(t). This number depends on time and takes into
account the ontogenic resistance to the disease. We can prove that

Reff(t) = riS(t)/N(t)

This number is always lower than R0 since S is lower than N. We
can use a simple argument to compute Reff(t): let (E + I) be the
‘active’ diseased foliar surface, adding the second and third
equation of the model gives:

(E + I)′ = 1/[riS/N − 1].

Therefore, the disease will die out if Reff(t) , 1 as (E + I )’
will be negative and the ‘active’ diseased foliar surface will
decrease; conversely if Reff(t) . 1 the disease will start
spreading.

Reff(t) ¼ riS(t)/N(t) cannot be computed explicitly for any
value of the model parameters. However, if the initial contami-
nation takes place before shoot topping we have S(t0) ¼ N(t0)
at bud break and one can prove, using a phase plane analysis
employing nullclines [see, for example, Edelstein-Keshet
(1988) for a description of the method] that Reff decreases
over time whatever the value of the logistic law parameters
for growth (Fig. 8). Hence, before shoot topping, a late con-
tamination is less likely to succeed than an early one, and
the intensity of the epidemic that follows will be lower. At
shoot topping Reff changes depending on the quantity of sus-
ceptible and total foliar surface cut, and the previous result
is not valid. In particular Reff could increase and reach a
maximum value before converging to 0. This must be related
to the rate of development of secondary leaves. The value of
Reff before shoot topping is dependent on the amount of T.

Next, as time goes to infinity, the solution of the system con-
verges to (0,0,0,R*,T*) with R* + T* ¼ K for any no trivial
initial condition and R* . 0, i.e. some foliar surface fraction
always remains healthy. The proof is classical and can easily
be adapted from that for the spatial model in Burie et al.
(2007). Nevertheless, in contrast to the HLSR model con-
sidered by Segara et al. (2001) where y1 ¼ R*/K is the
unique solution of equation

y1 = 1 − exp(−R0y1)

and only depends on R0, we could not compute in closed form
the final size R* of the epidemic as a function of the model
parameters.
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