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An acoustic pointing task was used to measure extents of laterality produced by ongoing interaural

temporal disparities (ITDs) conveyed by the envelopes of 4-kHz-centered raised-sine stimuli while

varying, parametrically, their peakedness, depth of modulation, and frequency of modulation. One

purpose of the study was to determine whether such manipulations would produce changes in later-

ality logically consistent with those found for ITD-discrimination thresholds reported by Bernstein

and Trahiotis [J. Acoust. Soc. Am. 125, 3234–3242 (2009)]. The data obtained revealed that they

did in that (1) increasing depth of modulation, peakedness, or frequency of modulation between 32

and 128 Hz produced smaller threshold ITDs and greater laterality and (2) increasing frequency of

modulation to 256 Hz produced modest increases in threshold ITDs and modest decreases in later-

ality. The extents of laterality measured were successfully accounted for via an augmentation of the

cross-correlation-based “position-variable” modeling approach developed by Stern and Shear [J.

Acoust. Soc. Am. 100, 2278–2288 (1996)] to account for ITD-based extents of laterality obtained

at low spectral frequencies. VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3552875]

PACS number(s): 43.66.Pn, 43.66.Ba, 43.66.Qp [MAA] Pages: 1501–1508

I. INTRODUCTION

Recent investigations have focused on stimulus manipu-

lations that foster enhancements of the potency of interaural

temporal disparities (ITDs) conveyed by the envelopes of

high-frequency complex stimuli. The earliest of these (Bern-

stein and Trahiotis, 2002, 2003) employed “transposed” stim-

uli of the type originally introduced by van de Par and

Kohlrausch (1997), who studied binaural detection at low vs

high spectral frequencies. Their study was designed to help

explain why ITDs conveyed by low-frequency waveforms

were commonly found to be far more potent than ITDs con-

veyed by the envelopes of high-frequency, complex stimuli.

Transposed stimuli were specifically developed to provide

high-frequency portions of the auditory periphery with enve-

lope-based neural timing information that would mimic, or

approximate, waveform-based neural timing information that

occurs naturally in low-frequency portions of the auditory

periphery. Bernstein and Trahiotis (2002, 2003) reported that

transposed stimuli yielded both lower thresholds for discrimi-

nation of changes in ITD and larger extents of laterality pro-

duced by a given ITD as compared to “conventional” stimuli

such as sinusoidally amplitude modulated (SAM) tones and

bands of Gaussian noise. They also reported that, in several

instances, performance with high-frequency transposed stim-

uli approximated that found when the ITDs were conveyed by

conventional low-frequency stimuli.

Later experiments focused on attempting to identify

which aspect(s) of the envelopes of high-frequency stimuli

lead to efficient processing of ongoing ITDs. These experi-

ments capitalized on the use of “raised-sine” stimuli, which

were originally described by John et al. (2002). As discussed

by Bernstein and Trahiotis (2009), manipulation of the pa-

rameters defining raised-sine stimuli allow one to vary inde-

pendently the frequency of modulation, the depth of

modulation, and the relative “peakedness” or “sharpness” of

the envelope of the waveform. The use of raised-sine stimuli

provides opportunities to manipulate and to control aspects

of the envelope that cannot be controlled and varied inde-

pendently when using SAM tones, Gaussian noises, repeated

Gaussian clicks (e.g., McFadden and Pasanen, 1976; Nuetzel

and Hafter, 1976; Buell and Hafter, 1988; Stecker and

Hafter, 2002), or transposed tones. Using raised-sine stimuli,

Bernstein and Trahiotis (2009) found that increases in rela-

tive peakedness, depth of modulation, or rate of modulation

all generally led to decreases in threshold ITD. In addition,

the overall patterning of those improvements in performance

was captured well by a model based on the normalized inter-

aural correlation (i.e., the value of the normalized cross-cor-

relation function at a lag of zero) calculated subsequent to

stages mimicking peripheral auditory processing. One aspect

of the data not accounted for by the model was the relatively

low threshold ITDs obtained when a highly peaked envelope

was coupled with a low depth of modulation. A more recent

experiment verified and extended both the empirical out-

comes and the modeling (Bernstein and Trahiotis, 2010).

In addition, further theoretical analyses revealed that the

overestimations of threshold ITDs found with such stimuli in
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the original study and its replication were redressed when it

was assumed that listeners employ information within “off-

frequency” auditory filters centered slightly above the center

frequency of the stimuli.

One purpose of the present study was to measure ITD-

based extents of laterality of intracranial acoustic images

produced by raised-sine stimuli while varying, parametri-

cally, their peakedness, depth of modulation, and frequency

of modulation (i.e., stimuli similar to those used in the ITD-

discrimination studies described above). Of particular inter-

est was whether the relative potency of ITD found across

the stimulus set when discrimination thresholds were meas-

ured would also be found when ITD-based laterality was

measured. Collecting such data would be informative

because evidence suggests that threshold ITDs cannot, for

some stimuli and conditions, be predicted quantitatively

solely on the basis of measures of extent of laterality and

vice versa (Domnitz and Colburn, 1977; Stern and Colburn,

1978; 1985; Heller and Trahiotis, 1996; Trahiotis, et al.,
2001). Intuitively, the lack of a direct relation between the

two measures can be understood within the context of the

cross-correlation function. Consider that the resolution of

ITDs is determined by both the magnitude of overall

“displacement” of activity along the ITD axis and the under-

lying variance of that activity. In other words, what deter-

mines threshold ITD is a mean-to-sigma change in the

pattern of the cross-correlation. In contrast, extent

of laterality appears to be determined by the position of

the centroid (or, perhaps, the peak) of activity along the

ITD axis produced by supra-threshold values of ITD (see

Domnitz and Colburn, 1977 for a detailed explication).

Thus, within this schema, the variance of activity would

influence the ability to discriminate changes in ITD but not

the ascribed intracranial position produced by supra-thresh-

old values of ITD. Thus, there are both empirical and theo-

retical reasons justifying the measurements of both threshold

ITDs and extents of laterality for the purpose of determining

the relative potency of ITDs conveyed by raised-sine stimuli

(and other novel acoustic stimuli, for that matter).

A second purpose of the present study was to attempt to

predict, quantitatively, empirical measures of extents of later-

ality. As is shown below, the patterning of lateralization of

envelope-based ITDs conveyed by high-frequency raised-

sine stimuli can generally be accounted for by augmenting

the low–frequency, cross-correlation-based, “position-varia-

ble” modeling approach originally put forth by Stern and Col-

burn (1978) and as modified by Stern and Shear (1996). This

success notwithstanding, several types of theoretical analyses

strongly suggest that improving the predictive power of the

position-variable model will require additional information

regarding similarities/differences in the processing of ITDs

conveyed by low- vs high-frequency signals.

II. EXPERIMENT

A. Generation of raised-sine stimuli

The generation of raised-sine stimuli is accomplished by

raising a DC-shifted sine-wave to a power (exponent) greater

than or equal to 1.0 prior to multiplication with a carrier.

The equation used to generate such stimuli was originally

described by John et al. (2002) and is:

yðtÞ¼ðsinð2pfctÞÞ 2m ð1þsinð2pfmtÞÞ=2ð Þn�0:5ð Þþ1ð Þ;
(1)

where fc is the frequency of the carrier, fm is the frequency of

the modulator, and m is the index of modulation. The expo-

nent, n (the power to which the DC-shifted modulator is

raised), determines the peakedness or sharpness of the indi-

vidual “lobes” of the envelope. As described in Bernstein

and Trahiotis (2010), an equivalent and more compact form

of Eq. (1) is:

yðtÞ ¼ sinð2pfctÞ ð1� mÞ þ 2mðsinðpfmtÞÞð2nÞ
h i

: (2)

Examples of raised-sine waveforms generated with

m¼ 1.0 and values of n from 1.0 to 8.0 can be found in

Bernstein and Trahiotis (2009).

B. Procedure

Extents of laterality were measured for raised-sine

“targets” while varying, parametrically, their exponent,

depth (index) of modulation, and rate of modulation. The

values of the exponents (n) were 1.0 (equivalent to a SAM

tone), 1.5, or 8.0; the depths of modulation (m) were 0.25,

0.50, 0.75, or 1.00; and the rates of modulation (fm) were 32,

128, and 256 Hz. The rates of modulation employed repre-

sent a subset of the values employed by Bernstein and Tra-

hiotis (2002, 2009) and were chosen for empirical reasons.

In those studies, a rate of 128 Hz was shown to yield the

lowest threshold ITDs, while the values of 32 and 256 Hz

represent the endpoints of the range of rates of modulation

for which valid measures of threshold ITD were obtained

consistently. All 36 raised-sine targets were centered at 4

kHz. They were generated digitally using a sampling rate of

20 kHz (TDT AP2), were low-pass filtered at 8.5 kHz (TDT

FLT2), and were presented via Etymotic ER-2 insert ear-

phones at a level of 72 dB SPL. Ongoing ITDs (0, 200, 400,

600, 800, and 1000 ls, left ear leading) were imposed by

applying linear phase-shifts to the representation of the tar-

gets in the frequency domain, transforming them to the time-

domain, and then gating the signals destined for the left and

right ears coincidentally.

Extents of laterality were measured for three normal-

hearing young adult listeners1 (one male and two females)

via an acoustic pointing task in which the listeners varied

the interaural intensitive difference (IID) of a 200-Hz-wide

band of noise centered at 500 Hz (the pointer) so that it

matched the intracranial position of the raised-sine target.

This procedure has been used previously in several studies

(e.g., Trahiotis and Stern, 1989; Buell et al., 1991; Heller

and Trahiotis, 1996; Bernstein and Trahiotis, 2003) and is

described fully in Bernstein and Trahiotis (1985a). The

pointer was generated digitally in a manner similar to that

described above and its overall level, when presented dioti-

cally (IID¼ 0), was 60 dB SPL. Listeners adjusted the intra-

cranial position of the pointer by rotating a knob. Rotation of
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the knob produced symmetric changes of the IID (in dB) of

the pointer (i.e., increases in level at one ear and decreases

in level at the other ear). The IID adjusted by the listener

served as a metric of the intracranial position of the target.

An arbitrary and randomly chosen value of the IID was

inserted in the pointer prior to each match. This served to

randomize the initial position of the pointer with respect to

the absolute position of the knob. Each sequence of stimuli

consisted of three presentations of the target (each separated

by 150 ms), a pause of 200 ms, three presentations of the

pointer (each separated by 150 ms), and a pause of 600 ms.

The duration of target and pointer stimuli was 100 ms

including 10-ms cos2 rise/decay ramps. Targets and pointers

were repeated until the listeners indicated that they had

matched the intracranial positions of the target and pointer.

Prior to completing a match, listeners had the option of halt-

ing, and then restarting, the sequence in order to check their

adjustments after a period of silence.

All of the aforementioned stimulus conditions were vis-

ited in random order. Having chosen a particular stimulus

condition as the target, a random process was used to select a

value of ITD from the set to be tested until the listeners had

completed three independent matches for each value of ITD.

The magnitude of the mean IID inserted by the listener to

match the diotic targets (ITD of 0 ls) was typically less than 3

dB and served as a “correction factor.” That is, it was sub-

tracted from the IIDs resulting from all the matches in the run.

Finally, all the stimulus conditions (targets) were re-visited in

reverse order. In the event that the correction factor for a par-

ticular run of a stimulus condition was �5 dB, that run was

discarded and was repeated until that criterion was not

exceeded. The data reported in the figures represent the mean

“corrected” value of IID of the pointer across the six “valid”

matches (three from each run) made by each listener for a par-

ticular combination of target and ITD.

C. Results and discussion

The nine panels of Fig. 1 contain the entire set of data.

The panels in the left-most, middle, and right-most columns

display the data obtained when the frequency of modulation

was 32, 128, or 256 Hz, respectively. The panels along the

top, middle, and bottom rows display the data obtained when

the exponent of the raised-sine was 1.0, 1.5, or 8.0, respec-

tively. The parameter within each panel is the depth of mod-

ulation. Within each panel, the mean IID of the pointer

FIG. 1. The panels in the left-most, middle, and right-most columns display the data obtained when the frequency of modulation was 32, 128, or 256 Hz,

respectively. The panels along the top, middle, and bottom rows display the data obtained when the exponent of the raised-sine was 1.0, 1.5, or 8.0, respec-

tively. Each panel displays the IID of the pointer (in dB) required to match the intracranial position of the target as a function of the ongoing ITD (left ear lead-

ing) imposed on a 200-Hz-wide band of Gaussian noise centered at 500 Hz. Data points represent the mean values computed across the three listeners. The

error bars represent 61 standard error of the mean. The parameter within each plot is the depth of modulation (m).
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(taken across the three listeners) is plotted as a function of

the ITD imposed on the target. Positive values along the

ordinate represent values of IID favoring the left ear. Error

bars represent 61 standard error of the mean.

Depending on the context and for ease of exposition, the

data are discussed below in terms of extent of laterality rather

than in terms of the IID of the pointer, per se, required to

match the target (see Bernstein and Trahiotis, 1985a,b, 2003;

Schiano et al., 1986). Beginning with the data in the left-hand

column, when the rate of modulation was 32 Hz and the expo-

nent of the raised-sine (n) was 1.0, note that, independent of

depth of modulation, ITDs of up to 600 ls were matched by

near-zero values of IID of the pointer. This indicates that

those stimulus conditions produced virtually no displacement

of the intracranial image away from midline. When the value

of ITD was increased to 800 or 1000 ls, the raised-sine hav-

ing a modulation of index of 1.0 was matched by an IID of

the pointer of 4–5 dB. This typically corresponds to an intra-

cranial image placed slightly less than half the distance along

the lateral axis from midline to the ear (e.g., Watson and Mit-

tler, 1965; Yost, 1981). Increasing the exponent to 1.5 and to

8.0 (middle and bottom panels, respectively) led to substantial

increases in extent of laterality at all values of ITD for raised-

sines having an index of modulation of 1.0. In fact, when the

exponent was 8.0 and the ITD was 1000 ls, the listeners

matched the position of the target with an average IID of the

pointer of 10.4 dB. This corresponds to an intracranial image

quite close to the leading ear. Most of the matches obtained

with smaller depths of modulation indicated intracranial

images heard near midline, with the exceptions being those

obtained with the largest two ITDs when the depth of modula-

tion was 0.75.

Turning to the data obtained when the frequency of

modulation was 128 Hz (middle column), note that, in com-

parison to the data obtained at 32 Hz, extents of laterality

were substantially and increasingly larger for depths of mod-

ulation of 0.50, 0.75, and 1.00. In fact, for the largest combi-

nations of ITD and depth of modulation, listeners required

10–15 dB of IID of the pointer, thereby indicating intracra-

nial images positioned far toward the leading ear. Once

again, however, when the depth of modulation was 0.25, all

combinations of values of ITD and exponent produced

images heard at, or near, midline. This outcome appears to

be consistent with, and perhaps mirrors, earlier reports that

threshold ITDs, measured as a function of depth of modula-

tion, increase dramatically for depths of modulation well

below 0.50 (McFadden and Pasanen, 1976; Nuetzel and Haf-

ter, 1981; Bernstein and Trahiotis, 1996). The data obtained

with a frequency of modulation of 256 Hz (right-most col-

umn) generally exhibit the same patterning of extents of lat-

erality found at 128 Hz, albeit with, in general, somewhat

smaller extents of laterality.

The data in Fig. 1 were subjected to a four-factor (three

frequencies of modulation X, four depths of modulation X,

three values of exponent X, and six values of interaural

delay), within-subjects analysis of variance (ANOVA). The

error terms for the main effects and for the interactions were

the interaction of the particular main effect (or the particular

interaction) with the subject “factor” (Keppel, 1991). In

addition to testing for significant effects, the proportions of

variance accounted for (x2) were determined for each signif-

icant main effect and interaction (Hays, 1973).

Overall, the statistical analysis revealed that 84% of the

variability in the IIDs of the pointer calculated across the

three listeners was accounted for by the stimulus variables.

Said differently, only 16% of the variance in the complex

patterns of data in Fig. 1 is attributable to experimental

“error” which, within this design, includes not only errors of

measurement but also differences among the three listeners.

Each of the four main effects was significant (assuming an a
of 0.05) and, in aggregate, they accounted for 63% of the

variance: (1) frequency of modulation [F(2,4)¼ 6.6,

p¼ 0.05], accounting for 12% of the variance; (2) depth of

modulation [F(3,6)¼ 90.8, p < 0.01], accounting for 18% of

the variance; (3) value of exponent [F(2,4)¼ 21.3, p <
0.01], accounting for 5% of the variance; and (4) value of

interaural delay [F(5,10)¼ 84.5, p < 0.01], accounting for

28% of the variance. Of the 11 interactive effects, 6 were

significant and, in aggregate, they accounted for 18% of the

variance. Only two of those significant interactions

accounted for more than 2% of the variance. One was the

interaction between frequency of modulation and interaural

delay [F(10,20)¼ 9.1, p < 0.01] that accounted for 5% of

the variance. This interaction is visually apparent in the sub-

stantially different patterns of data across the three columns

of Fig. 1. The other was the interaction between depth of

modulation and interaural delay [F(15,30)¼ 45.4, p < 0.01]

that accounted for 7% of the variance. This interaction is

also visually apparent in Fig. 1 in that the slopes relating

pointer-IID to ITD differed greatly across the different

depths of modulation. The remainder of the 84% of the var-

iance accounted for by the stimulus variables resulted from

interactive effects that, individually, were not statistically

significant.

III. ACCOUNTING FOR ITD-BASED EXTENTS OF
LATERALITY AT HIGH SPECTRAL FREQUENCIES

Attempts to account, quantitatively, for the extents of

laterality displayed in Fig. 1 began with predictions obtained

via the interaural-correlation-based “pattern-processing”

approach successfully employed by Bernstein and Trahiotis

(2003) to account for lateralization of (1) narrow bands of

noise centered at low frequencies; the same bands of noise

transposed to 4 kHz and (2) narrow bands of noise centered

at 4 kHz. That model included stages of peripheral auditory

processing (bandpass filtering, envelope compression, half-

wave, square-law rectification, and low-pass filtering at

425 Hz) and a stage of low-pass filtering at 150 Hz for

stimuli centered at high frequencies, where the envelope

rather than the fine-structure conveys the ITD. Lateral posi-

tion was defined as the position of the peak of the across-

frequency averaged cross-correlation function, re-scaled to

units of IID of the pointer. Upon applying the model to the

stimuli employed in the current study, it quickly became

apparent that it could not account, either qualitatively or

quantitatively, for the data in Fig. 1. That is, the model did

not account for the effects on lateralization produced by
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varying, parametrically, frequency of modulation, depth of

modulation, and exponent of the raised-sine stimuli. Given

this negative outcome, it was decided to incorporate the the-

oretical approach developed, employed, and refined by

Stern, Colburn, and their colleagues, that is now commonly

referred to as the “position-variable model” (e.g., Stern and

Colburn, 1978; 1985; Stern and Shear, 1996; Trahiotis et al.,
2001). That model has evolved to the point that it currently

provides successful qualitative and quantitative accounts of

lateralization based on both ITDs and IIDs and their combi-

nation for a wide variety of low–frequency stimuli. To our

knowledge, the ability of the position-variable model to

account for ITD-based detection and lateralization of high–
frequency stimuli has only been assessed, in an unpublished

report, and for a very limited set of stimuli (Stern et al.,
1988a).

Within the position-variable model, monaural stages of

peripheral auditory processing are included to accomplish

the bandpass filtering, non-linear half-wave rectification, and

low-pass filtering that were included as stages in the general

model utilized by Bernstein and Trahiotis (2003). The stim-

uli as processed serve as inputs to a binaural comparator that

computes a cross-correlation “surface” or correlogram, the

axes of which are center frequency, interaural delay, and the

magnitude of the “cross-products” which, within the model,

represents the relative strength of temporally coincident neu-

ral activity. The correlogram is then modified by applying a

“centrality” function that differentially emphasizes activity

within the correlogram that occurs at relatively small delays.

The centrality function has often been interpreted as repre-

senting greater density of neural elements “tuned” to small

interaural delays. For relatively narrowband signals, the de-

cision variable is formed by computing the centroid of activ-

ity of the correlogram along the interaural delay axis. For

relatively broadband stimuli, the general model has been

augmented to capture how the centroid of activity is also

affected by integration of activity along the frequency axis

(Stern et al., 1988b; Trahiotis and Stern, 1989, 1994).

The form of the position-variable model used to make

predictions for the data in Fig. 1 was as follows. Bandpass

filtering was accomplished by passing the respective stimuli

through a pair of (left/right) gammatone filter banks (see Pat-

terson et al., 1995) spanning center frequencies of 2000–

8000 Hz. The output of each gammatone filter was subjected

to half-wave, cube-law rectification and low-pass filtering at

1200 Hz in accord with and as described by Stern and Shear

(1996). This was followed by a stage of low-pass filtering at

150 Hz for stimuli centered at high frequencies, where the

envelope rather than the fine-structure conveys the ITD.

Then, the correlogram was computed for ITDs ranging from

�2.0 to þ2.0 ms. The correlogram was then modified using

Stern and Shear’s frequency-dependent centrality function

[p(s)] (where s represents internal delay) with the proviso

that the “frequency” used to calculate that function be the

frequency of the envelope, rather than the 4000-Hz center

frequency of the stimulus.2 Finally, the centroid of the

across-filter-averaged activity was computed along the ITD

axis and linearly scaled in order to convert ITD to IID of the

pointer. The predictions, in units of IID (dB), were made

assuming that 1 dB of IID of the pointer equals 11.7 ls of

ITD along the internal delay axis. That relation was found to

maximize the amount of variance accounted for between the

predicted and the obtained extents of laterality. The computa-

tions were carried out via Dr. Michael Akeroyd’s “Binaural

Toolbox” for MATLAB
VR

. The reformulation described above

of Stern and Shear’s model will be referred to as “the position-

variable model” within this presentation.

Figure 2 displays, in adjacent pairs of panels, the empiri-

cal data re-plotted from Fig. 1 along with the predictions of

those data obtained via the model. Visual inspection verifies

that the predictions of the model capture, qualitatively, the

trends in the data as discussed in Sec. II C that were found

across frequency of modulation, across depth of modulation,

and across value of the raised-sine exponent, respectively.

One of those trends is the more curvilinear nature of both the

empirical data and the predictions obtained when the rate of

modulation was 256 Hz as compared to the more linear nature

of the data and predictions obtained at the two lower rates of

modulation. This difference in the predictions obtained across

the three frequencies of modulation results from the operation

of the 150-Hz low-pass filter. Overall, the patterning of the

predictions of the model appears to capture both the main

effects and the interactions that can be observed in Fig. 1 and

that were confirmed via the ANOVA conducted on the empir-

ical data themselves. Quantitatively, a statistical analysis

revealed that the predictions of the model accounted for 80%

of the variability in the behavioral data.3

The success of the model is, perhaps, best appreciated

by considering the fact that the ANOVA performed on the

data (see Sec. II C) revealed that the main effects and their

interactions accounted for 84% of the variance. Said differ-

ently, 84% of the variation in the lateralization judgments of

the listeners was determined by variation of the stimulus var-

iables. Assuming 84% to be the upper limit on the amount of

variance in the data for which the model could account, then

the conclusion follows that the model accounts for 95%

(80=84) of the variability in the data attributable to the

manipulations of the stimuli. Thus, from both quantitative

and qualitative perspectives, it appears that the model does

an excellent job of accounting for or explaining the data.

IV. SUMMARY AND GENERAL DISCUSSION

One purpose of this study was to obtain measures of

extent of laterality using the same raised-sine stimuli cen-

tered at 4 kHz that were employed previously in experiments

measuring listeners’ abilities to discriminate changes in en-

velope-based ITD. The general question was whether the

manipulations of the same physical variables (frequency of

modulation, depth of modulation, and value of the raised-

sine exponent) produce commensurate changes in both dis-

crimination and lateralization, thereby reflecting commensu-

rate changes in the potency of ITDs across the two tasks.

Comparisons of the lateralization data obtained in this study

with the discrimination data obtained by Bernstein and

Trahiotis (2009, 2010) reveal that to be the case. Specifi-

cally, increasing either depth of modulation or the value of

the raised-sine exponent led to both smaller threshold ITDs
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and larger extents of laterality. In addition, increasing the

frequency of modulation from 32 to 128 Hz did likewise. A

further increase in the frequency of modulation to 256 Hz

led to modest, but consistent, increases in both threshold

ITDs and smaller extents of laterality. This latter outcome

appears to be a manifestation of, and additional evidence for,

the operation of a 150-Hz low-pass filtering of the envelope

of high-frequency stimuli found in previous behavioral and

physiological experiments (e.g., Kohlrausch et al., 2000;

Bernstein and Trahiotis, 2002; Griffin et al., 2005).

Figure 3 indicates a commensurate relation between

extents of laterality obtained in this study and threshold

ITDs reported by Bernstein and Trahiotis (2010). The points

within Fig. 3 represent conditions across the two studies for

which both threshold ITDs and extents of laterality were

measured. For raised-sine stimuli having a depth of modula-

tion of 100%, rates of modulation of 32, 128, or 256, and

exponents of 1.0, 1.5 or 8.0, the values of threshold ITD

were taken from Fig. 1 of Bernstein and Trahiotis. For

raised-sine stimuli having a depth of modulation of 25%,

rates of modulation of 32, 128, or 256, and exponents of 1.0

or 8.0, the values of threshold ITD were taken from Fig. 4 of

Bernstein and Trahiotis.

The ordinate of Fig. 3 represents the mean, across listen-

ers, of the IID of the pointer required to match the intracranial

of position of targets having an ITD of 600 ls (circles) or an

ITD of 1000 ls (triangles). The lower abscissa of Fig. 3 repre-

sents the mean threshold ITD normalized to the threshold

ITD obtained in the “reference condition” defined by a rate of

modulation of 128 Hz, a depth of modulation of 100%, and an

exponent of 1.0 [see Bernstein and Trahiotis (2009, p. 3235)

for further explanation and justification]. The threshold ITD,

averaged across listeners, was approximately 200 ls for the

reference condition. The upper abscissa reflects the approxi-

mate mean threshold ITD in microseconds corresponding to

the values of normalized threshold ITD.

Open symbols within the plot represent data obtained in

those conditions for which the threshold ITD exceeded the

FIG. 2. Similar to Fig. 1. The empirical data from Fig. 1 and the corresponding predictions from the position-variable model (see text) are plotted as adjacent

pairs of panels.

FIG. 3. IID of the pointer (in dB) required to match the intracranial position

of the target as a function of normalized threshold ITD. The parameter of

the plot is the ITD of the target imposed in the acoustic pointing task. The

upper abscissa reflects the approximate threshold ITD in miocroseconds cor-

responding to the values of normalized threshold ITD. Open symbols repre-

sent data obtained in conditions for which the threshold ITD exceeded the

ITD imposed on the target in the acoustic pointing task.
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600-ls (circles) or 1000-ls (triangles) ITD imposed on the

target in the acoustic pointing task. They represent data

obtained with raised-sines having a frequency of modulation

of 32 Hz, a depth of modulation of 25%, and exponents of

either 1.0 or 8.0. In those instances, the IID of the pointer is

very small, indicating intracranial images near midline. This

outcome is easily understood by considering that ITDs that

are detectable less than 71% of the time (the criterion used

to define “threshold”) would be expected to produce very

small (if any) changes in extent of laterality.

In contrast, visual inspection of the closed symbols in

Fig. 3 suggests that, for these stimuli, there exists an inverse

linear relation between threshold ITD and extent of lateral-

ity. Statistical linear regression analyses support that notion

in that the r2 between pointer IID (dB) and the log of nor-

malized threshold ITD was 0.92 when the ITD was 600 ls

(closed circles) and was 0.93 when the ITD was 1000 ls

(closed triangles). In summary, the relative potency of ITD

found across the stimulus set when discrimination thresholds

were measured was also found when ITD-based extents of

laterality were measured. Thus, for these stimuli, it does

appear that one can predict extents of ITD-based laterality

on the basis of threshold ITDs and vice versa.

A second purpose of the present study was to evaluate

predictions of extent of laterality obtained via an interaural-

correlation-function based model that incorporates stages of

peripheral auditory processing. Two important outcomes

were found while attempting to account for the data. First, a

model that was previously successful in accounting for

extents of laterality obtained with narrow bands of noise cen-

tered at low frequencies, the same bands of noise transposed

to 4 kHz, and narrow bands of noise centered at 4 kHz (Bern-

stein and Trahiotis, 2003) could not account, either qualita-

tively or quantitatively, for the new data. Second, a model

based on the position-variable model of Stern and Shear

(1996) was highly successful in accounting for the new data.

The reader is reminded that the two models are some-

what similar in that both include bandpass filtering, rectifica-

tion, and two stages of low-pass filtering. One stage of low-

pass filtering is “peripheral” and its purpose is to account for

the loss of neural synchrony to the fine-structure that occurs

with increasing center frequency. A second stage of low-

pass filtering (which was not included in the earlier versions

of the position-variable model) is “more central” and its pur-

pose is to account for the apparent loss of neural synchrony

to increasing envelope frequencies.

The two models, however, differ in important ways with

regard to specifics concerning both the peripheral and central

processes that are assumed to operate. The reader is reminded

that, with regard to the periphery, the model employed by

Bernstein and Trahiotis (2003) included envelope compres-

sion, half-wave square-law rectification, and low-pass “neural

synchrony” filtering at 425 Hz. In contrast, the position-vari-

able model employed here and which accounted for the data

included half-wave, cube-law rectification and low-pass neu-

ral synchrony filtering at 1200 Hz but did not include enve-

lope compression. With regard to central processing, the

decision variable of the model employed by Bernstein and

Trahiotis (2003) was defined in terms of the position of the

peak of activity of the correlogram. As described earlier, the

decision variable of the extended position-variable was taken

to be the centroid of activity of the correlogram measured

subsequent to frequency-dependent centrality weighting.

These differences led us to begin a theoretical explora-

tion with the goal of determining which differences between

the models were responsible for the success of the position-

variable model in accounting for the data in Fig. 1. First, it

was found that adding peripheral envelope compression à la

Bernstein and Trahiotis (2002, 2003) to the position-variable

model resulted in substantially poorer predictions because

adding compression resulted in extremely (and hopelessly)

small displacements of the centroid along the ITD axis. Just

as important, the patterning of the predictions across para-

metric variations of the input stimuli did not conform well to

the patterning of the empirical data. At this time, we are

unable to understand, let alone explain, why the inclusion of

compression is so detrimental when incorporated within the

position-variable model in order to account for ITD-based

extents of laterality at high frequencies, while it seems to be

so necessary in order to account for binaural detection data

(e.g., Bernstein et al., 1999; Bernstein and Trahiotis, 2002).

Second, it was found that, for both models, using the

peak of activity of the correlogram along the ITD axis as the

decision variable resulted in highly inaccurate predictions.

This occurred principally because changing the frequency of

modulation from 32 to 128 to 256 Hz produced essentially

the same predicted extent of laterality (in stark contrast to

the data in Fig. 1). Therefore (1) the absence of envelope

compression and (2) the use of the centroid rather than the

peak of the correlogram as the decision variable were both
important factors regarding the successful predictions

obtained from the position-variable model.

This naturally leads to the question of how well the pres-

ent version of the position-variable model can account for the

extents of laterality reported by Bernstein and Trahiotis

(2003). The model correctly predicts that low-frequency

Gaussian noises and their counterparts transposed to 4 kHz

yield greater extents of laterality than do bands of Gaussian

noises centered at 4 kHz. The model incorrectly predicts that

extents of laterality obtained with noises centered at low fre-

quencies are somewhat, but consistently, larger than those

obtained with their transposed counterparts. In fact, the em-

pirical data indicate that, for a given ITD, both stimuli pro-

duce essentially the same extent of laterality. Several

computer simulations made while manipulating stages of the

model revealed that this disparity comes about essentially

entirely as a result of the 150-Hz envelope low-pass filter that

affects temporal processing within each “monaural” channel

for stimuli centered at high spectral frequencies, but not for

stimuli centered at low spectral frequencies for which the

fine-structure, rather than the envelope, conveys the ITD. At

this time, we cannot offer a clear-cut explanation for this out-

come. Because of the paucity of psychophysical data that

would inform and/or constrain the precise nature of the enve-

lope low-pass filter, it remains for future investigations to pro-

vide the information necessary to modify the models suitably.

In summary, parametric variations of the depth of mod-

ulation, peakedness, and frequency of modulation of 4-kHz-
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centered raised-sine stimuli produce changes in ITD-based

extents of laterality that were logically consistent with

threshold ITDs obtained with same stimuli (Bernstein and

Trahiotis, 2009). The extents of laterality were successfully

accounted for via an augmentation of the cross-correlation-

based position-variable modeling approach developed by

Stern and Shear (1996) to account for ITD-based extents of

laterality obtained at low spectral frequencies.
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