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Abstract
An integrated computational methodology for interpreting NMR spin relaxation in proteins has
been developed. It combines a two-body coupled-rotator stochastic model with a hydrodynamics-
based approach for protein diffusion, together with molecular dynamics based calculations for the
evaluation of the coupling potential of mean force. The method is applied to 15N relaxation of N–
H bonds in the Rho GTPase binding (RBD) domain of plexin-B1, which exhibits intricate internal
mobility. Bond vector dynamics are characterized by a rhombic local ordering tensor, S, with
principal values , and an axial local diffusion tensor, D2, with principal values D2,‖ and
D2,⊥. For α-helices and β-sheets we find that  (strong local ordering), 
(large S tensor anisotropy), D2,⊥ ~ D1 = 1.93×107 s−1 (D1 is the global diffusion rate), and
log(D2,‖ / D1) ~ 4. For α-helices the z-axis of the local ordering frame is parallel to the Cα–Cα axis.
For β-sheets the z-axes of the S and D2 tensors are parallel to the N–H bond. For loops and
terminal chain segments the local ordering is generally weaker and more isotropic. On average,
D2,⊥ ~ D1 also, but log(D2,‖ / D1) is on the order of 1–2. The tensor orientations are diversified.
This study sets forth an integrated computational approach for treating NMR relaxation in proteins
by combining stochastic modeling and molecular dynamics. The approach developed provides
new insights by its application to a protein that experiences complex dynamics.
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1. Introduction
NMR emerged as a powerful method for investigating the structural and dynamic properties
of bio-macromolecules, in particular proteins.1–9 Three-dimensional solution structures are
determined using 15N,13C–labeled, and in some cases also 2H-labeled proteins. Auto-
correlated1–4 and cross-correlated5 15N relaxation of N–H bonds, and recently also 13C
and 2H relaxation of additional probes,6,7,8 are used to study backbone dynamics. 2H
and 13C relaxation is used to study (side-chain) methyl dynamics.9 Information on
dissipative properties (rotational reorientation of the protein and the probe), local restrictions
at the site of the motion of the probe, and features of local geometry, can be obtained.10–12
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This kind of information is important when processes such as binding and reactivity, which
are associated with the dynamics of the molecules involved, are studied.

In principle, structural and dynamic information at the atom level can be obtained using
molecular dynamics (MD) simulations.13–15 A number of difficulties are encountered,
however. The information generated is very complex and the derivation of spectral density
functions, which underlie the NMR relaxation rates, typically requires ad hoc assumptions.
Software and hardware solutions for generating microsecond long trajectories are becoming
available.16 However, even these trajectories are fraught with problems of inadequate
sampling of the conformational space when the process of interest evolves on time scales of
several tens of nanoseconds. To address this problem methodologies such as umbrella
sampling,17,18 metadynamics,19,20 adaptive biasing force21,22 and replica exchange23,24
have been developed.

An effective approach in dealing with these matters is to identify a small number of essential
(or relevant) coordinates that primarily influence the physical observables of interest (in this
case, the NMR relaxation parameters), while the remaining coordinates affect the analysis in
an average way. Stochastic methods belong to such an approach, where the “non-relevant”
coordinates act as a thermal bath imposing fluctuation-dissipation on the relevant ones. The
choice of the relevant coordinates can be guided by chemical insight in the case of small
molecules;25 however, for proteins this strategy is not practical. Several laboratories have
explored the possibility of employing (when appropriate) relatively short MD trajectories to
acquire information on the relevant coordinates. Techniques such as metadynamics and
Markovian States Modeling have been used in this context.26,27

Semi-phenomenological mesoscopic approaches have been introduced to overcome the
complexity of describing protein dynamics. The traditional model-free (MF) approach
belongs to this group,28–30 as it is essentially a simple description of protein dynamics
based on an approximate two-body framework. An analytical form of the measurable
spectral density is obtained in the limit of statistical independence between the local motion
of the probe and the global motion of the protein, and under the assumption of simple
tensorial properties. A more precise description that can take into account the coupling
between the local and global dynamics of the protein has been provided by the Slowly
Relaxing Local Structure (SRLS) approach of Polimeno and Freed,31–33 which has been
applied to NMR spin relaxation in proteins.34–37 This model associates the dynamics of the
molecule with that of a Smoluchowski (coupled) two-body system with general tensorial
properties. One body represents the overall tumbling of the protein, whereas the other body
describes (collectively) the internal motions experienced by the probe.

SRLS has been applied extensively; new and interesting insights have emerged (e.g., Refs.
38–43). However, its potential cannot be fully exploited because the experimental data sets
are limited. For example, for 15N relaxation a typical data set comprises six points – 15N T1,
T2 and 15N–{1H} NOE acquired at two magnetic fields. On the other hand, the most recent
fitting scheme for SRLS42,43 allows for three principal components of the (rhombic) global
diffusion tensor, three principal components of the (rhombic) local diffusion tensor, and the
Euler angles that define their arbitrary orientations. It features a coupling potential that can
include up to five terms, and a rhombic ordering tensor with arbitrary orientation and
principal values defined in terms of the coupling potential. The principal axes frames of the
local ordering and local diffusion tensors can be separated. Finally, the parameters that
define the magnetic tensors also enter the analysis when the SRLS model is "interfaced"
(geometrically) with the NMR component.
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Clearly, one has to resort to simplifications in terms of tensor symmetry and local geometry.
As typically1–4,7 (although not always5,6,8) assumed in MF, we have taken the magnetic
tensors to be known and constant.44–46 We have found that a minimum of four variables
are required for appropriate description of local motions in proteins.37 These are the rate of
local motion, D2, the coefficients  that define a rhombic coupling potential, and one
angle, βD, associated with the relative orientation of the local ordering frame and the major
magnetic frame. Even with only four variables, the data fitting process has often led to
relatively large uncertainties in the best-fit parameters. These uncertainties are related to the
necessarily complex functional form of the measurable spectral density, combined with the
paucity of the experimental data in the Redfield limit. In some cases, the computational cost
of the analysis is high because long calculations are carried out repeatedly. Finally, problems
inherent to nonlinear least squares solvers, associated in particular with calculations that get
trapped in local minima, are encountered. The adverse implications of these issues are
expected to be mitigated when some of the SRLS parameters are calculated separately and
subsequently fixed in the data fitting process.

In this study we make a first attempt to develop such a methodology. Our integrated
computational approach for the interpretation of NMR relaxation in proteins is centered on a
stochastic model. Integrated approaches that combine stochastic models, quantum chemical
methods, and hydrodynamics-based techniques, have been developed by some of us and
applied successfully to ESR and NMR relaxation data of small molecules.25,47,48 In these
developments multi-component non linear fitting is either avoided, or reduced to a fitting
scheme that features a small number of variables. The computational approach developed in
this study comprises three components. (1) The global diffusion tensor, D1, is calculated
with a hydrodynamics-based method.49 (2) The SRLS coupling potential, U(ΩVF−OF) (VF
is the local director fixed in the protein, and OF is the local ordering frame fixed in the
probe) is calculated with MD methods. (3) SRSL data fitting is then carried out with the
information obtained by the components (1) and (2) (see Figure 1).

Thus, a maximum of eight parameters can be determined independently. They include three
principal values of a rhombic global diffusion tensor, D1, the Euler angles describing the
orientation of the protein-fixed local director and the two potential coefficients .
The methodology developed in this work is applied to 15N relaxation data of the Rho
GTPase binding (RBD) domain of plexin–B1 (in short, plexin–B1) acquired at field strength
of 14.1 and 18.8 T, and at 298 K.50 This 122 residue protein domain belongs to the family
of plexins, which are transmembrane receptors that guide the axon growth in the
development of the nervous system.50 Plexins mediate signaling by direct interactions with
several small GTPases.51 The regions involved in protein-protein interactions typically
exhibit decreased mobility in the bound state relative to the free state. This indicates that
protein flexibility might be required for binding; hence it is important to characterize it. This
goal is a challenging endeavor because plexin–B1 was found with a previous MF-based
analysis of 15N spin relaxation50 to exhibit unusually complex internal mobility. For
example, the protein has several lengthy and mobile loops associated with correlation times
on the order of the correlation time for global motion. The integrated approach provided new
insights into the dynamics of plexin-B1.

2. Theoretical background
2.1. The slowly relaxing local structure

The fundamentals of the stochastic coupled rotator slowly relaxing local structure (SRLS)
model, as applied to NMR spin relaxation in proteins, have been presented and reviewed
previously.34,36,37 A brief summary is given below for convenience.
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The various reference frames that define the SRLS model in this study are shown in Figure
2a. Their association with the appropriate features of the protein structure, with the N–H
bond acting as probe, is illustrated in Figure 2b. The laboratory LF frame is space-fixed with
its z-axis aligned along the external magnetic field. The global diffusion frame, M1F, is
fixed in the protein. The local director frame, VF, is fixed in the protein. The global
diffusion is taken isotropic in this study; in this case M1F and VF are the same. OF is the
frame in which the local ordering tensor is diagonal, and M2F is the frame in which the local
diffusion tensor is diagonal. Both OF and M2F are fixed in the probe.

The magnetic 15N–1H dipolar tensor frame, DF, and the magnetic 15N CSA tensor frame,
CF, are fixed in the probe. The Euler angles for rotation from OF to DF are given by ΩD,
from OF to M2F by ΩO, and from DF to CF by ΩDC. In this study ΩD and ΩOare
determined by data fitting; ΩDC and the principal values of the magnetic tensors are
assumed to be known and constant (Refs. 44–46).

The time-dependent Euler angles, ΩLF−OF(t), are modulated by the local and global motions.
The time-dependent Euler angles ΩLF−M1F(t), or in this case ΩLF−VF(t), are modulated by
the global tumbling. For describing the local motion we use a coupled representation; that is,
we introduce the stochastic variable ΩVF−OF(t) = ΩLF−OF(t) − ΩLF−VF(t) describing the
relative orientation of the probe with respect to the protein.34,36,37,42,43 The two rotators
are coupled by the potential U(ΩVF−OF). The diffusion equation for the coupled system is
given by:

(1)

where X = ΩVF−OF,ΩLF−VF) is a set of coordinates completely describing the system
and34,36,37,42,43

(2)

with Ĵ(ΩVF−OF) and Ĵ(ΩLF−VF) representing the angular momentum operators for the probe
and the protein, respectively.

The Boltzmann distribution is Peq (X) = (1/8π2)exp[−U(ΩVF−OF)/kBT]/〈exp[−U(ΩVF−OF)/
kBT]〉. The potential U(ΩVF−OF) is in general expanded in the full basis set of the Wigner
rotation matrix elements. When only the rank 2 terms are preserved, one has34,36,37

(3)

The order parameters, , depend on
the coefficients  in view of averaging 〈f〉 = ∫ dXPeq (X) f (X), where the integral is
extended to the whole volume of phase space.36,37

Expansion terms corresponding to rank 4 Wigner matrix elements have been also included
in our most recent computational scheme.42,43 They allow a more detailed modeling, in
particular diffusion within two wells with less frequent jumps between them.32,52 More
general multi-potential-well models may be included by adding appropriate terms in the
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expansion of U(ΩVF−OF). However, in this study we employ the simplest potential given in
eq 3.

An NMR experimental observable is expressed as a two-time autocorrelation function of
rank 2 Wigner matrix elements in the time-dependent Euler angles that describe the
orientation Ωµ of the µ-th magnetic tensor (µ might represent a dipolar, chemical shift
anisotropy, or quadrupolar tensor) with respect to the laboratory frame, which in turn can be
obtained from ΩLF−OF(t) and ΩLF−VF(t)

(4)

In this study only dipolar 15N-1H and 15N CSA interactions are considered. Eq 4 can be
evaluated numerically by adopting the Smoluchowski form of the time evolution operator Γ̂
given by eq 2.

Following a standard approach36,37,42,43 we span Γ ̂ over a complete set of basis functions,
Consequently eq 4 is transformed into a multi-exponential decay Cµ(t) = ∑icµ,i exp (−t/τµ,i).
The correlation time, τµ,i, denotes the inverse of a given eigenvalue of Γ̂. The corresponding
weighting factor, cµ,i, is obtained from the eigenvector corresponding to τµ,i. A more
detailed description of the SRLS model and the solution of eq 2 can be found elsewhere.
33,42,43

The Fourier Transform of the time correlation function of eq 4 is the spectral density

. The expressions for 15N T1, T2 and 15N–{1H} NOE are obtained as a
function of the 15N–1H dipolar and 15N CSA auto-correlated spectral densities, according to
standard expressions of the Redfield theory.10,53,54

The SRLS program has been integrated49 with a hydrodynamics-based approach for
calculating D1, within a C++ parallelized and object-oriented code, which show an increase
in efficiency of approximately one order of magnitude relative to the fitting scheme
developed in Ref. 36.

We call this software package C++OPPS (COupled Protein Probe Smoluchowski).42,43
C++OPPS is distributed under the GNU Public License (GPL) v2.0. The software is
available at the website http://www.chimica/unipd.it/licc/software.html.

The following comment is in order. The SRLS approach is an extension of the established
approaches for the treatment of restricted motions in liquids,11,12 which are themselves
extensions of the classical approach set forth in early work.10 The established approaches to
which we refer treat a rigid spin-bearing molecule reorienting in the presence of a potential
of mean torque (POMT) exerted by a locally anisotropic (liquid-crystalline (LC)) medium.
SRLS treats rigid spin-bearing probes reorienting in the presence of a POMT of similar form
exerted by the immediate protein surroundings at the site of the motion of the probe. For a
frozen protein SRLS reproduces the main features of the established approaches.37 When
the protein is allowed to reorient, a two-body coupled-rotator scenario emerges; the motion
of the protein is also included in the formalism, and the POMT represents the coupling
potential. The simple MF limit of SRLS, the general SRLS theory, and the LC approaches
are summarized in Ref. 37, where also analogies and differences are outlined.
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2.2. The global diffusion tensor
A hydrodynamics-based mesoscopic method is used, which avoids in part the atomistic
description of the diffusing molecule and describes the solvent as a continuum.49 This
method is in principle applicable to molecules that are large enough with respect to the
solvent molecules so that specific solute-solvent interactions become unimportant. This is
usually assumed for proteins, even if specific interactions are not always negligible. An
example is the so called dielectric friction correction to the friction tensor.55,56 However, it
has been shown by various authors that a relative simple hydrodynamics approach can give
very good agreement with the dissipative properties of proteins when an appropriate choice
is made for a single free parameter, related to the solvent exposed surface.49,57–59

The hydrodynamics-based model implemented in C++OPPS describes the molecular
structure as an ensemble of spheres, each representing a non-hydrogen atom.49 The friction
tensor, ξ, of the system of unconstrained spheres (unbounded atoms) is defined as follows.
Based on the Stokes-Einstein relation, the diagonal elements of ξ are given as ξii = CπηRi,
where C is 4 for stick and 6 for slip boundary conditions, η is the solvent viscosity and Ri is
the effective radius of the i-th sphere. The out-of-diagonal elements of ξ, which describe the
hydrodynamic interactions among spheres, are calculated using the standard Rotne-Prager
model.60 The translational force (f) and the translational velocity (v) of the unconstrained
spheres are related as f = −ξv By analogy, the dissipative force (F) acting on the molecule,
and its generalized velocity (V), are related as F = − ΞV, where Ξ is the friction tensor of
the molecule. Using standard classical mechanics it is straightforward to generate a
geometric matrix, B, such that v = BV.49,57 Using the fact that F = Btrf, the relation
between the constrained (molecule-related) and unconstrained friction tensors is given by Ξ
= BtrξB. The diffusion tensor, D = kBTΞ−1, comprising both translational and rotational
contributions, is calculated using the Einstein relation. Only the rotational part is required by
the SRLS model. A code that implements this theory as a standalone tool has been made
available under the name DITE (DIffusion TEnsor).49

2.3. The potential of mean force
A number of methods for determining POMT acting on a number of coordinates which are
slow relative to the remaining degrees of freedom of the system have been developed. The
simplest approaches use unbiased trajectories; the Boltzmann probability distribution is
determined using nonparametric methods, e.g., histograms or kernel density estimators.
61,62 They require a highly efficient sampling of the phase space because the convergence
of these estimators is slow for a set of correlated points, such as encountered in Markov
processes.63 More advanced methodologies apply a biasing potential or force to the
coordinates of interest to better sample the phase space. Examples include umbrella
sampling,17,18 metadynamics19,20 and adaptive biasing force dynamics.21,22 Under
certain conditions the bias can be related to the Helmholtz free energy (hence, the POMT)
along the chosen coordinates. Applying these methodologies to the evaluation of the
relevant SRLS-related parameters can be cumbersome because the reaction coordinates are
not easily defined by the Euler angles that describe the relative orientation of the two bodies,
ΩVF−OF(t), using standard MD software packages.

We select a third simple route. It is postulated that the phenomenological SRLS potential of
eq 3 is a reasonable approximation to the POMT.36 In this case it is not necessary to
determine the Boltzmann probability distribution from the MD trajectory; only two potential
coefficients, , which define u(ΩVF−OF), are required. The following procedure is
used, based on the direct calculation of order parameters from the MD trajectory. In the first
step, for each snapshot a protein-fixed frame, PF, is defined as the frame that diagonalizes
the inertia tensor and has its origin on the center of mass of the protein. The trajectory is

Zerbetto et al. Page 6

J Phys Chem B. Author manuscript; available in PMC 2012 January 20.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



then related to this frame by application of the appropriate roto-translation to the original
Cartesian coordinates in the laboratory frame (LF).

In the second step we select a reference structure from the trajectory. This is the equilibrium
structure representative of the geometry of the molecule in solution. To select this structure
we perform a k-clustering of the snapshots based on the backbone torsional angles. The
snapshot closer to the centre of the most populated (statistically more representative) cluster
is chosen.

In the third step, the protein-fixed local director, VF, is defined on the reference structure for
each N–H site. As found in previous work, where  were allowed to vary in the
fitting process, N–H bonds that reside in internally mobile protein, domains36,37,42,43 have
βD nearly −101.3°. The latter is the canonical angle between N–H and Cα–Cα (ref 64). This
is consistent with MD studies65–67 and the 3D Gaussian Axial Fluctuations (GAF) model.
68 Within the scope of the frames of Figures 2 and 3, and the potential given in eq 3, XVF is
parallel to Cα–Cα, and ZVF lies in the peptide-bond plane perpendicular to Cα–Cα. This
geometric scenario, called “x-ordering”,69 is used in the present study. The rotation matrix
RPF−VF is obtained from the atomic coordinates.

It is now straightforward to specify the equilibrium orientation of OF. In the reference
structure the minimum energy configuration for OF is obtained by applying the rotation (0°,
−90°, −90°) to VF (cf. Figure 3). ZOF is parallel to Cα–Cα, and YOF lies in the peptide-bond
plane perpendicular to Cα–Cα. This convention is used to orient OF on each N–H site in the
snapshots.

In the final step, the time dependent rotation matrix RPF−OF(t) is extracted directly from the
trajectory. The required time dependent rotation matrix RVF−OF(t) is finally obtained as:

(5)

where Etr(ΩVF−OF(t)) is the matrix from which the time series of the Euler angles
ΩVF−OF(t) are obtained. The following autocorrelation functions are then calculated

(6)

and

(7)

Since for a generic autocorrelation function G(t) = 〈f(t)f(0)〉 one has that limt→∞ G(t) =
(〈f〉)2 where 〈f〉 is the equilibrium average of observable f(t), the following expressions are
valid:

(8)

and
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(9)

The first equality in eq 8 (eq 9) represents the definition of  (cf. eqs 3 and 4). The
approximate equalities in eqs 8 and 9 indicate that within a good approximation the time
correlation functions  decay to plateau values. Given the ambiguity associated
with the square root, we selected the negative sign based on previous work.36,37 Equations
8 and 9 represent a non linear system of two equations in two variables. The solution can be

found numerically, e.g. using Powell's method, by searching for  such that:

(10)

It is important to ascertain that the solution is unique. We show in Figure 4 contour plots of

the two functions . A single order parameter can obviously not
provide both . On the other hand, isolines of  intersect in one point only;
this means that if a solution exists for eq 10, it will be unique.

Two matters require additional comments. The first matter is related to the “real” orientation
of VF (or OF). Because we postulate a functional shape for the potential, we know (and
impose) a priori the relative orientation of VF and OF that corresponds to the minimum
potential energy. For this reason, the order parameters are independent of the choice of the
orientation of VF on the protein. In other words, if we apply the same rotation to VF and
OF, the potential will not change, being defined with respect to the relative orientation
between the two frames. Thus, the current approach does not permit extracting the
orientation of either frame.

The second matter pertains to the effective potential of mean force. In principle, if the
Boltzmann probability distribution is determined from the MD trajectory, given arbitrary
orientations of the two frames VF and OF, the potential of mean force could be obtained,

e.g. by fitting the general expansion , with appropriate
truncation based on convergence to an analytical expression of the numerical potential.
However, in order to be consistent with previous work, we decided to use the simple shape
given in eq 3.

To summarize, the time series of the three Euler angles giving the relative orientation
between the two bodies are extracted from the MD trajectory. From these time series the
time correlation functions given by eqs 6 and 7 are evaluated and from their plateau values
the order parameters are obtained. Finally, the system of non-linear equations in eq 10 is
solved numerically to obtain the potential coefficients.

3. Results and discussion: plexin–B1
The approach described above has been applied to the RhoGTPase binding domain of the
plexin–B1 protein. A previous MF study of 15N relaxation data acquired at 14.1 and 18.8 T,
and 298 K, singled out the loops L1 and L4, and the terminal chain segments, as highly
flexible.50 Using the 15N T1/T2-based method and the lowest energy structure from the
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NMR derived ensemble, 2JPH, a global diffusion tensor with trace tr{D1}/3 = 1.93×107 s−1

(correlation time 8.6 ns), and anisotropy D1, ‖/D1,⊥ = 1.26, was determined.50 The MF
squared order parameters, S2, emerged as quite unusual. Helix α1, part of helix α2, and the
tight turn between strand β2 and helix α1, have S2 values close to 1. The loop L1 has S2

values of approximately 0.3. The loop L4 has S2 values ranging from 0.2 to 0.8. The loop L2
displays an alternating S2 pattern with some maxima as high as 0.95 and some minima as
low as 0.25. The terminal chain segments with very small S2 values (~0 – 0.4) are unusually
lengthy. Altogether, the flexible part of the backbone is comparable in size to the “rigid”
part. In globular proteins, S2 is usually on the order of 0.85 for secondary structure elements,
and rarely below 0.6 for loops.4 Typically, the “rigid” part of the protein backbone exceeds
in size the flexible part. Thus, the S2 pattern of plexin–B1 reflects intricate and quite unusual
internal mobility.

3.1. Rotational diffusion tensor
The rotational diffusion tensor of the protein, D1, was calculated using the DITE program49
incorporated in the C++OPPS package. The NMR derived structure 2JPH was used. As input
parameters we employed an effective sphere radius of R = 2.0 Å, stick boundary conditions,
C = 6, and water viscosity at 298.15 K of η = 8.9×10−4 Pa s. We obtained D1,XX = 1.60×107

s−1, D1,YY = 1.71×107 s−1 and D1,ZZ = 2.47×107 s−1 as principal values of D1; they
represent a nearly axial diffusion tensor with D1,‖ / D1,⊥ ~ 1.5. As pointed out above, 15N
T1/T2 analysis yielded D1,‖ / D1,⊥ = 1.26. It was shown previously that proteins with
substantial internal mobility in the form of moving domains36–42 or large flexible loops70
prevail in solution as ensembles of inter-converting structures which are best represented by
an isotropic global diffusion tensor, D1.36–42,70 This line of reasoning applies to plexin–
B1. It is supported by the relatively large difference between the D1,‖ / D1,⊥ values
determined with the two methods mentioned above, which are expected to lead to similar
results. We have shown that in the presence of substantial internal mobility the calculation
of the tensor D1 is very sensitive to the subset of 15N T1/T2 data used.36,37,39 The latter
should comprise a large number of "rigid" N–H bonds which are distributed evenly in space.
Neither assumption is fulfilled by plexin–B1. We have also shown that the sensitivity of the
SRLS analysis to D1 axiality is significantly smaller that its sensitivity to the asymmetry of
the local spatial restrictions (cf. Tables 10 and 11 of ref 36). Evidence that unaccounted for
rhombicity of the local ordering tensor, S, can be absorbed by artificial axiality of the global
diffusion tensor, D1, appears in previous studies.36,37,42

Based on the evidence and arguments presented above, we considered D1 to be isotropic,
with D1 = 1.93×107 s−1 taken from Ref. 50.

3.2. Potential coefficients
Four 110 ns long trajectories, starting with the same minimum energy structure of the NMR-
restraint-derived ensemble,71 were generated with the software package NAMD,72
following previously established protocols.73 The simulation parameters are given in Table
1. The analysis of the trajectories was carried out with various functionalities of the
CHARMM software package.74 The CHARMM27 all-atom potential function was used
with the CMAP correction. For non-bonded interactions a cut-off of 12 Å was used. The
standard Particle-Mesh Ewald method was used to calculate the long-range electrostatic
interactions, and counter-ions were added to neutralize the system. The TIP3P model was
used for the solvent water.

In each of the four calculated trajectories, the starting structure of plexin-B1 was immersed
in a cubic box with a side length of 68.87 Å containing explicit water molecules. Periodic
boundary conditions were applied. Subsequently the system was energy minimized, heated
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up and equilibrated. Different seeds were used for the initial velocity assignments. The time
step employed was 2 fs and coordinates were saved for trajectory analysis very 5 ps. All of
the bonds involving hydrogen atoms were kept rigid using the SHAKE algorithm. The
Berendsen thermostat and the Langevin piston method were employed to run simulations at
constant temperature (T = 300 K), and pressure (p = 1 atm). The simulations were run for
110 ns. The first 10 ns of the various trajectories were not used in the SRLS/MD analysis as
this period was considered as an equilibration time, required for the stabilization of the
RMSD that reflects on changes of the protein geometry with respect to the reference starting
structure.

As mentioned in the previous section, a k-clustering strategy of the snapshots was used to
select the reference structure and consequently to define the RPF−VF rotation matrix for all
the N–H sites. We used CHARMM to cluster the snapshots on the basis of backbone (φ, ψ)
angles, with a maximum root mean square cutoff radius of 20°. We then selected the most
highly populated, i.e., most probable (and presumably most representative) cluster. The
structure closest to the cluster centre has been chosen to be the reference structure.

The time autocorrelation functions  (eqs 6 and 7) were calculated from the
time series ΩVF−OF (t) after discarding the first 10 ns of the trajectory. They decayed to
plateau values within 25 ns, which represent one fourth of the trajectory length. The
correlation functions have been averaged over the four trajectories and the emerging plateau
values have been used to derive  (eqs 8 and 9). Figures 5 and 6 show the Euler
angles αVF−OF, βVF−OF and γVF−OF for the N–H bonds of the residues Leu41 and Val86.
The corresponding time correlation functions are also shown. For residue Leu41, which is
located in the helix α1 (Ref. 50), the angles ΩVF−OF exhibit limited fluctuations and the
corresponding time correlation functions decay promptly to plateau values. For residue
Val86, which belongs to a flexible loop, the angles ΩVF−OF exhibit substantial fluctuations
and the corresponding time correlation functions exhibit slower decays to plateau values.

Figure 7 shows  as a function of residue number. Their ranges are

. The extreme values of these intervals represent
the highest ordering and the highest tensor asymmetry, respectively.  determine the
portion of the solid angle spanned by the N–H bond, i.e., the spatial confinement imposed on
it by the immediate protein surroundings. The α-helices and β-sheets exhibit strong ordering
and large tensor anisotropy. The loops L1 (Leu15–Gln25) and L4 (Leu77–Asn94), and the
terminal chain segments, exhibit weaker ordering and reduced S tensor anisotropy. Based on
the premise that high flexibility is required for binding, one may associate the loops L1 and
L4 with this process. Indeed, the L4 region of plexin–B1 is adjacent to, or partially overlaps
with the GTPase binding region in their complex.50,75

The equilibrium probability distribution function, , used to calculate
 is determined by the potential u(ΩVF−OF) given by eq 3. This potential describes

the energy landscape at the site of the motion of the N–H bond from a mean-field
perspective. The potential energy function can be derived directly from the MD simulations
and is related to the MD-calculated distribution as u(ΩVF−OF) ≈ − ln [Peq,MD (ΩVF−OF)] +
u0, with u0 a constant. Clearly, the potential in eq 3 is an approximation and to test its
goodness we show in Figure 8 corresponding Peq functions for residue Lys41, located in the
α1 helix (Figures 8a,b), and residue Gln56, located in the L3 loop (Figures 8c,d). Figures 8a
and 8c were obtained, as histograms, from the four trajectories. Figures 8b and 8d were
generated using  as well as  for
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residues Lys41 and Gln56, respectively, obtained with eqs 6–10. Note that  in
eqs 8–10 represents the square root of the plateau values of the time correlation function

.

It can be seen that the Peq functions shown in Figures 8a and 8b, or 8c and 8d, differ in that
the SRLS functions are more regular. This approximation arises from the use of a relatively
simple form of the potential, u(ΩVF−OF), given by eq 3. In principle, enhancing the form of
u(ΩVF−OF) to better reproduce the local MD potential is straightforward (see Section 2.3.).
The practicality of doing this will be explored in future work. At this time is may be
concluded – based on Figure 8 – that the shape of the potential of mean force given by eq 3,
and the utilization of the plateau values of  to evaluate , hence ,
are reasonable approximations.

3.3. SRLS analysis
Similar to the parameters obtained from hydrodynamics modeling and molecular dynamics,
we assume the magnetic tensors to be known; from the literature one has δCSA = −169 ppm,
44 rNH = 1.015 Å45 and the tilt between the two magnetic frame, ΩDC = (0°, −17°, 0°).46

The parameters that still need to be evaluated are the principal values of the local diffusion
tensor, D2, the relative orientation of OF (S tensor frame) and DF (dipolar tensor frame), and
the relative orientation of OF and M2F (D2 tensor frame). We assume that D2 is axially
symmetric, i.e., D2,XX = D2,YY = D2, ⊥, D2,ZZ = D2, ‖; consequently we can set γO = 0°.
Based on previous work,36,37 we set γD = 0°. Six parameters are left: D2, ‖, D2,⊥, αO, βO,
αD and βD. The following strategy is used in the data-fitting process: (1) D2, ⊥ and D2,‖ are
always allowed to vary; (2) we assume that within a given structural motif the four angles θ
= (αO, βO, αD, βD) are on average the same. Four motifs are distinguished: α-helices, β-
sheets, loops and terminal chain segments. Representative N–H bonds located within these
motifs were analyzed to yield the results shown in Table 2. For α-helices and β-sheets we
found that the sets θhelix = (−62°, −90°, −90°, −101.3°) and θsheet = (0°, 0°, 0°, 0°) are
appropriate. The loops and the terminal chain segments feature more complex local
geometry. In most cases M2F is collinear with one of the principal axes of OF; the angle βD
was found to vary.

Using the θ values shown in Table 2, the entire protein was fit with only D2, ⊥ and D2,‖
allowed to vary. We call this 2-parameter fitting scenario scheme 1. As pointed out on many
occasions (e.g., Refs. 36 and 37) two criteria, which must be fulfilled simultaneously, are
used for the acceptance of results: physical viability and good statistics. Results that do not
yield a physically sound and internally consistent picture of protein dynamics are not
accepted. The statistical measure used has been χ2/df (with df the number of degrees of
freedom); for the 2-parameter fitting scenario df = 4. Usually a critical value of 5% is used.
Here we have used a critical value of 1%. The threshold has been decreased to account for
the intricacy of the internal mobility of plexin–B1.50 It corresponds to a relative error of
10% between theoretical and experimental relaxation parameters, which we consider to be
realistic.

For residues with χ2/df exceeding the critical value of 1% the data-fitting procedure was
extended to a 3-parameter fitting scenario, which we call scheme 2. Here D2, ⊥, D2, ‖ and
one of the θ angles were allowed to vary. In most of the cases good fits were obtained with
the best-fit values of βD, while in some cases αO digressed somewhat from its value given in
Table 2. Figure 9 shows χ2/df as function of residue number. For several N–H bonds χ2/df
still exceeds the critical value of 1%. Allowing for yet another angle to vary did not improve
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the results. These are symptoms of over-fitting; better stochastic models, additional
experimental data, and/or the determination of additional parameters with MD, are required.

Figure 10 shows the best-fit values of log(D2, ⊥ / D1) and log(D2,‖ / D1). It can be seen that
D2, ⊥ is close in magnitude to D1 (Figure 10a); in some cases, in particular for the helical
regions and the C-terminal chain segment, D2, ⊥ is smaller than D1. This might appear
unphysical if one considers both the protein and the probe as “hydrodynamic” bodies
rotating in the same medium, i.e., experiencing the same viscosity. In this case, the larger
body (the protein) should feature higher friction. However, a purely hydrodynamic
interpretation of the local diffusion is not altogether realistic. The local friction (diffusion)
arises from “collisions” of the set of relevant coordinates with the remaining (protein +
solvent) degrees of freedom, i.e., the thermal bath. Within this approach the complex local
dynamics is translated to a local viscosity different from that of the solvent.76

We recall that the correlation time for internal motion is given by τ2 = 1/(6D2), with D2 = tr
{D2}/3 only in the absence of an external potential. For the simple case of a prolate top
reorienting in the presence of a strong axial potential it was shown in early work77,78 that
the actual (“renormalized” by the strong potential) correlation time is given by .
Thus, τren depends on both the friction (via D2) and on the potential ( ). Although
analytical relations do not exist outside of this simple limit, the actual correlation time
depends on both the friction tensor and the coupling/restricting potential. Thus, one should
not necessarily expect that D2 be smaller than D1. The physical constraint is that local
motional correlation times be faster than the correlation time for global tumbling, in those
cases when they are not (or poorly) coupled.

The parallel component of the local diffusion tensor, D2,‖, is at least one order of magnitude
larger than the global diffusion, D1 (Figure 10b). There is clear distinction between α-helices
and β-sheets on the one hand, and loops and terminal chain segments, on the other hand. For
α-helices and β-sheets D2,‖ is much larger than D1, in some cases by four orders of
magnitude. This mode may be interpreted as N–H wobbling. For loops and terminal chain
segments log(D2,‖ / D1) is within the range of 1–2. A previous SRLS/ESR study of
nitroxide-labeled T4 lysozyme found that D2, ⊥ > D2,‖;79 this has been interpreted as
combined motion of the nitroxide and of the helix to which the label is attached. Such
options should also be explored with SRLS/NMR.

Figure 11 shows the values of the four angles, θ, as function of residue number. The polar
(azimuthal) angle βO (αD) for the OF versus M2F (OF versus DF) tilt differs for β-sheets, on
the one hand, and all of the other structural motifs, on the other hand (Figures 11b,c). The
azimuthal angle αO for the OF versus M2F tilt distinguishes among α-helices, β-sheets and
loops/terminal chain segments (Figure 11a). The polar angle βD for the OF versus DF tilt
distinguishes among α-helices, β-sheets and loops/terminal chain segments, and illustrates
the substantial diversity displayed by the latter (Figure 11d).

The following picture emerges. For α-helices the OF frame is oriented with the z-axis along
the Cα–Cα axis; the y-axis lies within the peptide plane, nearly parallel to the N–H bond
(Figure 3). This may be associated with crankshaft motion,65,67 or internal peptide group
motion.64,66,68 For β-sheets the z-axes of the OF and M2F frames are both parallel to the
N–H bond. This might reflect implicitly motion involving the β-sheet; further investigation
is required.

The orientation of the D2 tensor in loops and the terminal chain segments cannot be
associated at this time with specific structural elements.
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The N–H bonds located in the chain segment Glu80–Phe90, corresponding to the loop L4,
are characterized, similar to the terminal residues, by both low ordering (Figure 7) and slow
local diffusion (Figure 10). This implies exploration of a larger region of conformational
space while fluctuating slowly. Both properties provide a great adaptability, both in terms of
structure and dynamics, to conformational rearrangements that might be required for
binding. Further investigation of the flexible regions of the plexin–B1 backbone using more
elaborate stochastic models is undoubtedly warranted.

It is of interest to compare the description of plexin–B1 dynamics by our integrated
approach with its description by MF, previously published by one of us.50 The intricate
internal dynamics of plexin–B1 is described in MF in terms of a squared generalized order
parameter, S2, and a local motional correlation time, τe. The latter is on the order of 1–3 ns
whereas the global motion occurs with an experimentally determined correlation time of 1/
(6 D1) = 8.6 ns. Mode-coupling, whereby the locally reorienting N-H bond follows the
slower motion of the protein through the time dependence of ΩVF−OF, is important when the
local motion (1–3 ns) occurs on the same time scale as the global motion (8.6 ns).31,34 MF
does not account for this phenomenon. A single squared generalized order parameter (S2)
cannot describe both the extent and the asymmetry of the local ordering. Yet, the asymmetry
of the spatial restrictions at the site of the motion of the N–H bond in proteins has been
shown to be important.35–42,64–68 As found with MD studies,64–68 and with SRLS
analyses,35–42 the N–H sites in proteins are characterized by general features of local
geometry.

Our integrated approach provides pairs of axial  and rhombic  order parameters for
every examined N–H site in the protein. The parameter  evaluates the strength of the local
ordering and the parameter  evaluates its rhombicity.11,12 The local spatial restrictions
can also be described by the local potential, u(ΩVF−OF), which in turn defines .
32,33,35–39 The potential yields the equilibrium probability distribution function from
which one can calculate conformational entropy and other thermodynamic properties
without any further assumption (this will be pursued in future work). Note that MF can only
consider axial local potentials for entropy calculation because only a single squared
generalized order parameter, S2, is determined. The SRLS/MD analysis provides insightful
geometric information – see Euler angles depicted in Figure 11. In MF these angles are
implicitly equal to zero. A complete axial local motional diffusion tensor, D2, including
principal values (D2,‖ and D2, ⊥) and orientation (αO and βO), is provided. This detailed
picture of the local motion should be compared with its description to the mathematically
defined effective local motional correlation time, τe in MF. Our study shows that the
experimental 15N relaxation data of plexin–B1 are sensitive (among others) to the tensorial
properties of the local motion. It has been shown that activation energies for local motion
can be derived from the principal values of the tensor D2.41 This important information
cannot be derived from te in MF because this parameter is typically very inaccurate (e.g., cf.
Refs. 3 and 4). Finally, our integrated approach allows for further enhancements. To
correlate parameters determined with this approach with the 3D structure of the protein more
elaborate stochastic models are required which treat the internal molecular degrees of
freedom in greater (atomistic) detail (cf. Ref. 25).

Thus, it may be concluded that our integrated approach has provided new insights into the
backbone dynamics of plexin–B1. Moreover, this is a powerful new approach for analyzing
NMR spin relaxation in proteins in general.

It should be pointed out that generalized order parameters have been calculated with MD,
and used in the context of MF analysis, in Ref. 8. Local potentials and geometric features
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have been calculated with MD and combined with a stochastic treatment of nitroxide
dynamics in T4 lysozyme in Ref. 80. References 81–84 may be consulted for a
comprehensive approach where SRLS and MD are combined to study spin relaxation in
nitroxide-labeled T4 lysozyme. A detailed discussion and comparison, also with the
approach presented here is outside the scope of this article.

4. Conclusions
An integrated computational approach comprising hydrodynamics-based modeling of
dissipative properties, molecular-dynamics-derived local mean field potentials, and a two-
body stochastic model for treating coupled local/global dynamics within the scope of
general tensorial properties, has been developed. This approach has been applied to 15N spin
relaxation from the protein plexin–B1, the dynamic complexity of which has been pointed
out by a previous MF analysis. New physically sound structural (local potentials/local
ordering tensors), dynamic (local motional rates) and geometric (relative tensor frame
orientations) information has been obtained. Strong local ordering with large asymmetry has
been detected for α-helices and β-sheets. Weaker local ordering with smaller asymmetry has
been detected for loops and terminal chain segments. For α-helices the z-axis of the local
ordering frame was found to be parallel to the Cα–Cα axis. For β-sheets the z-axes of both
the local ordering and the local diffusion tensors were found to be parallel to the N–H bond.
Details are given in terms of specific tensorial properties. These observations point out
significant differences in local motion, structure and geometry. Further theoretical
developments, aimed at gaining insights about these features at the atomic level, are clearly
required. The present study suggests that in the foreseeable future integrated computational
approaches to NMR spin relaxation in proteins are likely to play a significant role.
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Figure 1.
Schematic illustrating the structure of the integrated computational approach for interpreting
NMR relaxation in proteins developed in this study. The two upper boxes on the left show
the input parameters to the SRLS model generated by the DITE program, and by the MD
simulations. The circle shows the parameters that may are varied in the data fitting
calculation. The angles γo and γD were set equal to zero, as explained in the text.
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Figure 2.
(a) Reference frames defining the SRLS model LF – laboratory frame; VF – local director
frame, same as isotropic global diffusion frame, M1F, fixed in the protein; OF – local
ordering frame, fixed in the probe; M2F – local diffusion frame, fixed in the probe DF
– 15N-1H dipolar magnetic frame, fixed in the probe; CF – 15N CSA frame, fixed in the
probe. The Euler angles corresponding to the respective frame transformations are also
depicted. The angles ΩLF−VF, ΩLF−OF and ΩVF−OF are time-dependent. (b) Same reference
frames as in part (a), associated with the appropriate features of the protein structure.
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Figure 3.
Most probable orientation of the local ordering frame, OF, relative to the local director
frame, VF, for the scenario in which the z-axis of the local ordering tensor, S, is parallel to
Cα–Cα, and the potential is given by eq 3.
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Figure 4.

Isolines of the surfaces of  (red) and  (blue) as a function of the potential coefficients
. Each couple of isolines intersects in one point only, illustrating the uniqueness of

the solution of the non-linear system of equations in eq 10, provided a solution exists.
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Figure 5.
(a) – (c) Euler angles ΩVF−OF (t) for the N–H bond of residue Leu41 extracted from the first
(out of four) MD trajectory, as outlined in the text; (d) corresponding time correlation
functions  (solid line) and  (dashed line).
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Figure 6.
(a) – (c) Euler angles ΩVF−OF (t) for the N–H bond of residue Val86 extracted from the first
(out of four) MD trajectory, as outlined in the text; (d) corresponding time correlation
functions  (solid line) and  (dashed line).
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Figure 7.

Order parameters  (a) and  (b) obtained from the molecular dynamics trajectory as a
function of residue number. The colors distinguish among structural motifs: terminal chain
segments (yellow), loops (green), β-sheets (cyan) and α-helices (red).
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Figure 8.
Equilibrium probability distribution functions Peq,MD(ΩVF−OF) calculated directly from the
MD trajectories for residues Lys41 (a) and Gln56 (c). Distribution functions

 calculated with  for residue Lys41 (b), and
 for residue Gln56 (d) (cf. eqs 6–10).
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Figure 9.
χ2/df (with df the number of degrees of freedom) for the fitting with scheme 1 (black
circles) and scheme 2 (red squares). The horizontal lines represent the corresponding 1%
critical χ2/df values used as statistical acceptance criteria for the results. For scheme 1, with
df = 4, this value is  for scheme 2, with df = 3, this value is .
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Figure 10.
log(D2, ⊥/D1) (a) and log(D2,‖/D1) (b) as a function of residue number. D1 = 1.93×107 s−1 is
the global diffusion rate. D2, ⊥ and D2,‖ are the perpendicular and parallel components of the
local diffusion tensor obtained by fitting with SRLS the 15N relaxation data of plexin–B1
acquired at 14.1 and 18,8 T, and 298 K,50 as described in the text. The program C++OPPS
was used.42,43 The four colors distinguish among structural motifs: terminal chain
segments (yellow), loops (green), β-sheets (cyan) and α-helices (red).
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Figure 11.
Best-fit values of the angles θ = (αO, βO, αD, βD) obtained with SRLS data fitting of the 15N
relaxation data of plexin–B1 acquired at 14.1 and 18,8 T, and 298 K,50 as described in the
text. The program C++OPPS was used.42,43 The four colors distinguish among structural
motifs: terminal chain segments (yellow), loops (green), β-sheets (cyan) and α-helices (red).
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Table 1

MD simulation parameters associated with the calculation of the four MD trajectories for plexin–B1.
Additional details, and pertinent references, are given in the text.

Protein Data Bank file 2JPH (Ref. 71)

Protein charge +2, neutralized by Cl− counterions

Number of water molecules 10418

Water molecule model TIP3P

Cubic periodic box dimension 68.8701 Å

Ensemble N (33171 atoms), p (1 atm), T (300 K)

Thermostat Temperature coupling

Barostat Nosé – Hoover Langevin piston (piston period 200 fs, piston decay 100 fs, piston temperature
300 K)

Non-bonded interactions cutoff 12 Å, smoothing switch at 10 Å

Pair list distance 13.5 Å

Electrostatics PME

Time step of integration 2 fs

Coordinates and velocities saving frequency 2500 MD steps

Equilibration period 10 ns

Production period 100 ns
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Table 2

Average Euler angles, Ωo = (αo,βo,0) (OF → M2F transformation), and ΩD = (αD,βD,0) (OF → DF
transformation) obtained by analyzing with the integrated approach developed herein several representative
N–H bonds located in α-helices, β-sheets, loops and terminal chain segments. These data represent part of the
input to scheme 1, where only D2,⊥and D2,‖ are allowed to vary (cf. Figure 1).

structural motifs (αo,βo)/deg (αD,βD)/deg

α-helix (−62.0, −90.0) (−90.0, −101.3)

β-sheet (0.0, 0.0) (0.0, 0.0)

loops and terminal chain segments (0.0, 0.0)
(0.0, −90.0)

(−90.0, −90.0)

(−90.0, −71.3)
(−90.0, −101.3)
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