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Abstract
Cerebral microbleeds (CMB) are increasingly being recognized as an important biomarker for
neurovascular diseases. So far all attempts to count and quantify them have relied on manual
methods that are time consuming and can be inconsistent. A technique is presented that semi-
automatically identifies CMBs in susceptibility weighted images (SWI). This will both reduce the
processing time and increase the consistency over manual methods. This technique relies on a
statistical thresholding algorithm to identify hypointensities within the image. A support vector
machine (SVM) supervised learning classifier is then used to separate true CMB from other
marked hypointensities. The classifier relies on identifying features such as shape and signal
intensity to identify true CMBs. The results from the automated section are then subject to manual
review to remove false positives. This technique is able to achieve a sensitivity of 81.7%
compared to the gold standard of manual review and consensus by multiple reviewers. In subjects
with many CMBs this presents a faster alternative to current manual techniques at the cost of some
lost sensitivity.
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1. Introduction
Cerebral microbleeds (CMB) are generally defined as asymptomatic small bleeds (diameter
<5–10 mm) seen primarily with a magnetic resonance imaging (MRI) T2*-weighted scan
(1). It has been shown that MR-visible CMBs consist mostly of hemosiderin (2,3), whose
large susceptibility effect accounts for good visibility in T2*-weighted scans. Individuals
with cerebrovascular disease related dementia and even a subset of the healthy aged
population develop CMBs. While CMBs are usually asymptomatic, they can be important
clinical indicators of different diseases. The presence of CMBs can suggest an increased
chance of lacunar infarction, intracerebral hemorrhage, or hemorrhagic stroke in patients
already suffering from these pathologies (4–6). Increasing numbers of CMBs indicate a
worsening of dementia upon follow-up after primary lobar intracerebral hemorrhage (4). In
another longitudinal study, a temporal increase in the number of CMBs was correlated with
worsening dementia (7). CMB detection is becoming an important tool for non-invasive
detection of diseases like cerebral amyloid angiopathy (CAA), CADASIL (cerebral
autosomal dominant arteriopathy with subcortical infarcts and leukoencephalopathy) and
hypertension (1). For more details on CMBs please refer to these excellent reviews (1,8).

CMB contrast and detection is sensitive to many imaging variables such as field strength,
echo time and resolution (1,9). Modern imaging protocols such as susceptibility weighted
imaging (SWI)(10,11), that are routinely run at high resolution (≤1mm3), long echo time,
and use the phase image to enhance contrast, are much more sensitive in detecting small
bleeds than traditional protocols (7). Recent publications have shown that when SWI is
compared with standard gradient echo imaging there is a three to six-fold increase in the
number of CMBs seen (9,12).

CMBs are, by definition, small and are easy to confuse with other structures (so-called CMB
mimics (1)). The small size and large numbers of CMBs and CMB mimics have hampered
efforts to quantify their number and volumes. So far, methods have centered on manually
identifying and drawing the lesions, or manually defining local thresholds for a small region
of interest (ROI) (7,13). These methods suffer from a high amount of inter- and intra-
observer error (14) and become extremely time-consuming as the number of patients and
CMBs grows. In manual identification, a set of rules can be defined to determine whether
any small hypointensity is a CMB (7) to help improve consistency. Recent publications have
shown improvements by using standardized rating scales (14) but further improvement in
consistency, speed of identification and quantification are desirable.

Automatically identifying the CMB is problematic as there are many dark structures on SWI
images that can easily be confused with CMBs. Most notably, SWI's excellent venous
contrast makes veins also appear dark. Any method that seeks to identify CMBs will need a
way to differentiate CMBs from venous structures. We propose that after marking all dark
structures, characteristic features (notably shape) can be calculated and used to separate
CMBs from veins with the use of a support vector machine (SVM) classifier.

In this work we propose a semi-automated method of identifying and quantifying CMBs
seen on high resolution SWI scans. This method has four steps: 1) a pre-processing step that
consists of image interpolation and brain extraction to remove the skull and background, 2)
statistical thresholding that marks all hypointensities, 3) an SVM classifier that eliminates
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hypointense noise and veins, and finally, 4) a manual review of results to eliminate the
remaining false positives (Figure 1). The manual intervention is limited to making yes or no
decisions on the automated suggestions which reduces processing time and observer
variability.

2. Methods
2.1 Data Collection

All SWI images were acquired as part of a longitudinal study on individuals with mild
cognitive impairment or early Alzheimer's disease (15). Permission was obtained from our
institutions IRB and data were collected at 1.5T using a fully flow compensated 3D gradient
recalled echo (GRE) sequence with a resolution of 0.5×1.0×2.0 mm3 and a matrix of
512×320×48. Imaging parameters were: TR=57ms, TE=40ms, FA=20°. Standard SWI
processing with high pass filtered phase images was performed (11). A total of six datasets
(containing 126 CMBs) were processed with this method.

A manual review of the data was performed independently by three reviewers using a
standard set of criteria (7). All three reviewers then compared results and reached consensus
when differences in counts were encountered. All results were reviewed by a senior
neuroradiologist (DK). More details on the manual review can be found in (7). This manual
review was used as the gold standard that the computer algorithm was compared to.

2.2 Pre-Processing: Brain Extraction and Interpolation
Brain extraction was accomplished with a thresholding technique based on the magnitude
and phase data. Regions of no signal were identified as those having low intensities in the
magnitude image and uniform noise distribution over all values in the phase image. By using
both the magnitude and phase, the accuracy of the extraction is improved compared to using
either independently (16). Isolated islands of points (<5000 voxels) were removed and
isolated holes (<1000 voxels) in large regions were restored to their original values to
remove remnant skull and restore any holes inside the brain, respectively. Finally, an erosion
of three voxels was performed to remove partial-volume brain tissue that has a lower
intensity and hence creates a rim artifact that is picked up in the thresholding step.

After the brain extraction, the images were interpolated by two in the X and Y directions
using zero filling in k-space with a Hanning filter to reduce Gibbs ringing. This interpolation
allowed for better shape definition of small structures and leads to better classification. A
given marked structure of three uninterpolated voxels can assume only two different shapes
(a line and an `L' shape), making it hard to get meaningful shape information. Upon
interpolation, this same structure will be 12 interpolated voxels, which can form a wide
variety of shapes—making shape a more robust identifying feature. While interpolation does
not create new information, as scanning at a higher native resolution would, it more easily
allows the information of the surrounding voxels (which are not thresholded) to be included
in the shape analysis.

2.3 Local Statistical Thresholding
Local statistical thresholding is used to separate the Gaussian distribution of background
tissue from the low outlier CMBs. Our implementation of local statistical thresholding
calculates the threshold based on the mean and standard deviation of the surrounding tissue.
We assume a white noise distribution in the parenchyma for a roughly Gaussian distribution
with a small number of low-intensity outliers (potential microbleeds, vessels, other objects
of low signal intensity) that do not significantly alter the mean or standard deviation of the
region. To identify the CMBs, we seek to model the Gaussian distribution by calculating the
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mean and standard deviation, then setting a threshold to be a certain number of standard
deviations below the mean to separate the parenchyma from the outliers. This method will
fail if the number of low outliers is too large, making the distribution non-Gaussian,
lowering the mean and increasing the standard deviation. To help prevent this, two
restrictions are placed on the mean and standard deviation calculations. First, before local
thresholds are calculated, an initial whole-brain global threshold is performed to identify and
exclude large dark structures that would skew the calculation. Second, the local thresholding
is iterated with previously marked voxels from the global and local thresholds being
excluded from subsequent calculations to improve the accuracy of the calculated mean and
standard deviation.

The global threshold intensity is preset to a conservative value where only very dark
structures (usually the large ones) are marked (Figure 1b and 2a). This step aims to remove
large structures, such as large veins, that could skew the mean and standard deviation values
that are calculated in the local statistical thresholding. The voxels marked in the global
threshold step are not used for the mean and standard deviation calculations in the next step
but are marked as low outliers and included in the local thresholding results of potential
CMBs.

Local thresholding is performed next (Figure 1b and 2b). A small ROI (size 21×21×3
voxels) centered on a single voxel is considered. In this ROI, the mean and standard
deviation are calculated, excluding any points that have been previously marked. A local
threshold is then calculated to be α·σ below the mean, where σ is the standard deviation. If
the voxel of interest is below this value, it is marked.

(1)

(2)

where α sets the degree of thresholding and can be adjusted for different types of data and
different signal-to-noise ratios (SNRs). α was carefully chosen to set the threshold at the low
edge of normally distributed background tissue for our data (average SNR = 24). A value of
α = 2.5 was used as this would theoretically mark only 0.62% of normally distributed
parenchyma (observed values were <1%, see Figure 3). This provides for maximum
sensitivity while keeping the number of false positives in the parenchyma low enough that
they can be eliminated in subsequent steps (they tended to be isolated voxels and were
eliminated with by the cluster size filter discussed below). Values lower than 2.5 gave
excessive parenchyma contamination that was not easily removed and values larger than 2.5
reduced sensitivity. The area of interest is then moved and the process is repeated until a
threshold has been calculated for every voxel and the entire image has been processed. In
practice, calculating a new threshold for every single voxel proved too computationally
expensive, so a single calculated threshold was applied to the center group of 5x5x3 voxels,
rather than to the single center voxel. This provided a decrease in computation time by a
factor of 75 with little effect on the end results.

This local thresholding process was then iterated. After the entire image has been processed,
all thresholds are recalculated with previously marked voxels excluded from the mean and
standard deviation calculations. Each successive mean and standard deviation calculation
therefore includes fewer low outliers and a more accurate threshold is obtained. This
improves the identification of edge voxels and small structures that might be located next to
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a large dark structure (a large vein for example). Practically, three iterations were run since
little change was noted for higher numbers of iterations.

The size of the 21×21×3 region used to calculate the mean and standard deviation can also
be adjusted to help ensure a Gaussian distribution. A smaller region gives more localized
results but runs the risk of having its mean dominated by a large bleed or vein in the area. A
larger region is less likely to be non-Gaussian but is also less sensitive to local information.
A balance must be struck between the two and a relatively small area of 21×21×3 voxels
was found to be a good compromise. The volume of the CMBs is significantly smaller than
this so they do not significantly skew the distribution. In this way, the technique is optimized
to detect small structures; larger structures will only be detected if they are dark enough to
be picked up by the initial global threshold.

2.4 Support Vector Machines
Support vector machines (SVMs) are a type machine learning supervised classifier. In our
application they are used to do a binary classification between two classes of objects: CMBs
and noise. For this type of binary classification, they seek to define a separating hyperplane
between each class that both maximizes the distance between each class and the hyperplane
(a maximum margin classifier) and minimizes the number of incorrectly classified objects.
This makes the SVM a very general and robust type of classifier (17).

SVMs take advantage of the so-called kernel trick to transform the original features into a
higher dimensional Hilbert space. The maximum margin hyperplane is derived in this high
dimensional space. The hyperplane is then transformed back from the high dimensional
Hilbert space into the lower dimensional feature space. This is a nonlinear process that
transforms the linear hyperplane into a nonlinear separation.

2.4.1 Classification – Feature Selection—Applying a classifier to the thresholding
results is a necessary step to reduce the large number of false positives that are generated
(see Table 1). The false positives are largely generated by dark veins, although some noise
and susceptibility artifacts (such as those near the sinuses) also are marked. To remove these
false positives a SVM classifier is used.

Before the classifier can be used, all marked voxels are sorted into connected clusters, where
a cluster is defined as all marked voxels that are adjacent to one another. Each cluster is
treated as a single object and is kept or discarded in its entirety. Clusters less than or equal to
10 interpolated voxels (equivalent to 2.5 voxels on the original datasets) are automatically
removed as they are assumed to be noise (Figure 2b and 2c). Relevant features about each
cluster (such as shape and intensity) are calculated and used by the classifier to make a
“keep” or “discard” decision about each cluster (Figure 4). Feature selection focused on
shape, size and intensity to distinguish CMBs from all other marked structures.

CMBs have a very characteristic shape—they are nearly spherical, making shape features
the best identifying features. To this end, five different shape features were calculated and
used: compactness, the three eigenvalues of the covariance matrix and the relative
anisotropy (RA) calculated from these eigenvalues. These features were calculated as
described below.

Compactness is approximately a ratio of surface area to volume, with spheres having the
highest theoretical compactness. CMBs therefore have a very high compactness and veins
have a very low compactness. Since we are dealing with discrete voxels, compactness is
calculated by counting adjacent voxel faces:
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(2)

where AC is the actual number of adjacent faces, ACmin is the minimum number of adjacent
faces possible for that particular number of voxels, and ACmax is the maximum number of
adjacent faces possible for that particular number of voxels. More details can be found in
(18).

The covariance matrix is a three by three matrix that describes mass distribution (19). The
eigenvalues and eigenvectors calculated from this matrix describe the principal axis. Thus, a
spherical distribution would have three equal eigenvalues while a cylindrical distribution
would have one large eigenvalue and two small eigenvalues. The eigenvalues were used
individually as features and also combined to create an RA value using the standard formula

(4)

where a, b, and c are the eigenvalues of the covariance matrix of the cluster, a being the
largest and c being the smallest. RA is a measure of how anisotropic a shape is, or how non-
spherical it is, so CMBs should have a low RA value.

In addition to shape features, intensity and size were also used. A total of eight intensity
features were calculated for each cluster: minimum, maximum, mean, and standard
deviation for both the magnitude and phase images. The intensity features helped further
characterize the CMBs and give the classifier more information to use. Finally, size was also
included as a feature. While size alone is not a good criterion for identifying CMBs (1) other
characteristic features (such as shape) might change with the size of the CMB. Having the
size information thus allows the classifier to select the best set of identifying features for
each different size of CMB.

2.4.2 Classification – Training—For the SVM we used the open source library libSVM
version 2.88 (20). This was chosen due to its wide use, good documentation, and open
source availability so it could be easily integrated with our in-house C++ program (SPIN) in
which all the other programming was implemented. A radial basis function was used, all
features were scaled from 0 to 1, and the CMB class was weighted by a factor of 100. The
radial basis function was chosen as it has been shown to give similar behavior as other
commonly used basis functions (linear, and sigmoid) for certain values of model parameters
cost and gamma and have less numerical difficulties compared with polynomial kernels
(21). Feature scaling was implemented to give all features equal weighting. If feature scaling
is not used, the features with larger amplitude generally contribute more to the classification,
possibly skewing the results. Finally, a weighting factor of 100 was used to offset the
number disparity between the two classes. Approximately 15,000 true negatives and only
120 true positives were used to train the classifier so the most accurate naïve classification is
to mark no CMBs, yielding an accuracy of over 99%. To correct for this, the CMB class was
weighted in the classifier as more important to prevent this trivial case.

Training the SVM is an important step that can dramatically influence the accuracy of the
classifier. Proper parameter selection, feature selection, class weighting, and feature scaling
can all have a large influence. The cost and gamma model parameters control how the
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classifier behaves and must be selected based on the type of features one is using. To find
optimal values a cross validation technique was used. In cross validation, the complete
dataset for which the ground truth is known is randomly divided into testing and training
portions, the classifier is trained on one portion and tested on another, and the accuracy of
the test portion is then recorded. In this way, different values of cost and gamma can be
examined and their accuracy determined. A course grid of cost and gamma values was first
sampled to find the general area of best performance, a region of good performance was
identified and that area was more tightly sampled (Figure 5). The cost and gamma values
with the maximum accuracy from the tighter sampling were selected and used for all the
proceeding training and accuracy measurements.

The cost and gamma cross validation is processor-intensive, taking multiple days if executed
in a serial fashion. However, since each test is independently calculated it easily lends itself
to parallelization. A parallelized version was implemented, running on a modern quad core
processor with two virtualized cores per physical core (for a total of four physical and eight
virtualized cores) resulting in a reduction in processing time by a factor of five. This reduced
the processing time down to 1–2 days (depending on the sampling parameters) which is
quite reasonable as it only needs to be performed once per cohort of subjects for a particular
disease or image type. If the work load were further divided between more cores or more
computers it could be reduced further.

Once the cost and gamma parameters were selected, the computation time was minimal. The
classifier must be trained using the selected parameters but this takes less than a minute and
only needs to be performed once per cohort of subjects. Once the classifier has been setup
classifying a single dataset takes less than 10 seconds. The total computation time per
dataset for the automated section (brain extraction, thresholding, and SVM classification) is
thus around one minute.

2.5 Evaluation and Statistics
Accuracy of the semi-automated technique was evaluated in a binary fashion. If the semi-
automated technique identified a cluster of voxels in the final results where a CMB had been
identified in the manual review it was considered a true positive, if no cluster of voxels were
marked in the final results in that area it was considered a false negative. The issues of edge
definition and extraneous surrounding voxels being included in a CMB cluster and
contaminating the results practically was only a problem when a nearby structure (such as a
vein) would merge with a CMB. These types of clusters were generally eliminated by the
classifier as the non-CMB voxels tended to spoil their CMB features (namely shape). All
true CMBs that were selected by the classifier had a relatively clean and logical boundary,
with a minimal amount of extraneous voxels (Figure 6).

The sensitivity and specificity of each step were evaluated with manual review and
consensus by multiple reviewers used as the ground truth. The specificity of the thresholding
step was not calculated, as true negatives were undefined at that stage. For subsequent steps
true negatives were defined as clusters that were removed (by the SVM or manually) that
had not been marked in the ground truth review (so are implicitly defined as negative). The
sensitivity and specificity were calculated for each step individually and of the entire process
was calculated.

3. Results
The thresholding step had a very high sensitivity of 95%, only missing six CMBs out of 126
(see Table 1). However, it had a very large number of false positives as it is designed to
mark all hypointense structures in the image. The SVM classifier is able to remove most of
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the false positives at the loss of some sensitivity. The automated processing had an overall
sensitivity of 81.7% and specificity of 95.9%. After the data has undergone manual review
the remaining false positives are removed for a final sensitivity and specificity of 81.7% and
100% respectively.

The subjects had an average of 21 CMBs as determined by manual review, on average 17
were detected by the semi-automated method with 107 false positives. Specific numbers for
each subject are given in Table 2.

4. Discussion and Conclusion
Development of the classifier focused on maximizing the sensitivity, even at the cost of
specificity. The complicated nature of CMB identification makes a manual review of the
automated results necessary so CMB mimics are not included. For the sake of efficiency this
review is limited to removal of false positives (as manually searching for missed CMBs
would make the automated tools redundant). Since false positives are being manually
removed, the only cost of a low sensitivity algorithm is a longer manual review time. False
negatives on the other hand can never be recovered. Thus, improving the sensitivity
increases the accuracy of the identification while improving the specificity only reduces
processing time.

The error rates for each step of the process, shown in Table 1, indicate that the step requiring
the most improvement is the classifier; it is the main source of the loss of sensitivity. The
classifier could be improved with a number of different techniques. New features that give
the classifier more information about each marked cluster could improve the accuracy
substantially. First attempts with this classifier focused on shape features alone as those
were thought to be the most promising. When the intensity features were included they
resulted in a 10% improvement in the classifier sensitivity. The addition of other relevant
features could give similar improvements. Some possible features to try would be
anatomical location and intensity features from other MR sequences.

Anatomical location could be determined automatically by fitting to a standardized brain
atlas. This could significantly improve the classification as anatomic location is used as one
of the evaluating criteria in manual classification. Intensities from other MR sequences
could be used after co-registration of the datasets. For example, if high resolution MR
angiography post contrast was performed, the veins and the arteries could be excluded based
on their bright signal. While co-registration has been used in similar lesion segmentation
problems (22) and could be used to remove some CMB mimics (1), it probably would not
result in a dramatic improvement in sensitivity as most of the CMBs are not seen in other
MR sequences. Nevertheless, it could be an important step in removing false positives and
CMB mimics.

Further improvements could be made to the classifier itself. The addition of AdaBoost for
classifier training could improve the quality of the SVM classification (22,23) and should be
an area of future research. Other types of classifiers such as artificial neural networks could
also be tried.

While the sensitivity of the technique is a little low, this is probably influenced by the
dataset and method of manual review. This dataset was part of a serial study so all patients
had at least three time points and some patients had four. For the manual review all four
datasets were examined and compared to reach a decision about an individual CMB; this
was noted to significantly increase the confidence of identification (7). While this assuredly
improves the ground truth accuracy of the manual method this will somewhat unfairly
penalize the semi-automated method as it has less information available because it is only
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able to use a single time point to make a decision. While these numbers are probably a more
accurate measure of its sensitivity for the true number of CMBs, a fair comparison against a
manual reviewer who only has access to a single time point would probably show much
more favorable numbers. The semi-automated method could also be adapted to take
advantage of this additional information to improve results. While possible this would have
limited applicability outside of this study as future studies are unlikely to have longitudinal
data to analyze.

To get accurate manual counts, multiple people reviewed the data independently and then a
consensus was sought on discrepancies between the reviewers. While this does lead to
accurate and reliable numbers it is too time consuming for practical application. The average
time for one person to identify all CMBs in a dataset manually varied depending on scan
quality and number of CMBs but can range from 15 minutes to a few hours with most
patients taking approximately 30 minutes. Tracing the CMB, for volume measurements and
to ensure there are no double counts (this becomes increasing necessary as the number of
CMBs increase), would approximately take an additional 10 minutes (to mark 21 CMBs, the
average in this study). This is too time-consuming to be performed clinically—much less
two or three times (by multiple reviewers or across multiple time points) to improve
consistency. Reviewing a specific list of suspected CMBs generated by semi-automated
detection improves consistency and reduces the manual review time to approximately 5–15
minutes, allowing the data to be efficiently assessed even by multiple reviewers.

The time savings we discuss throughout this paper is most applicable to studies with larger
numbers of CMBs (>10) and studies where volume measurements are needed. If one is only
interested in making a specific diagnostic judgment (e.g. looking for two or more CMBs in
the lobar region to diagnose CAA) then manually examining the dataset is sufficient. But
identifying and tracing all CMBs on subjects with 20, 40, or more CMBs the tools we
describe begin to offer greater time savings as they eliminate the need to look through the
entire dataset and identify possible CMBs and manually trace them.

Gains in specificity could likely be obtained by using datasets with higher SNR acquired at
higher fields (≥3T). The higher SNR would allow α to be set to higher values, excluding
more background voxels and reducing false positives. Gains in specificity for the automated
portion could further reduce manual review times as fewer false positives would have to be
removed manually.

The segmentation techniques and software developed by one of the authors (SB) have also
been successfully applied to the related problem of segmenting and quantifying veins in
SWI (24). This is a simple extension where the shape filtering/classification is run in the
other direction and seeks to eliminate more spherical shapes (unwanted dark structures) and
keep cylindrical objects (veins). This earlier work used a more simplistic filter (linear
thresholds) with only two features (compactness and relative anisotropy). Extending this to
use SVM and all 14 features proposed here could improve results significantly.

The training requirements of the classifier need to be explored in more depth. This is by far
the most time intensive part of the operation, both in the manual CMB identification that is
required for the SVM classifier training and the computational time for cost and gamma
parameter selection. Due to this, it is highly desirable to minimize the amount of training
that needs to be done, especially across studies. How well the classifier will perform when
trained on data collected at one institution or on one type of patients and applied to data
from a different institution or a different type of patients remains to be determined. Despite
this, even if training is required for each cohort of patients, manually counting a subset of
the subjects for training will still require less time than manually counting all of the subjects.
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Processing times for training can be further reduced using parallelization algorithms (as we
implemented) and multi-core multi-processor computers which are becoming increasingly
common.

In conclusion we have shown a semi-automated technique of identifying and quantifying
CMBs can perform reasonably well with some manual intervention. Although this technique
still has some shortcomings in sensitivity we believe this is a strong first step in addressing
this difficult problem. This technique reduces the processing time in subjects with many
CMBs and should lead to more consistency between observers. Further verification on a
larger group of patients with more diverse types of CMBs needs to be done to prove the
applicability of this method as a general CMB detection algorithm.
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Figure 1.
A) A flowchart of processing steps, the two pre-processing steps in italics were not used in
these datasets but might be useful for other types of data, and B) a schematic showing
thresholding step in more detail are shown. Each thresholding iteration marks additional
voxels that are added to the final results and excluded from the next iteration.
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Figure 2.
The intermediate results after different thresholding steps on a single slice are shown. A)
Results after the whole brain global threshold. B) Results of the local statistical threshold
before removing small clusters (assumed to be noise). C) Results of local statistical
threshold after removal of small clusters. D) Results of the SVM classifier which removes
most false positives (veins and other dark structures).

Barnes et al. Page 13

Magn Reson Imaging. Author manuscript; available in PMC 2012 July 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
A histogram of a 21×21×3 ROI that is used to calculate local thresholds is shown containing
a typical CMB. The choice of α=2.5 adequately excludes the parenchyma while accurately
marking the CMB. The CMB is small enough relative to the size of the ROI that it does not
significantly affect the mean or standard deviation. The cutout shows the ROI and CMB and
the thresholding results.
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Figure 4.
A plot of three features (out of the 14 used) that can be used to identify CMBs is shown. The
triangles show all marked voxel clusters as generated by a statistical thresholding algorithm,
the circles are the clusters which correspond to actual CMBs as determined by manual
inspection of the dataset. Using these features, it is possible to obtain a subset of a few
hundred suspected CMBs which can be quickly sorted manually. The circles are drawn
larger to make them more visible.
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Figure 5.
A plot of parameter selection of cost and gamma using cross validation is shown. A) A large
parameter space was originally examined with nFold of 2 (half dataset used for training half
for testing) to identify the best region for a more detailed examination. B) A more detailed
examination of a smaller parameter space with nFold of 5 (4/5 of the dataset used for
training 1/5 for testing repeated 5 times). The gray area represents parameters that weren't
tested due to their consistently low values.
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Figure 6.
A) Minimum intensity projection (mIP) over 26mm of SWI data. B) Manually marked true
CMBs identified using magnitude, phase, SW, and mIP images. C) Automatically marked
suspected CMBs. The yellow CMBs (marked by arrows) indicate the ones that were missed
by the automated methods, the red indicate bleeds that were identified in both methods, and
blue are the false positives from the automated methods. The bleeds that were missed by the
automated methods (yellow) were merged with the vein they lie adjacent to causing them to
have more vein like features.
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Table 1
Summary of Accuracy

The accuracy and error rates of each step individually are listed above using the consensus manual counts as
the ground truth. Note the high number of false positive connected clusters from the thresholding step requires
the use of an SVM classifier. The classifier eliminates most of the false positive but leaves a significant
number (645). These are spread across six datasets meaning there are approximately 100 false positives per
dataset that must be removed in the manual review.

Threshold SVM Classifier Manual Review Final Results

True Positives 120 103 103 103

True Negatives NA 15,162 645 15,807

False Positives 15,807 645 0 0

False Negatives 6 17 0 23

Sensitivity 95.2% 85.8% 100% 81.7%

Specificity NA 95.9% 100% 100%
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Table 2
Summary of Subjects

The number of true CMBs and CMBs found with the semi-automated method along with false positives are
listed for each of the six subjects.

True CMB True Positives False Positive

Subject 1 40 37 145

Subject 2 6 2 76

Subject 3 10 9 167

Subject 4 37 27 48

Subject 5 6 6 102

Subject 6 27 22 107

Average 21 17.2 107.5
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