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Abstract: The talking face affords multiple types of information. To isolate cortical sites with responsi-
bility for integrating linguistically relevant visual speech cues, speech and nonspeech face gestures
were presented in natural video and point-light displays during fMRI scanning at 3.0T. Participants
with normal hearing viewed the stimuli and also viewed localizers for the fusiform face area (FFA),
the lateral occipital complex (LOC), and the visual motion (V5/MT) regions of interest (ROIs). The
FFA, the LOC, and V5/MT were significantly less activated for speech relative to nonspeech and con-
trol stimuli. Distinct activation of the posterior superior temporal sulcus and the adjacent middle tem-
poral gyrus to speech, independent of media, was obtained in group analyses. Individual analyses
showed that speech and nonspeech stimuli were associated with adjacent but different activations,
with the speech activations more anterior. We suggest that the speech activation area is the temporal
visual speech area (TVSA), and that it can be localized with the combination of stimuli used in this
study. Hum Brain Mapp 32:1660–1676, 2011. VC 2010 Wiley-Liss, Inc.

Keywords: visual perception; speech perception; functional magnetic resonance imaging; lipreading;
speechreading; phonetics; gestures; temporal lobe; frontal lobe; parietal lobe

r r

INTRODUCTION

Speech biomechanics produce acoustic, optical, and bio-
mechanical physical phonetic speech signals, and each can
suffice to support speech communication and language de-
velopment [Andersson and Lidestam, 2005; Auer et al.,
2007; Bernstein et al., 2000; Chomsky, 1986]. Of course,
purely auditory speech stimuli are commonly thought to
be normative for speech perception. Speech perception via
the somatosensory system alone is unusual but has been
demonstrated in some prelingually deaf and blind individ-
uals [Chomsky, 1986; Reed, 1995]. Effective, purely visual
speech perception (also known as lipreading or speech-
reading) is prevalent in individuals with prelingual
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deafness and reliance on spoken language [Andersson and
Lidestam, 2005; Auer and Bernstein, 2007; Bernstein et al.,
2000; Mohammed et al., 2005]. The existence of individuals
whose speech perception relies on vision, or somatosensa-
tion, suggests that speech perception is not a specialization
of the auditory system per se. Here, we focus on how vis-
ual phonetic information is processed in individuals with
normal perceptual experience. How the brain processes
visual-only speech information is a fundamental question
whose answer contributes to a general understanding of
the neural mechanisms supporting human communication.
To be clear, what is of interest here is how the linguisti-
cally relevant visual description of speech gestures is proc-
essed, not how higher-level linguistic attributes of speech
such as meaning or syntax are achieved.

On theoretical and empirical grounds, several alternative
processing pathways have been proposed for visual phonetic
cue integration, that is, for sites concerned with the descrip-
tion of visible speech cues. Under the classical view that sev-
eral of the bottom-up synaptic levels of the sensory cortices
are unisensory [Jones and Powell, 1970; Mesulam, 1998], the
bottom-up phonetic integration of linguistically relevant vis-
ual speech cues would be carried out within the late vision
system, likely in posterior temporal cortex [Bernstein et al.,
2004; Ponton et al., 2009]. Indeed, the V5/MT motion proc-
essing area has been implicated in neuropsychological stud-
ies [Campbell et al., 1986; Campbell et al., 1997] and in
imaging studies of lipreading [Calvert and Campbell, 2003;
Santi et al., 2003]. The visible configural aspects of speech
might be processed by the lateral occipital complex (LOC)
[Capek et al., 2008], an area known to be sensitive to image
structure [Grill-Spector et al., 2001]. The fusiform face area
(FFA) [Kanwisher et al., 1997] of the posterior fusiform
gyrus, particularly in the right hemisphere has been reported
to be activated by speech [Calvert and Campbell, 2003;
Capek et al., 2008]. In the current study, in order to deter-
mine whether the FFA, the LOC, and the V5/MT areas con-
tribute to visual phonetic cue processing, functional
localizers were used to identify these areas independently
from speech stimulus presentation. Activation in response to
speech and nonspeech face gestures was then viewed within
these regions-of-interests (ROIs). We also investigated the
superior temporal sulcus (STS), which has been shown to be
responsive during lipreading [Calvert and Campbell, 2003;
Capek et al., 2008; Paulesu et al., 2003; Skipper et al., 2005;
Waters et al., 2007] and is also activated by nonspeech face
motion [Peelen et al., 2006; Puce et al., 1998; Puce and Per-
rett, 2003] and other types of biological motion [Beauchamp
et al., 2003; Bonda et al., 1996; Grossman et al., 2000]. In
monkeys, STS responds to visual body, hand, mouth, and
eye movement [Oram and Perrett, 1994; Perrett et al., 1988].

Alternatively, the linguistically relevant visual descrip-
tion of speech gestures might be generated within the mir-
ror neuron system [Calvert and Campbell, 2003; Skipper
et al., 2005], a region comprising the inferior frontal cortex
and areas in the parietal and temporal cortex [Rizzolatti
and Craighero, 2004]. Mirror neurons, identified in mon-

key area F5, discharge both for motor control and for per-
ception of motor behaviors. The monkey area F5 has been
identified as homologous to the human inferior frontal cort-
ical area known also as Broca’s, and the action-recognition
mechanisms associated with mirror neurons have been
hypothesized to be the basis for language development
[Rizzolatti and Arbib, 1998]. Santi et al. [2003] obtained evi-
dence for activation of Broca’s area with visual speech, but
Skipper et al. [2005] obtained extremely limited activation
for visible speech within the right pars opercularis (po, BA
44), the right homologue to Broca’s area.

Yet another possibility is that visual speech cues are not
integrated into a visual phonetic description per se but are
fed forward into the early bottom-up auditory pathway, as
early as primary auditory cortex (PAC) [e.g., Calvert et al.,
1997; Calvert and Campbell, 2003; Pekkola et al., 2005; Sams
et al., 1991]. Thenceforward, the phonetic stimulus descrip-
tion could be generated as though the stimulus information
had been transduced by the peripheral auditory system.

Some evidence from animal studies shows activation
from visual stimuli in the region of the PAC (i.e., core,
belt, and parabelt) [for reviews see, Driver and Noesselt,
2008; Ghazanfar and Schroeder, 2006]. But these activa-
tions are likely due to modulatory processes rather than
stimulus feature integration [Schroeder and Foxe, 2002];
and they might be initiated at the STS [Ghazanfar et al.,
2005], which is relatively late in the visual processing
pathway. Results to date are mixed concerning activation
of the PAC in response to visible speech, with some stud-
ies reporting activations and other not [Bernstein et al.,
2002; Calvert et al., 1997; Campbell et al., 2001; Hall et al.,
2005; Pekkola et al., 2005]. But some activations in the belt
and parabelt regions of the PAC might be due to auditory
imagery [Bunzeck et al., 2005]. Visual speech activation of
STG areas beyond the belt and parabelt areas has been
more consistently reported [Bernstein et al., 2002; Calvert
et al., 1997; Calvert and Campbell, 2003; Hall et al., 2005;
Paulesu et al., 2003]. However, the function of sites beyond
the parabelt during auditory speech perception appears to
be higher-level linguistic structure processing, such as
phoneme and word identification [e.g., Binder et al., 2000;
Scott et al., 2000, 2006]; and thus, those temporal cortex
areas would be predicted to be activated by visual speech
also, following integration of visual speech features into a
phonetic description.

In summary, alternate pathways have been proposed for
the bottom-up processing of visual speech stimuli. This
study was designed to localize the cortical site/s of visual
phonetic cue integration, that is, sites concerned with the
description of visible speech cues.

Methodological Issues

Methodological factors in neuroimaging studies on lip-
reading have heretofore compromised the ability to isolate
activations specifically associated with visual phonetic cue
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integration. Presentation of linguistic stimulus materials
comprising lexical, semantic, and/or syntactic content
[Bernstein et al., 2002; Capek et al., 2008; Hall et al., 2005;
MacSweeney et al., 2002; Paulesu et al., 2003] results in
processing at higher psycholinguistic levels, in addition to
phonetic cue processing, which is limited to processing the
physical forms of speech. To guard against higher-level lin-
guistic processing, stimuli are needed comprising linguisti-
cally relevant physical stimulus attributes but without
syntax, semantics, or lexical properties [Calvert and Camp-
bell, 2003; Pekkola et al., 2005; Sadato et al., 2005; Santi
et al., 2003]. To fulfill that requirement in this study, the
speech stimuli were consonant-vowel nonsense syllables.

To isolate phonetic cue processing, the experimental
design needs to account for irrelevant face and head motion
in natural videos. For example, eye movements result in acti-
vations in the posterior STS (pSTS) [Puce et al., 1998] that
might, for example, be related to gaze following. Natural
nonsense syllable stimuli do not control for irrelevant move-
ment. Several studies have contrasted speech and nonspeech
face gestures [Calvert et al., 1997; Campbell et al., 2001; Fri-
driksson et al., 2008]. This study contrasted speech with non-
speech face gestures. But simply contrasting speech with
nonspeech does not take into account low-level visual proc-
essing that is specific to either stimulus type. In this study,

control stimuli (see Fig. 1) were generated from the speech
and nonspeech stimuli by temporally permuting square seg-
ments (tiles) of the face. These stimuli were controls for low-
level stimulus characteristics such as the overall stimulus
energy, and they also controlled for responses during the
one-back detection task that was used.

Faces are complex stimuli, and nonspeech gestures do
not control for characteristics such as the talker’s expres-
sion or gaze. Static face images [Calvert and Campbell,
2003; Capek et al., 2008; Pekkola et al., 2005] cannot con-
trol for irrelevant characteristics conveyed by motion.
Point-light animations can be used to present relevant bio-
logical motion without other natural visual features such
as eye gaze [Pelphrey et al., 2004]. Point-light displays con-
sist of a few dots placed strategically on actors to convey
movements [Johansson, 1973]. They convey biological
motion patterns with little, if any, form information in
individual frames and without visual features such as
eyes, skin, body structure, clothes, etc. Although sugges-
tions have been made that still images can be recognized
as speech [Calvert and Campbell, 2003], speech is funda-
mentally a dynamic stimulus [Jenkins and Strange, 1999].
Point-light speech stimuli enhance the intelligibility of
acoustic speech in noise [Rosenblum et al., 1996] and can
interfere with audiovisual speech perception when

Figure 1.

Stimulus generation. (A) Video speech (VSP) and nonspeech (VnSP); (B) Point-light speech

(PLSP) and nonspeech (PLnSP); (C, left) An example of tiling the face into squares, scrambling

triads of tiles, and the resultant tiled and scrambled video control (VC) for VSP or VnSP (C,

right); and (D) Tiled and scrambled PLSP and PLnSP as point-light control (PLC).
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discrepant [Rosenblum and Saldana, 1996]. The point data
are also highly effective in accounting for the perceptual dis-
similarity of visual speech nonsense syllables [Jiang et al.,
2007] and the relationship between visual and auditory
speech stimuli [Bernstein et al., 2008]. The video speech,
nonspeech, and control stimuli here were compared with a
parallel set of point-light stimuli.

This Study

In summary, the speech stimuli were nonsense syllables,
because affordance of higher-level psycholinguistic content
would compromise the ability to isolate phonetic process-
ing. Brief nonspeech face gestures were presented to dif-
ferentiate between linguistic and nonlinguistic responses,
also controlling for natural irrelevant face motion. With
two parallel stimulus sets (i.e., video and point-light), con-
verging results could be obtained across stimuli that are
natural and complex, versus schematized but clearly rec-
ognizable as speech versus nonspeech. In order to further
exclude responses that might be nondiscriminating
between biological and nonbiological motion, control stim-
uli were generated by sub-dividing the images into tiles
and randomly permuting the tiles across time. To examine
specific candidate visual ROIs for their association with
visual speech processing, localizer scans were carried out
for the visual areas V5/MT, the LOC, and the FFA. The
results support the conclusion that visual phonetic cue
integration is carried out within a specific area of the pos-
terior STS and posterior middle temporal gyrus (pSTS/
pMTG), anterior to integration of nonspeech visual face
cues. We propose that the stimulus conditions presented
in this study could be used as an effective localizer for the
site of visual speech cue integration, and we suggest,
therefore, that there is a temporal visual speech area
(TVSA) in the late vision processing pathway.

METHODS

Participants

Twelve adults participated in the experiment (ages, 22–
28 years, mean age 26 years; 6 females). All had normal
hearing and normal or corrected-to-normal vision and
were right handed, as evaluated by the Edinburgh hand-
edness inventory. They all reported English as their first
and primary language. They were safety screened for MRI
and gave informed consent. The experiment was approved
by the Institutional Review Boards at the University of
Southern California and at the St. Vincent Medical Center.

Stimuli

Speech and nonspeech face motion

All the stimuli were derived from recordings of one
adult male producing nonsense syllables and nonspeech

face gestures (see Fig. 1 for example frames). Stimuli were
recorded using a production quality video camera (Sony
DXC-D30 digital) and video recorder (Sony UVW 1800) at
a frame rate of 29.97 Hz, and simultaneously, a three-
dimensional (3D) optical recording system (Qualisys
MCU120/240 Hz CCD Imager), which digitally recorded
the positions of passive retro-reflectors at a frame rate of
120 Hz during infrared flashes (not perceptible to the
talker). Retro-reflectors were glued to the talker’s face at
17 positions in motion during speech and also three posi-
tions on the forehead [Jiang et al., 2007] (see Fig. 1).

The speech syllables were ‘‘du,’’ ‘‘sha,’’ ‘‘zi,’’ ‘‘fa,’’ ‘‘ta,’’
‘‘bi,’’ ‘‘wi,’’ ‘‘dhu’’ (i.e., the voiced ‘‘th’’), ‘‘ku,’’ ‘‘li,’’ and
‘‘mu’’. They were selected because of their mutual dissimi-
larities [Jiang et al., 2007]. The nonspeech gestures were
puff, kiss, raspberry, growl, yawn, smirk, fishface, chew,
gurn, nose wiggle, and frown-to-smile. The original video
recordings in color were transformed to a gray scale. After
that, the intensities in each video token were normalized
in terms of the mean (0.6) and standard deviation (.09).
Video images were 720 � 480 pixels.

To determine the comparability of the motion speed
across speech and nonspeech stimuli, histograms were
made of the 3D optical retro-reflector speeds (in degrees/
s) for the points used to create the point-light speech and
nonspeech stimuli. The retro-reflector speed calculation
applied constants, that is, screen size, distance from the
mirror to the screen, and image size, to obtain the angle of
visual change per retro-reflector point per second. Figure 1
in the Supporting Information online figures shows the
frequencies of occurrence (binned) of speeds across all
of the retro-reflectors and frame-to-frame transitions
for speech and nonspeech stimuli. The figure shows that
the speech speeds were generally comparable with the
nonspeech speeds and were mostly in the range of 1–9
degrees/s.

The original Qualisys 3D optical data were rendered
into synthetic video after down-sampling to the video
frame-rate. That is, they were transformed into point-light
stimuli, by projecting positions of 3D data point into a
two-dimensional picture plane (480 � 720 pixels). The
first step in this process involved choosing a representa-
tive video frame for each stimulus token. Then, the indi-
vidual frames of 3D data were rotated, translated, and
scaled, such that each retro-reflector position was pro-
jected onto the same two-dimensional view in the repre-
sentative video frame. This process was performed once
per stimulus so as to preserve accurately the original ges-
tural motion but maintain the head in a constant position.
The visible rendered points were based on one small
retro-reflector image extracted from a video frame. The
background intensity for point-light stimuli matched that
of the video stimuli.

Because the natural speech and nonspeech gestures
were of somewhat different durations, the first frame of
some stimuli was repeated so that individual stimuli were
all 55 frames in duration. An 11-frame segment of blank
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video with mean intensity of 0.6 was placed before each
token, resulting in 2.2-s stimulus intervals.

Control stimuli were created separately. Control stimuli
were the result of processing tokens from the stimulus set.
The face area focused around the mouth and jaw was di-
vided into 100 (10 � 10) square tiles (see Fig. 1C). The
order of frames within each tile was scrambled across se-
quential temporal groups comprising three frames for 54
frames, and the 55th frame was randomly assigned (Fig.
1C). Using this scheme, the stimulus energy/luminance of
the original stimuli was maintained. The resulting video
control stimuli had the appearance of a face with square
patches of unrelated movement. The resulting point-light
control stimuli had the appearance of uncoordinated dot
motion. After scrambling the tiles, identification of the
stimuli as speech or nonspeech was no longer possible.
Therefore, the control stimulus blocks comprised both
scrambled speech and nonspeech tokens, while holding
media (video or point-light) constant. Per control block,
five tokens were speech and five were nonspeech.

Six blocks comprised the fully crossed factors of media
(video, point-light) and condition (control, speech, non-
speech). With 10 stimuli per block, blocks were 22 s in
length. The stimuli for each scan comprised 18 blocks (6 con-
dition blocks, repeated three times in pseudo-random order),
6 min 36 s total (22 s � 6 conditions � 3 repeats ¼ 396 s),
presented as one continuous video. Each block had a unique
sequence of stimuli. The stimuli were transferred to a DVD
for presentation during scanning. They were displayed to
the subjects during the fMRI experiment using a laptop com-
puter and Christie DLV 1280-DX projector. The screen, with
a resolution of 1024 � 768, was behind the participant’s
head and was viewed via a mirror with room lights off dur-
ing scanning. The display on the screen was approximately
34.5 cm � 26 cm. The viewing distance was about 80 cm.

Localizer stimuli

Localizer stimuli were created using MATLAB and gen-
erated by a PC. The localizer for the lateral occipital com-
plex (LOC) and the fusiform face area (FFA) comprised
stationary images within the same scan. The stimuli were
faces, scenery, single objects, and scrambled objects. Each
image was shown for 0.5 s, and there were 48 stimuli per
block, with each condition block repeated four times [(48
stimuli � 0.5 s � 4 blocks � 4 repeats) þ 8-s blank fixation
in the beginning ¼ 392 s].

A V5/MT localizer comprised 12-s blocks in which a cir-
cular gradient expanded or contracted for 4 s, followed by a
block in which the circular grating was stationary for 12 s.
Each condition block was repeated 16 times [(12 s � 2 blocks
� 16 repeats) þ 8-s blank fixation in the beginning ¼ 392 s].

Procedure

All of the participants received a lipreading screening
test [Auer and Bernstein, 2007]. Video recordings of 15 sen-

tences spoken by a man and 15 by a woman were presented
to each participant without sound. The order in which the
two sets of sentences were presented was randomized across
participants. Following each sentence, the participants typed
on a computer what was said in the video. Responses were
scored for percent words correct. Participants’ performance
varied considerably (mean number of correct words: 38;
range from 6 to 79 words), but no one was excluded from
the study on the basis of the lipreading test.

Five separate scans were obtained, the first an anatomi-
cal MPRAGE scan, followed by functional scans using
block designs. The second and third scans comprised the
main experiment with speech and nonspeech stimuli.
The FFA and LOC ROIs were derived using the same
scan. The fourth and fifth scans were the V5/MT localizer
scans, and the FFA and LOC localizer scans, respectively.
All of the scans were obtained in the same session, except
for one participant, for whom the two functional localizer
scans were recorded in a later session due to a scanner
problem. For that participant, two MPRAGE scans were
recorded, one in each session.

During the main speech functional scans, two complete
block orders were used, one a reversal of the other. Orders
were counterbalanced across gender. A one-back task was
used to maintain participants’ attention. Participants were
instructed to press a button every time a stimulus was im-
mediately repeated. In every block, one to three tokens
were randomly chosen to be repeated. During the localizer
scans, participants fixated on the center of the image and
passively viewed the stimuli.

Imaging Parameters

Imaging was carried out in the Dana & David Dornsife
Cognitive Neuroscience Imaging Center at the University
of Southern California using a Siemens 3.0T MAGNETON
Trio MRI system with TIM (Siemens Medical Systems,
Erlangen, Germany). A localizer scan comprising five sag-
ittal, one axial, and one coronal slice (22 s; TE/TR, 5/20
ms; flip angle, 40�; in-plane resolution, 1.5 � 1.5 mm2;
FOV, 280 � 280 mm2) was obtained to define 3D anatomi-
cal positions and slice positions for the functional scans.
High-resolution T1-weighted 3D anatomical volumes were
acquired for each participant with an MPRAGE sequence
(TE/TR, 4.13/2,350 ms; flip angle, 7�; 192 sagittal slices; ma-
trix size, 256 � 256; voxel size, 1 � 1 � 1 mm3; FOV, 256 �
256 mm2; slice thickness, 1 mm; slice spacing, 0 mm).

Video and point-light functional scans used T2*-
weighted functional images with an echo-planar imaging
(EPI) sequence (TE/TR, 30/2000 ms; flip angle, 90�; matrix
size, 64 � 64; in-plane resolution, 3 � 3 mm2; slice thick-
ness, 4 mm; slice spacing, 0 mm; FOV, 192 � 192 mm2).
Each functional volume comprised 29 adjacent transversal
slices that roughly covered the whole brain.

ROI scans used T2*-weighted functional images with an
EPI sequence (TE/TR, 30/1,000 ms; flip angle, 65�; matrix
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size, 64 � 64; in-plane resolution, 3 � 3 mm2; slice thick-
ness, 3 mm; slice spacing, 0 mm; FOV, 192 � 192 mm2).
Each functional volume comprised 14 adjacent axial slices
oriented approximately with the AC-PC line as the supe-
rior slice, roughly covering the temporal lobe.

DATA PROCESSING

Anatomical Volumes

To correct for spatial variation in MRI intensities and to
normalize across subjects, anatomical volumes were first
inhomogeneity corrected using a polynomial fitting algo-
rithm and were then transformed into the Talairach coor-
dinate system using BrainVoyager QX 1.9.10 (Brain
Innovation, Maastricht, The Netherlands). FreeSurfer 4.0.1
[Fischl et al., 1999a,b] with default parameters was used to
perform the intensity-based automatic cortex segmentation
upon each participant’s normalized volume. The proce-
dure created the right and left cortical surfaces based on
the gray-white matter boundary. The midcortical surface,
an average of the white-matter and pial surfaces, was used
for registration and displaying results.

Cortical Registration

An extensive analysis of cortical surface registration
methods was undertaken separately with the anatomical
data from this study in order to select an accurate registra-
tion method [Pantazis et al., 2010]. Pantazis et al. devel-
oped a cortical delineation protocol consisting of 26
relatively consistent cortical landmarks spanning the entire
cortical surface. They compared the registration perform-
ance of a landmark-based cortical surface registration
method against those of two automatic methods and
found that the manual registration was superior to the
automatic methods. The landmark-based cortical registra-
tion method was used here and the details can be found
in Pantazis et al. Briefly, 26 landmarks were traced for
each cortical surface using the software BrainSuite [Shat-
tuck and Leahy, 2002]. The curves were validated and cor-
rected whenever necessary by an expert neuroanatomist
(Hanna Damasio). In a few cases, for which some of the
sulci were missing or could not be identified, only the
remaining landmarks constrained the registration. After
tracing, the manual registration procedure described in
Joshi et al. [2007] using default parameters was used to
map all surfaces to a target participant, separately for
the left and right hemispheres. For the alignment, each
target surface (left and right separately) was resampled
to have 40,962 vertices appropriate for BrainVoyager
(i.e., they were morphed with distortion correction onto
a spherical surface; resampled into a regular/standard
sphere; and mapped back into the folded form). Conse-
quently, a mapping vector was obtained for each cortical
surface.

Functional Data Preprocessing

During data acquisition, real-time motion correction was
applied to the functional data using 3D-PACE (Siemens).
Additional, offline motion correction with 3D, rigid-body-
transformation, using the first volume as reference, was per-
formed after slice-timing correction in preprocessing. The data
were filtered in the temporal domain for linear trend removal
and high-pass filtered with a cutoff frequency of three cycles
per run. Each EPI scan for each participant was coregistered to
the same-session high-resolution structural data. For the one
participant who was run in two sessions, automatic 3D to 3D
coregistration was applied to coregister the scans in the second
session to the structural data recorded in the first session. The
resulting functional-to-structural transformation matrices, to-
gether with Talairach transformation matrices, were used to
warp the functional data into Talairach space.

The normalized 3D functional data were subsequently
recomputed along the mesh surfaces using BrainVoyager
(40962 vertices; summarizing activation from �2 mm to 2
mm around the approximate midcortical surface). The sur-
face-based functional data were then aligned using the
mapping vectors from the registration program.

Functional Data Analyses

First-level functional analyses involved z-transformation
of the BOLD signals, followed by application of the GLM
(general linear model) to obtain Beta values. The GLM anal-
yses used the difference of Gamma to model the BOLD
response (BrainVoyager default). For GLM analyses involv-
ing data from more than one participant, the functional
data were whitened by serial-correlation removal. These
analyses were performed using activations from surface-
based alignment for the whole-brain analyses and from vol-
ume-based alignment for the ROI analyses. For the whole-
brain analyses, the target cortical surfaces were inflated and
smoothed to allow visualization of activity in the folded
cortical areas, with the cluster size threshold set at 25.

Whole-Brain Functional Data Analyses

Whole-brain analyses used a random-effects GLM to
model the results from speech, nonspeech, and control
stimuli (i.e., VSP, video speech; VnSP, video nonspeech;
VC, video control; PLSP, point-light speech; PLnSP, point-
light nonspeech; PLC, point-light control), separately for
each hemisphere. ANCOVA was carried out on the
obtained Beta values for media (video and point-light) and
condition (speech, nonspeech, and control) as within-sub-
jects factors. Then second-level analyses evaluated activa-
tion levels between conditions. Four basic contrasts were
evaluated (df ¼ 22), VSP > VC, VnSP > VC, PLSP > PLC,
and PLnSP > PLC. The threshold significance level was
set using the false discovery rate (FDR) of 0.001. FDR was
computed using a custom MATLAB program based on
Genovese et al. [2002]. Subsequently, conjunction analysis
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(logical AND; see [Nichols et al., 2005]), was applied to
determine the common activations for speech, independ-
ent of media (VSP > VC and PLSP > PLC), and non-
speech, independent of media (VnSP > VC and PLnSP >
PLC). The direct contrasts of speech versus nonspeech
were also analyzed (df ¼ 22) (VSP > VnSP and PLSP >
PLnSP) with an uncorrected threshold P-value of 0.001.
For these two contrasts, a mask that preserved only the
significant positive activations from the corresponding ba-
sic contrasts was used, and therefore a correction for mul-
tiple comparisons was not applied [Beauchamp, 2005b].
The conjunction analyses of speech and nonspeech activa-
tions independent of media were also carried out on indi-
vidual participant data. The fixed-effects GLM was
applied to the two runs from each participant with an
uncorrected threshold P-value of 0.001 for each contrast
(VSP > VC, VnSP > VC, PLSP > PLC, or PLnSP > PLC).
Anatomical regions were identified and named using the
conventions in Damasio [2005].

Localizers and ROIs Analyses

To identify ROIs for each participant, a single-study
(single-scan) GLM was performed. Then second-level con-
trast analyses were carried out, using the obtained Beta
values to identify the active cortical areas for LOC (faces
þ scenery þ single objects >3 � scrambled objects), FFA
(3 � faces > scenery þ single objects þ scrambled objects),
and V5/MT (moving > stationary) with an uncorrected
threshold P-value of 0.001. The ROIs were subsequently
manually selected in BrainVoyager to obtain contiguous
supra-threshold voxels constrained to be within a 30 � 30
� 30 mm3 volume in each hemisphere.

In order to evaluate the responses in the ROIs for the
speech, nonspeech, and control conditions in video and
point-light media, a random-effects GLM was used to
extract the BOLD activation levels for each condition for
each voxel. The resultant Beta values within each ROI
were averaged per participant per hemisphere, resulting in
a 12 � 36 activation matrix (12 participants; 6 stimulus
conditions � 3 ROIs � 2 hemispheres), which was ana-
lyzed with SPSS (SPSS, 2006). Omnibus repeated measures
analysis of variance was carried out with media (video
and point-light) and condition (speech, nonspeech, and
control) as within-subjects factors for each ROI (LOC, FFA,
and MT), separately for each hemisphere.

RESULTS

Behavioral

Participants performed a one-back task for stimulus rep-
etitions in speech, nonspeech, and control conditions, and
their responses were converted to d’ sensitivity and bias
values [Macmillan and Creelman, 2005]. Repeated meas-
ures analyses of variance were carried out separately for

d’ and bias, with stimulus condition (speech, nonspeech,
and control) and media (point-light and video) as within-
subjects factors, and lipreading score as a covariate to stat-
istically control for lipreading ability. Bias did not vary
across conditions or media. The only significant main
effect was d’ for condition [F (2, 20) ¼ 9.956, P ¼ 0.001;
mean d’ control ¼ 1.9; mean d’ speech ¼ 2.2; mean d’ non-
speech ¼ 3.5]. In simple comparisons, d’ with nonspeech
was higher than with control [F (1, 10) ¼ 15.966, P ¼
0.003] and higher than with speech [F (1, 10) ¼ 15.966, P ¼
0.003]. The sensitivity to speech and control was similar.

Whole-Brain Results for Speech and Nonspeech

Stimuli Versus Controls

The whole-brain results for speech and nonspeech, each
contrasted with the tiled control condition within media
(point-light versus video), are shown in Figure 2. Numer-
ous common activations were obtained across stimulus
conditions and media. However, the point-light activations
were generally in fewer locations and less extensive, an
anticipated result, because the point-light stimuli are less
informative than the video stimuli. That the point-light
activations were a subset of the video activations is con-
sistent with the vividness of the percept with these stimuli
[Grossman and Blake, 2002]. That the activations were so
extensive despite being compared with the scrambled con-
trols supports that the activated areas in Figure 2 were
involved in more than the mere perception of motion.

Speech and nonspeech gestures were generally associ-
ated with more extensive activation of the left than of the
right hemisphere, except for the point-light nonspeech
stimuli, for which the lateral activity on the right was
more extensive than that on the left. Nonspeech stimuli
were associated with the most posterior activations and
with the more extensive mesial activations. The nonspeech
stimuli activated bilateral pSTS near the junction of the
STS and the inferior temporal sulcus, as was expected
given previous research on nonspeech biological motion
with humans [Beauchamp et al., 2003; Grossman and
Blake, 2002; Puce and Perrett, 2003; Puce et al., 2003] and
with monkeys [Oram and Perrett, 1994; Perrett et al.,
1985]. However, the speech stimuli did not activate those
pSTS areas above the level of the control stimuli.

Localizer Results

To view the possible contributions to speech and non-
speech processing from the visual areas V5/MT, FFA, and
LOC, repeated measures analyses of variance were carried
out for each ROI and hemisphere using mean Beta values,
with media and condition as within-subjects factors. The
bar graphs in Figure 3 summarize the results. Because a
blank screen baseline was not used, the graphed values
are relative to each other.
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V5/MT

On the left (Fig. 3A), the main effects of media [F (1, 11)
¼ 5.079, P ¼ 0.046] and condition [F (2, 22) ¼ 11.446, P ¼
0.000] were reliable, but their interaction was not. Bonfer-
roni-corrected paired comparisons for condition showed
that responses in the control and speech blocks were simi-
lar, but responses to nonspeech stimuli were greater than
to speech (P ¼ 0.000). Left V5/MT also preferred non-
speech to control stimuli (P ¼ 0.031).

On the right (Fig. 3D), media was not a reliable main
effect (P > 0.05), but condition [F (1, 11) ¼ 46.538, P ¼
0.000] was. The interaction of media and condition [F (2,
22) ¼ 8.644, P ¼ 0.002] was also reliable. Responses in the
point-light control and speech blocks were similar. But the
right V5/MT preferred point-light nonspeech to speech
[paired t (11) ¼ 9.247, P ¼ 0.000]. Responses to the video
speech were lower than to control [paired t (11) ¼ 3.128,
P ¼ 0.010] and lower than to nonspeech stimuli [paired t
(11) ¼ 8.254, P ¼ 0.000].

FFA

In FFA, in both hemispheres, activation was higher with
video than with point-light stimuli. On the left (Fig. 3B),

the main effects of media [F (1, 11) ¼ 127.570, P ¼ 0.000]
and condition [F (2, 22) ¼ 14.919, P ¼ 0.000] were reliable,
but their interaction was not. Bonferroni-corrected paired
comparisons showed no difference between control and
speech but reliably lower speech than nonspeech activa-
tions (P ¼ 0.002).

On the right (Fig. 3E), media [F (1, 11) ¼ 80.358, P ¼
0.000], condition [F (2, 22) ¼ 11.028, P ¼ 0.000], and their
interaction [F (2, 22) ¼ 7.286, P ¼ 0.004] were reliable.
Video speech activation was lower than video control
[t (11) ¼ 4.608, P ¼ 0.001], and lower than nonspeech [t (11)
¼ 6.723, P ¼ 0.000]. Point-light activation speech and con-
trol activations were not different (P > 0.05), but point-light
speech was lower than nonspeech [t (11) ¼ 3.614, P ¼
0.004].

LOC

In LOC, activation was higher with video than with
point-light stimuli. On the left (Fig. 3C), the main effects of
media [F (1, 11) ¼ 28.480, P ¼ 0.000] and condition [F (2,
22) ¼ 11.174, P ¼ 0.000] were reliable, but their interaction
was not. Bonferroni-corrected paired comparisons showed
that the left LOC preferred control stimuli (P ¼ 0.026) and
nonspeech stimuli (P ¼ 0.002) in contrast with speech.

Figure 2.

Whole-brain activations projected onto the folded cortical surface, with the FDR threshold ¼
0.001, and cluster size ¼ 25. A: VSP contrasted with its control, VC. B: VnSP contrasted with

its control, VC. C: PLSP contrasted with its control, PLC. D: PLnSP contrasted with its control,

PLC. (VSP, video speech; VnSP, video nonspeech; VC, video control; PLSP, point-light speech;

PLnSP, point-light nonspeech; PLC, point-light control).
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On the right (Fig. 3F), media [F (1, 11) ¼ 39.074, P ¼
0.000], condition [F (2, 22) ¼ 18.563, P ¼ 0.000], and their
interaction [F (2, 22) ¼ 6.051, P ¼ 0.008] were reliable.
Video speech activation was lower than control [t (11) ¼
4.528, P ¼ 0.001] and lower than nonspeech activation
[t (11) ¼ 5.363, P ¼ 0.000]. Point-light speech was lower
than control [t (11) ¼ 2.987, P ¼ 0.012] but not reliably dif-
ferent from nonspeech activation (P ¼ 0.059).

Additional ROI Analyses

Although the control stimuli presented high motion
speeds and incoherent motion, a striking result across
ROIs was the general pattern of reduced response with
speech relative to nonspeech and control stimuli. Greater
activation to nonspeech stimuli could possibly be attrib-
uted to higher motion speeds at rates more compatible
with visual area processing preferences, in the range of 4
to 16 degrees/s [Chawla et al., 1999]. Therefore, additional
analyses were carried out.

The method used to obtain retro-reflector speeds for Fig-
ure 1 in the Supporting Information online figures was
applied to obtain mean retro-reflector speed per stimulus.
In the Supporting Information online Figure 2, mean

speech stimulus speeds are shown to have been relatively
uniform and in the range of 0.73 to 1.79 degrees/s. Mean
nonspeech stimulus speeds were, with the exception of
one stimulus, within the similar range of 0.72 to 2.05
degrees/s: However, the gurn stimulus mean speed was
almost 4 degrees/s. In a run for which there were three
unique nonspeech blocks per media type, the gurn was
presented once in one of the blocks and twice in another.
To determine whether the gurn was responsible for the
pattern of nonspeech preferences in the ROIs, the non-
speech blocks were separated into ones with gurns versus
ones without, and the ROI analyses were rerun (see Sup-
porting Information online Fig. 3).

In V5/MT, reliable increases in activation for nonspeech
versus speech stimuli were present, even without the gurn
stimulus. The left FFA results suggested that the greater
activation for nonspeech stimuli did depend on the inclu-
sion of the gurn stimulus. On the right and with video
stimuli, the higher activation in FFA activation did not
depend on the gurn. However, with point-light stimuli the
gurn and nongurn stimuli differed, and the contrast with
speech was reliable only when the gurn was included in
the contrast. The results for the LOC showed a similarly
complex pattern. Bilaterally, the activation was higher for
video nonspeech, without the gurn. But the point-light

Figure 3.

Mean relative activations for video and point-light in the ROIs

for the left hemisphere (LH) in (A) V5/MT, (B) FFA, and (C) LOC,

and for the right hemisphere (RH) in (D) V5/MT, (E) FFA, and (F)

LOC. Simple contrasts with Bonferroni corrections on the main

effects of condition and their levels of significance (A, B, C). Paired-

t tests on the interactions and their levels of significance (D, E, F).

Activations extracted from the TVSA are shown in (G) without sta-

tistics. (Note x-axis labels: C, control; SP, speech; nSP, nonspeech).
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speech differed only with the nonspeech blocks with
gurns. Overall, the pattern of results, independent of the
inclusion of the gurn stimulus, suggests that nonspeech
activates V5/MT more strongly than speech. FFA and
LOC are more strongly activated by video nonspeech and
by point-light nonspeech that includes gurns. Interestingly,
gurning has been considered a very good control stimulus
for speech motion [Calvert et al., 1997; Hall et al., 2005;
MacSweeney et al., 2002], yet from the perspective of con-
trolling for speed across stimulus types, here it produced
a complex pattern of results likely due to its more extreme
motion characteristics.

Activations Independent of Media in Group

Analyses

Logical conjunctions [Nichols et al., 2005] were com-
puted on the whole-brain results from the main experi-

ment in order to isolate activation due to speech versus
nonspeech stimuli, independent of media (i.e., natural
video vs. point-light). Activations associated with the
video speech were contrasted with activations for the
video control, as were activations for video nonspeech
stimuli; and activations associated with the point-light
video speech were contrasted with activations for the
point-light control, as were activations for the point-light
nonspeech. Then the supra-threshold results were pro-
jected onto the cortical surface (see Fig. 4). Because point-
light stimuli presented primarily motion information, little
configural information, and no other information about the
face, responsive areas in these conjunctions are interpreted
as the areas most concerned with processing the phonetic
and nonspeech gestural information.

Left Hemisphere

Table I lists the anatomical locations of activations that
were suprathreshold in the conjunction analyses. Speech
activations were obtained in the temporal lobe (STG, STS,
MTG), the parietal lobe (inferior parietal lobe/supramargi-
nal gyrus, IPL/SMG; inferior postcentral sulcus, postCS),
and the frontal lobe (pars orbitalis, porb; Broca’s area -
pars opercularis, po; inferior and superior precentral
gyrus, preCG). Nonspeech activations were obtained in
the temporal lobe (MTG, STS), the parietal lobe (IPL/SMG;
the superior parietal lobe, SPL), and the frontal lobe (porb,
preCG). Mesial responses were almost exclusively to non-
speech, except for the mesial central sulcus (CS) responses.

Right Hemisphere

Suprathreshold speech activations were in the mSTG/
mSTS, IPL/SMG, the preCG, the porb, the postCG, and
the mesial CS (see Table I). Activations associated with
nonspeech were obtained in the right mSTG/mSTS, pSTS,
pMTG, IPL/SMG, inferior postCS, preCG, SPL, and
mesially, the CS, CingS, and preCun/rSP.

Figure 4.

Group conjunction analyses for speech and non-speech activa-

tions independent of media (i.e., video and point-light). Activa-

tions in red are speech greater than the relevant control,

independent of media. Activations in green are nonspeech

greater than the relevant control, independent of media.

TABLE I. Cortical areas activated in response to speech or nonspeech gestures, independent of media (i.e., video

or point-light)

Hemisphere
mSTG/
mSTS

pSTS/
pMTG mMTG pMTG

IPL/
SMG

Inf
postCS

Inf/Sup
preCG SPL porp po mesCS SFG FP pCingS

preCun/
rSP

Speech
LH H H H H H H H H
RH H H H H H H H

Nonspeech
LH H H H H H H H H H H H H
RH H H H H H H H H H H H

pCingS, posterior cingulate sulcus; FP, frontal pole; IPL, inferior parietal lobe; mesCS, mesial central sulcus; mMTG, middle middle tem-
poral gyrus; mSTG, middle superior temporal gyrus; mSTS, middle superior temporal sulcus; postCS, postcentral sulcus; po, pars oper-
cularis; porb, pars orbitalis; preCG, precentral gyrus; preCun, precuneus; pMTG, posterior middle temporal gyrus; pSTS, posterior
superior temporal sulcus; rSP, retrosplenial area; SFG, superior frontal gyrus; SMG, supramarginal gyrus; SPL, superior parietal lobe;
rSP, retrosplenial area.
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Activations Independent of Media in Individual

Participant Analyses

Because of the possibility that the group conjunction
analyses prevented us from seeing individual participant
activation patterns, consistency was analyzed. Supporting
Information online Figure 4 shows, per voxel, the number
of participants with suprathreshold activation in the group
conjunction analyses with alignment in group space. The
results suggest that individual activations might not be
well-represented by the group analyses. Therefore, analo-
gous to the group conjunction analyses, individual partici-
pant conjunction analyses were carried out, and the results
were projected onto the individuals’ own anatomical scans
(see Fig. 5, and the right hemisphere Supporting Informa-
tion online Fig. 5). Supporting Information online Figure 7
shows the individual TVSA ROIs that were manually
selected based on the individual conjunction analyses.

The individual results did not support the hypothesis
that visual speech perception relies on the primary audi-
tory cortex: No activation was suprathreshold for Heschl’s
gyrus in right or left hemispheres. Nor were the results in
support of the mirror neuron hypothesis: Only four out of
12 left hemispheres demonstrated activation in Broca’s
area (po) or its right homologue. However, 10 out of 12

left hemispheres showed activation of the pSTS and/or
the pMTG in response to speech, a result that is consistent
with the hypothesis that this late vision area integrates the
visual speech cues. The individual analyses provide good
evidence for specificity [Kanwisher et al., 1997] of speech
versus nonspeech activations: nonspeech activations were
mostly distinct and posterior to speech activations. How-
ever, the individual results demonstrate considerable pos-
terior anatomical variation in locations responsive to
speech versus nonspeech.

General Discussion

This study was carried out in order to localize visual
phonetic integration, that is, to localize the area/s in the
bottom-up lipreading pathway that are responsible for
generating linguistically relevant descriptions of visual
speech cues. Analyses of activations within the function-
ally defined FFA, LOC, and V5/MT ROIs disclosed signifi-
cantly less activation for speech relative to nonspeech and
control stimuli, thus, removing these sites as ones special-
ized for phonetic cue integration. In group analyses, acti-
vation to speech and to nonspeech gestures was obtained
in the bilateral posterior STS and MTG, but the activations

Figure 5.

Individual participant conjunction analyses for speech and nonspeech left-hemisphere activations

independent of media (i.e., video and point-light). Activations in burgundy are speech greater

than the relevant control, independent of media. Activations in green are nonspeech greater

than the relevant control, independent of media. Each individual’s lipreading screening (ls) score

is noted.
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to nonspeech extended more posteriorly than activation to
speech. In individual analyses, distinct activations were
obtained in the posterior STS and MTG for visual phonetic
processing contrasted with nonspeech processing in an
area we call the TVSA. We suggest that TVSA integrates
phonetic visual cues and projects phonetic representations
anteriorly to areas that are also responsive to auditorily
perceived speech segments (consonants and vowels) [Ben-
son et al., 2006; Binder et al., 2000; Liebenthal et al., 2005;
Scott et al., 2006].

To demonstrate specificity for speech activations in the
TVSA, the manually labeled TVSA ROIs were used to
extract the mean activations due to control, speech, and
nonspeech across video and point-light stimuli. Figure 3G
shows the results without statistical analyses and for only
those 10 participants for whom a TVSA could be identi-
fied. Additional studies with independent data [Kriege-
skorte et al., 2009; Vul et al., 2009] are needed to assess
statistically the specificity [Kanwisher et al., 1997] of the
TVSA. Nevertheless, Figure 3G demonstrates that activa-
tions were approximately twice the value to speech than
to nonspeech in video and approximately three times the
value to speech than to nonspeech in pointlight, consistent
with previously reported examples of stimulus specificity
[Downing et al., 2001; Kanwisher et al., 1997].

Visual Speech Processing Pathway

Three alternate hypothetical pathways for visual pho-
netic cue processing were outlined in the introduction.
One was that visual phonetic cues are not integrated into
a visual phonetic description per se but are fed forward
into the early bottom-up auditory pathway, possibly as
early as PAC [Calvert et al., 1997; Calvert and Campbell,
2003; Pekkola et al., 2006; Sams et al., 1991], after which
they are processed as though they were auditory phonetic
cues. This hypothesis implies that visual phonetic speciali-
zation will not be found upstream in visual cortical areas.
A second hypothesis was that the phonetic cues are inte-
grated within the mirror neuron system [Calvert and
Campbell, 2003; Skipper et al., 2005], a region comprising
the inferior frontal cortex and areas in the parietal and
temporal cortex [Rizzolatti and Craighero, 2004]. The third
hypothesis was that the integration of sensory input is in
the late vision processing pathway [Bernstein et al., 2004;
Ponton et al., 2009].

With regard to the first hypothesis, supra-threshold acti-
vation of the PAC region, including Heschl’s gyrus, was
not obtained in this study. The human PAC appears to be
organized similarly to that of the macaque, with a core,
surrounded by a belt, which is surrounded by a parabelt
[Kaas and Hackett, 2000]. In primates, the input from the
ventral medial geniculate body (vMGB) activates the core
areas of auditory cortex. Core areas activate the numerous
belt areas, which in turn activate the parabelt areas. How-
ever, direct projections from the MGB to the belt areas in

primates appear to modulate rather than activate [Egger-
mont, 2001]. The mSTG and middle dorsal bank of the STS
are thought to be homologous to the monkey parabelt area
[Uppenkamp et al., 2006]. In monkey caudal PAC, some
neurons respond more strongly to auditory stimuli in the
context of visual stimuli, and there are discernable supra-
threshold responses to visual stimuli alone; but visual
stimuli mostly result in a modulation of auditory activa-
tions in the caudal core and belt of auditory cortex [see
also, Cappe et al., 2009, 2008]. Although speech stimuli
were associated with activation in middle STS/STG in this
study, there was not evidence that these activations were a
consequence of PAC area activation.

The second hypothetical pathway is within the mirror
neuron system [Calvert and Campbell, 2003; Rizzolatti and
Craighero, 2004; Skipper et al., 2005]. Activation in po
(Broca’s area) was obtained in the group conjunction anal-
ysis (see Fig. 4) but inconsistently in the individual analy-
ses (see Fig. 5). In direct comparisons between speech and
nonspeech in video separately from pointlight, po activity
was obtained only with video stimuli (see Supporting In-
formation online Fig. 6). Inferior frontal activity is associ-
ated with interpretation or speech category identification,
which is easier with the higher information content of
video speech. Auditory phonological processing tasks,
including tasks related to explicit working memory, acti-
vate po [Poldrack et al., 1999; Vigneau et al., 2006]. In Has-
son et al. [2007], reduced activation in frontal cortical
regions was considered evidence for abstract coding, when
audiovisual physical speech stimuli varied but perception
was similar. In that study, an area of left po localized with
visual speech stimuli showed reduced activation under
conditions of similar perception but different stimuli, con-
sistent with a category processing role for left po. Thus,
the current results are more consistent with ones that
assign a higher level of psycholinguistic processing,
beyond visual phonetic cue integration, to frontal cortex.

Finally, the hypothesis that phonetic sensory input is
integrated by late vision, that is, a region in left pSTS/
pMTG-the TVSA-does receive support. Group and individ-
ual results showed patches of cortex that responded signif-
icantly more to visual speech than to nonspeech stimuli.
We suggest that the stimulus conditions presented in this
study were an effective localizer for the site of visual pho-
netic cue integration.

While previous studies reported posterior temporal acti-
vations with visual speech [Bernstein et al., 2002; Calvert
and Campbell, 2003; Capek et al., 2008; Hall et al., 2005],
the design of those studies precluded precision in defining
the area’s function. By comparing nonsense syllable speech
and nonspeech face motion under video and point-light
conditions, relative to tiled control stimuli, the likelihood
was increased here that sites of phonetic cue integration
would be localized. Individual conjunction analyses (Fig. 5
and Supporting Information online Fig. 5) and extracted
activations (Fig. 3G) suggest there to be cortical specificity
[Kanwisher et al., 1997] between speech and nonspeech
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processing areas. However, the claim is not that the TVSA
is responsible for categorizing visual speech information:
The claim is that TVSA provides a linguistically relevant
integration of cues that is projected for categorization by
other areas [c.f., Pelphrey et al., 2005; Thompson et al.,
2007], specifically, the more anterior mSTG/mSTS area
previously identified as having a role in auditory speech
perception [Benson et al., 2006; Binder et al., 2000; Lieben-
thal et al., 2005; Scott et al., 2006].

Relationships to Auditory Phonetic Perception

The left mSTG/mSTS was activated by visual speech.
Previous research on auditory speech and complex audi-
tory nonspeech perception suggest that the left mSTG/
mSTS analyzes complex sounds and vocalizations [Benson
et al., 2006; Binder et al., 2000; Liebenthal et al., 2005; Scott
et al., 2006]. The more dorsal temporal cortex, including
Heschl’s gyrus, the planum temporale, and the adjacent
STG, is responsive to both speech and nonspeech complex
sounds [Binder et al., 2000; Scott et al., 2000; Scott et al.,
2006]. Consensus has not been achieved regarding whether
left mSTG/mSTS is responsible for auditory phonetic
descriptions or for abstract phoneme categorizations [Ben-
son et al., 2006; Binder et al., 2000; Liebenthal et al., 2005;
Obleser et al., 2007; Scott et al., 2006]. The left mSTS has
been shown to be more responsive to speech phoneme cat-
egories than to complex nonspeech sounds and, therefore,
might be specifically involved in speech phoneme categori-
zation [Liebenthal et al., 2005; Obleser et al., 2007; Scott
et al., 2006]. The left mSTG/mSTS visual speech activation
shows that the area is not specific to complex auditory
stimulus processing. Furthermore, if TVSA is responsible
for phonetic integration, then category processing in
mSTG/mSTS for visual speech would be consistent with
some of the results for auditory speech. Given that the
speech stimuli were easily recognized as speech, and all of
the participants performed the one-back task adequately, a
possibility is that recognizing the stimuli as speech is suffi-
cient to activate the mSTS/mSTG. However, common acti-
vation by auditory and visual phonetic input does not
necessitate that representations are amodal [c.f., Rosenblum,
2008]: Modality-specific auditory and visual representations
can intermingle in the same region [Meredith, 2002].

Individual Differences

The individual conjunction analyses (see Fig. 5) and the
consistency analyses (Supporting Information online Fig.
5) show that the TVSA anatomical locations vary across
individuals. Supporting Information online Figure 7 shows
the individual TVSA ROIs that were manually selected
based on the individual conjunction analyses. If these
ROIs are accurate, and if phonetic processing is related to
lipreading performance [Bernstein et al., 2000], activation
in TVSA should be related to lipreading performance. Lip-

reading ability varies greatly in both deaf and hearing
populations [Auer and Bernstein, 2007; Bernstein et al.,
2000; Mohammed et al., 2005]. If a sample comprises varia-
tion among lipreaders, that variation could assist in identi-
fying cortical areas that are relevant to lipreading skill. Hall
et al. [2005] reported a positive correlation between left STG
activation and sentence lipreading, but that correlation
could be ascribed to higher-level psycholinguistic sentence
processing subsequent to phonetic perception. Paulesu et al.
[2003] reported negative correlations between a word lip-
reading task and activation in left temporal and frontal cor-
tices, but again the lexical stimulus content precludes
inferences concerning phonetic cue processing.

Here, in order to explore the results further, we
obtained the mean activations for speech versus control
and nonspeech versus control in the TVSA ROIs and cor-
related them with lipreading scores. However, the results
are considered extremely preliminary due to the noninde-
pendence of the ROI selection versus the activations that
entered the correlation [Kriegeskorte et al., 2009; Vul et al.,
2009]. The lipreading scores for the participants here var-
ied between 6 and 79 words correct out of 257, which is a
relatively restricted range; and the number of participants
was only 10, because TVSA was not localized in two par-
ticipants (one with a lipreading score of 6 and the other
with a score of 29). The resulting correlations were: video
speech and lipreading scores, r ¼ 0.12; video nonspeech
and lipreading scores: r ¼ �0.39 (P < 0.10, one-tailed);
point-light speech and lipreading scores: r ¼ 0.35 (P <
0.10, one-tailed); and pointlight nonspeech and lipreading
scores: r ¼ �0.09. The two marginally significant correla-
tions are consistent with specificity in TVSA for speech
processing. Future studies are needed with independent
TVSA ROI localizer runs versus independent experimental
runs and a larger participant sample to determine whether
the TVSA is activated in relationship to lipreading ability.

Nonspeech Face Gesture Processing

Puce and Perrett [2003], in their review of the literature
on temporal lobe responses to biological motion, show that
speech and other biological motions have been reported
across a fairly wide range of the middle and posterior STS.
Ours is the first study, to our knowledge, to compare
speech face motion directly to nonspeech face motion with
gestures other than gurns and to quantify the stimulus
motion speeds. Thus, here a conclusion can be made more
strongly that speech face cues are integrated more anteri-
orly in the temporal lobe than nonspeech face motion.
Thompson et al. [2007] show that the right STS responds
similarly to face and hand movement and to radial gratings,
supporting the view that this area provides a visual
description to higher levels of processing but does not code
that description in relationship to specific body parts [c.f.,
Pelphrey et al., 2005]. In the current study, the possibility of
a correlation between lipreading scores and activation in
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pSTG/pMTG for speech and for nonspeech stimuli suggests
that individuals vary not only in their visual speech percep-
tion skills but also in their perception of nonspeech motion
for the face and other body parts. But strong conclusions
about this issue must await further study.

V5/MT, FFA, and LOC ROIs

No support was obtained for specialized speech process-
ing in the cortices for which functional localizers were
applied, that is, for the FFA, LOC, and V5/MT, although
activations in those areas have been reported for visible
speech [Calvert and Campbell, 2003; Campbell et al., 1986,
1997; Capek et al., 2008; Santi et al., 2003]. Tiled control
stimuli were very effective in removing activations that
could be attributed to motion per se and face attributes
that survived in the controls, such as the face configura-
tion and eye movements. The coherent point-light stimuli
were more effective than video stimuli for activating V5/
MT. But in addition, the difference between stimulus
conditions showing significantly greater activation with
the nonspeech stimuli, suggests that a functional process-
ing distinction exists at the level of V5/MT for two dif-
ferent forms of face biological motion. This distinction
could be due to feedback mechanisms from higher levels
of analysis. Paulesu et al. [2003] obtained significantly
less activation in a lipreading words condition versus a
backward words condition with the same words, an
interesting contrast in which the stimulus motions were
the same but their function different. Santi et al. [2003],
and Calvert and Campbell [2003] reported right V5/MT
activation for visible speech, but in Calvert and Camp-
bell, the contrast was between still video and moving
video taken from speech, and in Santi et al., the contrast
was point-light speech versus body movement. That is,
speech as a motion stimulus does activate V5/MT, as it
did here, but when the stimuli are closely matched,
response differences arise, perhaps, as a result of feed-
back from higher-level processing. The FFA results are
consistent with previous investigations of nonspeech face
motion activating the fusiform gyrus [Puce and Perrett,
2003]. In Campbell et al. [2001], the right FFA was
reported to be more active for speech than for gurning, a
result that is different from ours, and for which no ready
explanation is available.

LOC is considered to be important for processing visual
shape information [Grill-Spector et al., 2001]. It responds
preferentially to images of objects versus those of textured
patterns [Malach et al., 1995]. fMRI studies have also sug-
gested that LOC is involved in processing tactile shape in-
formation but not auditory representations of objects
[Amedi et al., 2001]. Observations of cross-modal priming
effects in LOC suggest that the area is engaged in repre-
senting higher-order shape information accessible by
vision or touch [Beauchamp, 2005a]. The finding here of
greater activation to control and nonspeech stimuli versus

speech might be due to speech suppressing activation
related to shape or configural processing of face stimuli.

Point-Light Stimuli

Both dynamic and pictorial/configural information is
used in visual speech perception [Calvert and Campbell,
2003]. However, Jordan et al. [2000] showed that point-
light stimuli were less effective than gray-scale video stim-
uli for influencing perceptual identification under audiovi-
sual conditions [see also, Rosenblum and Saldana, 1998].
Why then were the point-light stimuli in the current study
effective in activating areas in common with video speech?
The effectiveness of point-light stimuli is predictable if
indeed they capture perceptually relevant information.

Previously, Jiang et al. [2007] showed a high correlation
between perceptual dissimilarity structure for lipreading
nonsense syllables and the physical dissimilarity structure
for the same syllables represented by the 3D coordinates or
retro-reflectors tracked over time. The same type of 3D,
coordinate data was used here to synthesize the point-light,
stimuli. The current results converge with those of Jiang
et al. in suggesting that the dynamic face motion of discrete
points on the face is perceptually relevant for speech proc-
essing. Santi et al. [2003], in a study designed to compare
point-light speech to point-light walking or jumping,
showed similar responses to those in this study, when the
speech was compared with a moving dot control.

CONCLUSIONS

Deaf individuals, whose speech perception relies exclu-
sively on vision, show that speech perception is not a spe-
cialization of the auditory system per se [Andersson and
Lidestam, 2005; Auer et al., 2007; Bernstein et al., 2000].
Here, we sought evidence in adults with normal hearing
for the cortical location/s responsible for generating lin-
guistically relevant visual descriptions of the cues afforded
by the talking face. The use of video and point-light stim-
uli to convey speech, nonspeech, and control stimuli
resulted in evidence that phonetic cue integration is carried
out in a specialized region of the pSTS/pMTG. We propose
that this is the temporal visual speech area - the TVSA. Our
results on participants that varied in lipreading expertise
give some additional preliminary support for this attribu-
tion. We also suggest that the left middle STS/STG area is
the site of phonemic categorization for visual and auditory
speech stimuli. Thus, we propose that there are two parallel
processing paths for speech cue integration [Bernstein et al.,
2004], one that follows the hierarchical organization of the
auditory system and the other that follows the hierarchical
organization of the visual system. Each type of stimulus
has its own attributes that are intrinsic to the signals by
which it is conveyed. The role of phonetic cue integration is
to condition the modality-specific information for subse-
quent higher-level psycholinguistic processing.
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