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A growing body of data supports a role for protein motion in
enzyme catalysis. In particular, the ability of enzymes to sample
catalytically relevant conformational substates has been invoked
to model kinetic and spectroscopic data. However, direct experi-
mental links between rapidly interconverting conformations and
the chemical steps of catalysis remain rare. We report here on
the kinetic analysis and characterization of the hydride transfer
step catalyzed by a series of mutant thermophilic alcohol dehydro-
genases (ht-ADH), presenting evidence for Arrhenius prefactor
values that become enormously elevated above an expected value
of approximately 1013 s−1 when the enzyme operates below its
optimal temperature range. Restoration of normal Arrhenius
behavior in the ht-ADH reaction occurs at elevated temperatures.
A simple model, in which reduced temperature alters the ability of
the ht-ADH variants to sample the catalytically relevant region of
conformational space, can reproduce the available data. These
findings indicate an impaired landscape that has been generated
by the combined condition of reduced temperature and mutation
at a single, active-site hydrophobic side chain. The broader implica-
tion is that optimal enzyme function requires the maintenance of a
relatively smooth landscape that minimizes low energy traps.

A complete understanding of the origins of the remarkable
rate acceleration and specificity achieved by enzymes

remains elusive. Increasingly, studies on the fundamental basis
for enzymatic catalysis have focused on the requirement for a
range of protein motions in order to achieve efficient enzyme
catalysis. Among these, evidence for a class of motion termed
conformational sampling (or preorganization) has begun to accu-
mulate recently (cf. refs. 1–4). The impact of such motions can be
seen either in the formation of an enzyme–substrate complex or
in its subsequent conversion to product.

For example, a recent study of adenylate kinase implicates a
temperature-dependent preequilibrium among conformers that
are either “competent” or “incompetent” toward ligand binding
(5). In the context of catalysis, studies of single-enzyme molecules
indicate multiple, slowly interconverting conformers that lead to
product with different rate constants (6–8). Extensive work on
dihydrofolate reductase has shown the role of slow loop closures
that occur along the reaction coordinate with the same (millse-
cond) time constants as catalysis (9, 10).

Although computational studies also suggest a role for rapid
conformational sampling in enzyme reactions (11, 12), demon-
strating the direct link of these motions to catalysis is quite
challenging. In this study, we use the thermophilic alcohol dehy-
drogenase from Bacillus stearothermophilus (ht-ADH) as a system
to examine the presence of rapidly interconverting protein sub-
states during catalysis. The ht-ADH catalyzes the transfer of a
hydride equivalent from an alcohol donor to an NADþ cofactor,
and previous studies have shown that ht-ADH carries out its
reaction via quantum tunneling, with the kinetic parameters and
tunneling properties undergoing an abrupt break near 30 °C (13).
The observed kinetic changes correlate with a change in enzyme
flexibility, as monitored by hydrogen–deuterium exchange (14).
Above 30 °C, where the enzyme has greater demonstrable flexibil-
ity, a rapid sampling of multiple protein conformers appears

essential to achieve the short hydrogen donor–acceptor distances
compatible with the observed temperature-independent kinetic
isotope effects (13, 15, 16). Below 30 °C, the enthalpy of activa-
tion increases by approximately 7 kcal∕mol, resulting in a down-
ward break in the Arrhenius plot, while the magnitude and trends
in the primary hydrogen kinetic isotope effects rule out a change
in rate-determining step. The origins of the break in behavior at
30 °C have generated much interest because, in the absence of
trivial origins such as a change in rate-determining step or an
irreversible loss of enzyme activity, abrupt changes in the slope
of an Arrhenius are not expected.

A number of previous theoretical approaches have explored
possible explanations for the experimental results. In one in-
stance, it was shown that convex Arrhenius curves can arise from
a temperature-dependent equilibrium between two enzyme con-
formations with different kinetic properties (17). Alternatively,
noting that the Arrhenius prefactor (cf. Eq. 2) takes on an unu-
sually high value (approximately 1017 s−1) below 30 °C, Marcus
proposed a glass-like dynamical transition at the experimental
breakpoint (18). Such an explanation is consistent with the hydro-
gen–deuterium exchange measurements indicating decreased
flexibility below 30 °C (14). In the present work, we combine site-
specific mutagenesis with temperature effects in the ht-ADH,
focusing on the two hydrophobic side chains, Val 260 and Leu
176, that reside behind the region where the nicotinamide ring
of the cofactor NADþ is expected to bind. Both residues had
been singled out previously as being part of the protein dynamical
transition at 30 °C (19) and are further implicated by present
modeling of NADþ into the published X-ray structure for a com-
plex between ht-ADH and an inert alcohol substrate (20) (Fig. 1).
Remarkably, the combination of perturbants described herein
produces experimental Arrhenius prefactors (Aobs) as large as
1025 s−1. (Aobs, EaðobsÞ, ΔH‡, and ΔS‡ are used to refer to mea-
sured parameters, in distinction from Aint, EaðintÞ, ΔH‡

int, and
ΔS‡int, which refer to a theoretical value intrinsic to a unimole-
cular decomposition reaction.) Critical controls rule out tempera-
ture-dependent protein unfolding or oligomerization, and pH
effects, as the origin of the unusual behavior. We propose that
highly inflated Arrhenius prefactor values arise as the result of
trapping of protein into catalytically inactive regions of conforma-
tional space that become increasingly populated below 30 °C. The
Arrhenius behavior that emerges from these experimental data
provides an unexpected link between protein conformational
landscapes and catalysis.

Results
The impact of mutagenesis at Val 260 and Leu 176 on kinetic
parameters is to reduce the value of the unimolecular rate con-
stant kcat 4- to 60-fold at a reference temperature of 30 °C; this is

Author contributions: Z.D.N. and J.P.K. designed research; Z.D.N. and M.D. performed
research; Z.D.N., M.D., B.J.B., and J.P.K. analyzed data; and Z.D.N. and J.P.K. wrote the paper.

The authors declare no conflict of interest.
1To whom correspondence should be addressed. E-mail: klinman@berkeley.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/
doi:10.1073/pnas.1104989108/-/DCSupplemental.

10520–10525 ∣ PNAS ∣ June 28, 2011 ∣ vol. 108 ∣ no. 26 www.pnas.org/cgi/doi/10.1073/pnas.1104989108

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1104989108/-/DCSupplemental


accompanied by elevated values for the Michaelis constant, Km
(NADþ), particularly for L176G and L176Δ, and little change in
values for Km (alcohol) (Table 1). The values for Dkcat at 30 °C
indicate that hydride transfer has remained rate-determining
in every case (Table 1); in addition, the observed break in the
Arrhenius plot for the wild-type enzyme is retained (Fig. 2).
Temperature-dependent kinetic data are tabulated in Table S1.
Above the breakpoint, the activation parameters of the mutants
show only small changes relative to wild type (Table 2). However,
at temperatures below the breakpoint, the activation parameters
for the mutant enzymes become strikingly divergent (Table 3). In
each instance, below approximately 30 °C ΔH‡ is increased and
compensated at the break by an equivalent increase inΔS‡. When
an Arrhenius prefactor is calculated from these data, values are
found that greatly exceed the expected value of approximately
1013 s−1 (21). A unique feature of this system is the lack of a
detectable change in rate for both wild-type and mutant enzymes
at their respective temperature breakpoints (Fig. 2), meaning that
the abrupt increases in ΔH‡ below the breakpoint necessitate the
corresponding increase in Aobs. This allows a precise and repro-
ducible estimate of Aobs values for wild-type and mutant enzymes
that is distinct from any uncertainty that may arise from very long
extrapolations of Arrhenius plots.

Values of Aobs far in excess of 1013 s−1 indicate an unusual tem-
perature dependence for chemical reactions modeled by transi-
tion state theory (21–24). To confirm that this kinetic behavior
reflects properties intrinsic to the chemical reaction, we explored
possible mechanisms by which processes other than hydride
transfer might contribute to the observed temperature depen-
dence of kcat. All mutants show kinetic isotope effects similar
to wild-type enzyme with no evidence for a change in rate-
determining step as a function of temperature. A number of
critical controls were performed using one of the enzymes with
the most deviant behavior, V260A. Because wild-type ht-ADH
has a rate-controlling pKa that is greater than 7, the pKa for
V260A was determined by measuring kcat in the pH range of
6.0 to 9.0 at 10, 30, and 45 °C. As shown in Fig. 3A, the pKa varies

only slightly with temperature, with estimated values of 7.6, 7.8,
and 7.8 at 45, 30, and 10 °C, respectively. To determine whether
the active enzyme tetramer dissociates or aggregates into an
inactive form at low temperature, analytical size-exclusion chro-
matography was performed. At 4 °C, V260A exists overwhel-
mingly as a tetramer, with no activity observed in the minor
peaks eluting as dimer or monomer (Fig. 3B). This rules out trap-
ping of enzyme into inactive oligomers at reduced temperatures.
The observed catalytic activity was a linear function of enzyme
concentration, further supporting the conclusion that the tetra-
meric form of enzyme is stable and functional under the assay
conditions. To test for temperature-dependent protein unfolding,
circular dichroism (CD) spectra were collected at multiple tem-
peratures for V260A and were found to be superimposable with
each other, confirming that the secondary structure of the enzyme
remains unchanged (Fig. 3C). As an additional test for protein
unfolding at low temperature, tryptophan and tyrosine fluores-
cence were measured and found to decrease monotonically
and reversibly both above and below the breakpoint (Fig. 3D).
The lack of a detectable break in the CD and fluorescence mea-
surements indicates little or no change in the average structure of

Fig. 1. Active site of ht-ADH. The NADþ cofactor (blue) has been modeled
into the X-ray structure for ht-ADH, which was solved previously in the
presence of trifluoroethanol (red), a substrate analog 21 (20). The side chains
of mutated active site residues, L176 (yellow) and V260 (orange) are rendered
in spheres.

Table 1. Kinetic parameters for ht-ADH variants at pH 7, 30 °C

Enzyme kcat, s−1
Km (Alcohol),

mM
Km (NADþ),

mM Dkcat*

Wild type 24.9 (±2.5) 6.8 (±0.5) 1.1 (±0.1) 3.2 (±0.2)
L176V 1.7 (±0.1) 5.3 (±0.9) 1.2 (±0.2) 4.1 (±0.4)
L176A 2.8 (±0.3) 5.8 (±1.5) 2.6 (±0.6) 4.1 (±0.6)
L176G 7.7 (±1.4) 9.8 (±3.4) 25 (±8) 4.0 (±1.1)
L176Δ 0.43 (±0.09) 7.5 (±3.5) 37 (±14) 4.3 (±1.3)
V260A† 2.4 (±0.2) 4.2 (±0.8) 10 (±1.6) 4.1 (±0.7)

*This is the ratio of kcat measured with H-benzyl alcohol to that measured
with D-benzyl alcohol.

†The Arrhenius break for V260A is at approximately 40 °C; the rest
are at 30 °C.

Fig. 2. Arrhenius plots for the wild-type enzyme and the five mutants
studied here.

Table 2. Activation parameters for ht-ADH variants
at pH 7, above the Arrhenius break

Enzyme ΔH‡, kcal∕mol TΔS‡, kcal∕mol LogðAobsÞ
Wild type 14.7 (±0.5) −1.2 (±0.5) 12.4 (±0.3)
L176V 17.9 (±0.6) 0.6 (±0.6) 13.7 (±0.4)
L176A 15.3 (±0.5) −1.8 (±0.4) 12.0 (±0.3)
L176G 15.0 (±0.5) −1.5 (±0.5) 12.1 (±0.3)
L176Δ 12.8 (±0.4) −5.3 (±0.4) 9.4 (±0.3)
V260A* 13.6 (±1.0) −3.3 (±0.9) 10.9 (±0.6)

*The breakpoint for this mutant is at 40 °C; the rest are at 30 °C.ΔH‡

is the enthalpy of activation, ΔS‡ is the entropy of activation, and
Aobs is the observed Arrhenius prefactor, as defined in the text.
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the protein, implicating subtle changes in protein dynamics/
flexibility as the origin of the observed kinetic effects. Such a con-
clusion is consistent with earlier hydrogen–deuterium exchange
experiments that demonstrated a change in local protein flexibil-
ity for the wild-type protein below 30 °C (14).

Discussion
Mounting data for enzymes that transfer hydrogen by a tunneling
mechanism have led to a model for enzyme catalysis that impli-
cates at least two classes of protein motion (15, 16, 25–30).
Tunneling has been modeled with an expanded Marcus-like
equation that assigns the thermal reaction barrier to the environ-
mental reorganization terms that produce transient degeneracy
between reactant and product wells and lead to sampling of a
range of donor–acceptor distances (31–33). Because tunneling
requires a short donor to acceptor distance (approximately 2.8 Å)
that is not represented in static X-ray structures (typical distance
of 3.2 to 3.4 Å), the enzyme must be able to sample a range of
protein substates in order to achieve a tunneling configuration.

This can be accomplished in two distinct ways. The reduced
distance can be reached via a local, picosecond–nanosecond
timescale distance sampling contribution to the reorganization
barrier (29–40). Evidence for distance sampling has been ob-
tained repeatedly from highly temperature-dependent kinetic
isotope effects and has been discussed extensively in the literature
(refs. 15, 16, 29–42, and references therein). Alternatively, a sec-
ond, more global type of motion on the nanosecond–millisecond
timescale, termed conformational sampling (preorganization), is
capable of a transiently formed, very short donor–acceptor
tunneling distance, which eliminates the need for significant dis-
tance sampling. This second means of reaching tunneling-ready
distances has been invoked in the context of the repeated obser-

vation of temperature-independent kinetic isotope effects for en-
zymes functioning under their physiological conditions and with
their preferred substrates (15, 16). Impaired enzyme function in
the presence of modifications distal to the active site (16) or at
cryogenic temperatures has previously been attributed to the dis-
ruption of functional conformational sampling (27, 43). In the
present work, we argue that anomalous Arrhenius preexponential
factors provide a previously unrecognized probe of the role of
conformational sampling in enzyme reactions.

The expectation of experimental values for the Arrhenius pre-
factor at or below a value of 1013 s−1 has been confirmed for the
large majority of chemical reactions (21). When the entropy of
activationΔS‡ takes large positive values, the Arrhenius prefactor
will become inflated (see below). Values as large as 1017 s−1 have
been reported in the gas phase for small molecule reactions with
loose transition states; however, these usually arise for bond rup-
ture reactions that yield two radicals (24). By contrast, the
hydride transfer catalyzed by ht-ADH most closely resembles a
unimolecular isomerization, and this class of reactions is asso-
ciated with “tight” transition states (21). In solution, reactions be-
tween chargedmolecules that yield a neutral product are generally
associated with positive values for ΔS‡, but again, the resulting
Arrhenius prefactor typically falls in the range of 1013–1017 s−1
(44). Although the ht-ADH reaction represents an ion annihila-
tion, this property is preserved both above and below the break-
point temperature. Reports of values for an Arrhenius prefactor
in excess of 1017 s−1 are exceedingly rare, and we are not aware of
an instance where a value as large as 1025 s−1 has been measured
previously. For reactions proceeding by a tunneling mechanism, a
tunnel correction predicts reduced values of Arrhenius prefactor
(45), while the Marcus formalism for electron tunneling predicts
Arrhenius behavior (46), with values for Aint not expected to
greatly exceed 1013 s−1; experimental data for intramolecular
electron transfer confirm these expectations (47–51).

For the reasons summarized above, a change in the reorganiza-
tion barrier is insufficient to explain elevatedAobs values, making it
evident that a second process must contribute to the activation
parameters for the enzyme below the temperature breakpoint.
The moderately inflated value of Aobs ∼ 1017 s−1 for wild-type
ht-ADH has been discussed in the context of possible tempera-
ture-dependent changes in protein viscosity (18, 52). However, ty-
pical changes in preexponentials that have been associated with
glass transitions are on the order of an additional factor of 106
(53). The larger elevations of Aobs, approaching an additional
1012-fold in the most extreme ht-ADH variants (Table 3), become

Fig. 3. Critical controls for potential origins of unusual
Arrhenius behavior in ht-ADHmutants. (A) Arrhenius beha-
vior of V260A at several pH values. Estimates of kcat were
made at pH 6.0 (diamonds), 7.0 (closed squares), 8.0 (open
squares), and 9.0 (circles). The resulting pKa values at three
temperatures (10, 30, and 45 °C) are indicated above the
points. (B) Elution profile from a size-exclusion column
showing the predominance of the tetrameric form of
V260A (peak 1) at 4 °C. (C) Comparison of CD spectra for
V260A above (solid line) and below (dashed line) the Arrhe-
nius break. The spectra are essentially superimposable, as
shown by the difference spectrum (double line). (D) Fluor-
escence intensity for V260A at 340 nm as a function of tem-
perature. The enzyme was excited at 280 nm (open
squares) or 295 nm (closed squares) to preferentially excite
tyrosine and tryptophan, respectively.

Table 3. Activation parameters for ht-ADH variants at pH 7, below
the Arrhenius break

Enzyme ΔH‡, kcal∕mol TΔS‡, kcal∕mol logðAobsÞ
Wild type 21.4 (±0.8) 5.6 (±0.8) 17.2 (±0.6)
L176V 26.9 (±0.7) 9.6 (±0.9) 20.2 (±0.7)
L176A 25.8 (±0.3) 8.8 (±0.3) 19.6 (±0.2)
L176G 26.7 (±1.1) 10.2 (±1.1) 20.6 (±0.8)
L176Δ 34.8 (±1.5) 16.5 (±1.6) 25.2 (±1.6)
V260A* 32.3 (±1.3) 15.4 (±1.4) 24.1 (±1.0)

*The breakpoint for this mutants is at 40 °C; the rest are at 30 °C. ΔH‡ is the
enthalpy of activation, ΔS‡ is the entropy of activation, and Aobs is the
observed Arrhenius prefactor, as defined in the text.
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much more difficult to model without invoking additional con-
straints, such as the substate sampling model presented herein.

Kinetic evidence from nonenzymatic reactions supports a
model in which conformational substates can contribute to
observed kinetic parameters. For example, inflated Aobs values
(as large as 1019 s−1) were reported for the desorption of alkanes
from metal surfaces (54). In that case, conformational heteroge-
neity was proposed to contribute to both the activation energies
and the preexponential factor Aobs. The presence of multiple
interconverting ligand conformers has likewise been linked to
altered ΔH‡ and Aobs (via the electronic coupling, HAB) in the
context of electron transfer (47). We now propose that the highly
unusual temperature-dependent kinetics of ht-ADH mutants
(Table 3), together with numerous critical controls for potential
trivial origins for the behavior (Fig. 3) and extensive previous
characterization of wild-type ht-ADH (13, 14, 55), provide a
direct link between conformational substates and observed
kinetic parameters for an enzymatic reaction.

To explain the highly unusual kinetic properties of our ht-ADH
mutants, the observed rigidification of the wild-type enzyme below
its temperature break (14) is attributed to the induction of a more
rugged conformational landscape that is greatly exacerbated by ac-
tive site mutation. We note that an irreversible “trapping” of con-
formers into an inactive region of conformational space would
result in an abrupt drop in rate (Fig. S1), and a diminished value
for Aobs, neither of which is observed in the present case. By con-
trast, if a very low activity or inactive region of conformational
space is increasingly populated below the temperature break,
the data can be appropriately modeled using a hypothetical one-
dimensional protein conformational landscape, which is depicted
in Fig. 4 for illustrative purposes. This phenomenon can be repre-
sented mathematically in Eq. 1, where kobsðTÞ refers to the
observed parameter, kcat, as a function of temperature (T):

kobsðTÞ ¼ ∑
N

i

f iðTÞ kiðTÞ: [1]

The parameter kobsðTÞ comprises a sum of rate constants ki
associated with an ensemble of conformers i, weighted by the frac-
tion of enzyme f i that can be found in conformer i. Eq. 1 is, in fact, a
general distribution function for the conformational ensemble
sampled by the enzyme–substrate complex. In the event that heat
is needed inorder to reequilibrate stable, inactive conformers intoa
catalytically relevant region of conformational space, Eq. 1 intro-
duces an additional temperature-dependent term into the final
rate constant that now contains the product of two exponential
functions.

The first exponential of the rate expression comes from the
familiar Arrhenius equation that represents the chemical energy
of activation as Ea (Eq. 2):

k ¼ Ainte−Ea∕RT; [2]

where R is the molar gas constant. This phenomenological equa-
tion appears frequently in the extensive literature on the tem-
perature dependence of chemical reactions, with the value for
Aint often related to transition state structure (24). It is useful
to also express k in terms of transition state theory (TST), in order
to relate Ea to ΔH‡ and Aint to ΔS‡:

kTST ¼ kBT
h

e−ΔG
‡∕RT ¼ kBT

h
eþΔS‡∕Re−ΔH

‡∕RT; [3]

where R is the molar gas constant, kB is Boltzmann’s constant,
and h is Planck’s constant. We now consider the consequences
of Eq. 1 for the thermodynamic activation parameters of the
ht-ADH reaction, when either k, Eq. 2 or kTST, Eq. 3, is substi-
tuted for kiðTÞ in Eq. 1. The second exponential function that
contributes to kobs will derive from f i and represent the free
energy change for conformational reequilibration, ΔGo

c. The
simplest case of a two-state equilibrium between active and inac-

tive conformers, described first by Truhlar and Kohen (56) and
developed further by Limbach et al. (17), is given by:

K in↔ac ¼ e−ΔG
o
c∕RT; [4]

where K in↔ac is the equilibrium constant for the conversion of an
inactive to an active conformer.

The fraction of enzyme in the active conformer (f active) is then
given by Eq. 5:

f active ¼
K in↔ac

1þ K in↔ac
¼ e−ΔG

o
c∕RT

1þ e−ΔG
o
c∕RT

: [5]

Multiplication of Eq. 5 by Eq. 3 gives the final observed rate as
a function of temperature:

kobsðTÞ ¼
�

e−ΔG
o
c∕RT

1þ e−ΔG
o
c∕RT

��
kBT
h

eþΔS‡ int∕R
�
e−ΔH

‡
int∕RT: [6]

To model our data, we require that the distribution of inactive
conformers increases significantly below the Arrhenius break, but
becomes small and temperature-independent above the break.
Under these circumstances, the first term of Eq. 6 goes to unity
above the temperature break and reduces to e−ΔG

o
c∕RT at low

temperature. The latter regime results in the following expres-
sions for Aobs and EaðobsÞ, where Ea ¼ ΔH‡ þ RT:

lnAobs ¼
ΔS‡ int
R

þ ln
�
ekBT
h

�
þ ΔSoc

R
¼ lnAint þ

ΔSoc
R

; [7]

EaðobsÞ ¼ RT þ ΔH‡
int þ ΔHo

c ¼ EaðintÞ þ ΔHo
c: [8]

Fig. 4. Simulation of conformational sampling that leads to elevated values
of Aobs. The conformational landscape of the enzyme is represented by a
solid black line in panels A–C, with energy increasing along the vertical axis.
Four states (i ¼ 1–4) available to the enzyme are numbered, and the fraction
of enzyme f i occupying each conformer is proportional to the number of
black dots, with one dot ¼ 1% of the enzyme. States 1, 2, and 3 are desig-
nated as the catalytically active region of the conformational space, and state
4 is inactive (k4 ¼ 0 at all temperatures). (A) At 5 °C k1, k2, and k3, which
represent the intrinsic rate constant for the corresponding conformers,
are all set at 20 s−1. Using Eq. 2, the observed rate constant is calculated
as f1 � k1 þ f2 � k2 þ f3 � k3 þ f4 � k4 ¼ 0.01 � 20þ 0.01 � 20þ 0 � 20þ 0.98�
0 ¼ 0.4 s−1. (B) At 20 °C the fractional occupation of the respective confor-
mers has shifted, and the intrinsic rate constant for conformers 1–3 has
increased. When the observed rate constant is calculated again, a value of
8.0 s−1 is obtained. (C) At temperatures above 30 °C deep local minima are
avoided, as a result of a cooperative transition that eliminates the low energy
trap from the conformational ensemble. The behavior represented in C is
expected to be representative of native enzymes under optimal conditions.
(D) An Arrhenius plot for V260A demonstrates how temperature-dependent
sampling of active conformational space can greatly inflate Arrhenius
parameters.
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Here, ΔS‡int and ΔH‡
int are the entropy and enthalpy of

activation, respectively, intrinsic to the hydride transfer (i.e.,
above the breakpoint), whereas ΔSoc and ΔHo

c represent the
thermodynamic parameters for conformational interconversion.
In Table 4, ΔHo

c and ΔSoc were calculated using Eqs. 7 and 8. In
this calculation we assume conformational sampling does not
contribute significantly to the observed activation parameters
above the Arrhenius break, so that ΔHo

c and ΔSoc are zero. Un-
der these assumptions, ΔHo

c ¼ EaðobsÞ
Low − EaðobsÞ

Hi, and ΔSoc ¼
R�ðlnAobs

Low − lnAobs
HiÞ, where the superscripts “Hi” and “Low”

refer to the temperature regimes above and below the break, re-
spectively. The nearly exact entropy–enthalpy compensation is at-
tributed to the absence of a significant change in the absolute rate
at the breakpoint. As has been pointed out previously, spurious
relationships between ΔH‡ and ΔS‡ can arise when comparing
datasets wherein there is little or no change in the absolute rate
of reaction (57), as in the present case. Nevertheless, an intuitive
physical interpretation of the observed compensation between
ΔHo

c and TΔSoc at the breakpoint is that the enthalpy ΔHo
c re-

flects the depth of the low energy well, and the large and positive
ΔSoc reflects a transition from a rigid, conformationally restricted
inactive state to a more flexible active state. In our model, the
breakpoint represents the temperature at which the thermodyna-
mically unfavorable ΔHo

c is matched by the favorable TΔSoc.
Although we show here that a small number of states is suffi-

cient to model the behavior of both wild-type and mutant
enzymes below the break, we anticipate a much more compli-
cated conformational landscape that depends on a large number
of variables and is subject to a cooperative transition at the break-
point (SI Text). Time-resolved fluorescence spectroscopy studies
aimed at characterizing the nature of this transition are now
underway. Independent of the precise physical origins of the
change in conformational distribution, f iðTÞ, above and below
the temperature breakpoint, neither the wild-type nor mutant
forms of ht-ADH below 30 °C indicate a significant change in
static protein structure, implicating a dynamical origin for the
enormously elevated Arrhenius prefactors.

A key feature of the ht-ADH is our ability to examine the
impact of mutation over a large temperature range. We especially
note that the mutations have little effect on activation parameters
at elevated, physiologically optimal temperatures, only becoming
deleterious at decreased temperatures that are below a dynami-
cally important temperature breakpoint. This surprising sensitiv-
ity of the conformational landscape to changes in the size of a
single active site hydrophobic side chain likely reflects a delicate
evolutionary balance between protein flexibility and enzymatic
efficiency (58), with the excessively rugged conformational
landscape for the mutants at low temperature representing a con-
dition that evolution has sought to avoid. The effects of confor-
mational sampling on rate constants are sufficiently large to merit
consideration in future studies of all classifications of enzymes, as
well as in the development of synthetic protein catalysts.

Materials and Methods
Materials. Benzyl alcohol was purchased from Fisher Scientific, and purified by
vacuum fractional distillation prior to use. The α,α-d2-benzyl alcohol was pur-
chased from CDN Isotopes, and used without further purification. Chemical
purity and the extent of isotopic labeling of the alcohols were both deter-
mined to be greater than 99% by NMR and GC-MS. NADþ was purchased
as the protonated hydrate from Sigma and used without further purification.

Structural Modeling and in Silico Mutagenesis. Amodel of the ternary complex
of ht-ADH bound to cofactor and trifluroethanol (a substrate analog) was
prepared using the X-ray structure of alcohol dehydrogenase from Pseudo-
monas aeruginosa [Protein Data Bank (PDB) ID code 1LLU] in complex with
NADþ and ethylene glycol (59) and the X-ray structure from ht-ADH (PDB ID
code 1RJW) (20). A ternary complex of ht-ADH with trifluoroethanol and
NADþ bound was modeled into the closed, ternary complex structure of
the pseudomonas enzyme using the program MODELLER (60) implemented
in Python (61–63). A total of 50 models were generated for the wild-type

ternary complex and each of the site-directed mutants. The models were
subsequently subjected to an optimization using the variable target function
method with the program automodel (62) and a maximum of 300 iterations.
Models were then refined using molecular dynamics with simulated anneal-
ing. The relative energies of the models following optimization were
assessed with the program DOPE (64) in the MODELLER environment, and
the lowest energy models were examined visually to assess potential impacts
of mutation on the enzyme structure. To predict the mutant structures, the
residue of interest was replaced with the appropriate side chain in the PDB
file and then modeled as above.

Size-Exclusion Chromatography. Protein oligomerization was estimated for
V260A at low temperature (4 °C), using a superdex 200 FPLC column in
50 mM sodium phosphate buffer at pH 7.0 and 150 mM NaCl. The column
was calibratedwith commercially available molecular weight standards (from
6,000 to 690,000 Da), at a flow rate of 0.25 mL∕min. The elution profile was
monitored by UV absorption at 280 nm and Bradford protein assays.

Kinetic Assays. Kinetic data were collected for the oxidation of benzyl alcohol
(or its α,α-d2 isotopolog) to benzaldehyde with concomitant reduction of
NADþ to NADH, as previously described (13), and activation parameters
and kinetic isotope effects were calculated as described previously (55).
Cofactor concentrations as high as 100 mM did not lead to inhibition.
Although high levels of benzyl alcohol showed some substrate inhibition
at the lowest concentrations of NADþ, this was alleviated as the concentra-
tion of NADþ was elevated. Fitting the data to include substrate inhibition
yielded very similar estimates of kcat at all temperatures, but led to an error of
fitting that was similar or larger. We have thus reported kinetic parameters
obtained by fitting the data to bisubstrate Michaelis–Menten kinetics as
previously described (13).

The enzyme pKa values were determined by measuring kcat for V260A as a
function of pH at 10, 30, and 45 °C. Phosphate buffer (below pH 8) or pyr-
ophosphate buffer (at and above pH 8.0) was adjusted to pH at the appro-
priate temperature for measurements. The final concentration of the buffer
was 200 mM Pi (pH 7), 350 mM Pi (pH 6), 50 mM PPi (pH 9), and 60 mM PPi
(pH 8). These levels of buffer at each indicated pH produced a constant ionic
strength of 500 mM. No inhibition by Pi or PPi buffers was observed in this
range. The resulting data could be fit to a single pKa according to Eq. 9:

kcatðobservedÞ ¼
pHindependent × Ka

Ka þ ½Hþ� : [9]

In this equation, kcat (observed) is the maximal velocity at a given pH, kcat

(pH independent) is the velocity for the fully ionized enzyme, and Ka is the
acidity constant of the group that must be ionized for catalysis to occur.

Kinetic parameters were found to be insensitive to ionic strength (110–
500 mM) at pH 7 and 30 °C. Because V260A showed a rapid loss of activity
at high ionic strength and temperatures at or above 50 °C, the buffer was
maintained at 50 mM KPi (μ ¼ 110 mM) for detailed kinetic analyses of all
the mutants as a function of temperatures; these are the conditions em-
ployed in the original studies of the wild-type enzyme (13). In the case of
mutants where the Km for NADþ is greatly elevated, this led to a small var-
iation in ionic strength during the kinetic analyses of L176G, L176A, and
V260A. The range in ionic strength and its upper limit were as follows:
L176G: 110–160 mM; L176A: 110–160 mM; and V260A: 110–140 mM. Stock
solutions of 200 mM NADþ were prepared in 25 mM KPi and adjusted to
pH 7.0; 100 mM stock solutions of benzyl alcohol were prepared in
50 mM KPi. Upon mixing of reagents, pH was found to remain at 7.0 up
to the experimental limit of 60 mM NADþ.

CD. Spectra were collected using an Aviv 410 spectropolarimeter in a quartz
cuvette with a 1-mm path length and a protein concentration of 0.5 mg∕mL,

Table 4. Contributions of conformational sampling to activation
parameters for ht-ADH variants below the temperature break

Enzyme ΔHo
c , kcal∕mol TΔSoc , kcal∕mol

Wild type 6.7 (±0.3) 6.8 (±0.3)
L176V 8.9 (±0.4) 9.0 (±0.4)
L176A 10.5 (±0.3) 10.6 (±0.3)
L176G 11.7 (±0.6) 11.7 (±0.6)
L176Δ 22.0 (±1.1) 21.9 (±1.2)
V260A 18.7 (±1.5) 18.8 (±1.4)

ΔHo
c and ΔSoc are the enthalpy and entropy associated with the conforma-

tional change converting the enzyme from an inactive to an active conformer.
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in 50 mM phosphate, pH 7.0. The temperature was controlled by a Peltier
temperature controller. Data points were taken every 1 nm. The signal is re-
ported in units of mean residue elipticity.
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