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A fundamental feature of information processing in neocortex is
the ability of individual neurons to adapt to changes in incoming
stimuli. It is increasingly being understood that cortical adaptation
is a phenomenon that requires network interactions. The fact that
the structure of local networks depends critically on cortical layer
raises the possibility that adaptation could induce specific effects
in different layers. Here we show that brief exposure (300 ms) to
a stimulus of fixed orientation modulates the strength of synchro-
nization between individual neurons and local population activity
in the gamma-band frequency (30–80 Hz) in macaque primary vi-
sual cortex (V1) and influences the ability of individual neurons to
encode stimulus orientation. Using laminar probes, we found that
although stimulus presentation elicits a large increase in the
gamma synchronization of rhythmic neuronal activity in the input
(granular) layers of V1, adaptation caused a pronounced increase
in synchronization in the cortical output (supragranular) layers.
The increase in gamma synchronization after adaptation was sig-
nificantly correlated with an improvement in neuronal orientation
discrimination performance only in the supragranular layers. Thus,
synchronization between the spiking activity of individual neu-
rons and their local population may enhance sensory coding to
optimize network processing across laminar circuits.

A fundamental issue in our understanding of brain circuits is
how networks in different layers of the cerebral cortex

encode information. Cortical layers are ubiquitous structures
throughout neocortex (1, 2) that consist of highly recurrent local
networks that communicate among each other to possibly in-
fluence the information encoded in population activity. In recent
years, significant progress has been made in our understanding of
the differences in response properties of neurons across cortical
layers (3, 4), yet there is still a great deal to learn about whether
and how neuronal populations encode information in a layer-
specific manner. A measure of the activity of a local population
(or ensemble) of neurons (5) is captured by local field potentials
(LFPs), which are composed of low-frequency extracellular volt-
age fluctuations, including local excitatory and inhibitory intra-
cortical inputs (6) believed to originate from within 250–500 μm
of the recording site (7, 8). In visual cortex, it has been found
that neuronal groups exhibit strong responses in the gamma-
band frequency (30–80 Hz) (9–11) and that single neurons syn-
chronize their responses with the local population activity (12,
13). Synchronization in visual cortex, particularly in the gamma-
band, has been found to be critically involved in sensory pro-
cessing (9, 11, 14), grouping (9, 11; but see refs. 15–17), attention
(10, 18–20), working memory (5), and behavioral reaction times
(20). The results of these studies support the hypothesis that
efficient information transmission would occur whenever two
networks are synchronous in their excitability peaks, which could
constitute an energy-efficient mechanism for temporal co-
ordination. In addition, selective activation of fast-spiking
interneurons and their phase relationship with excitatory pyra-
midal cell activity has been shown to enhance the gamma rhythm
(14, 21, 22). This inhibition-based mechanism is also consistent
with anatomical results indicating that both the density of

interneurons and the distribution of GABAb receptors, known to
be involved in gamma oscillations, favor superficial layers of
cortex (23–25). This raises the possibility that the capacity of
individual neurons to exhibit gamma synchronization with their
local population activity could depend on cortical layer.
We investigated this issue in the context of rapid, adaptation-

induced plasticity in macaque primary visual cortex (area V1),
where neurons have been shown to exhibit plasticity of feature
coding even after brief exposure (at the time scale of visual fixa-
tion) to a stimulus of fixed structure (26–30). We focused on rapid
adaptation because this phenomenon has been previously dem-
onstrated to depend on the local network context in which neu-
rons are embedded (31, 32), thus raising the possibility that the
adaptive capacity of individual neurons may exhibit cortical layer
dependency. Surprisingly, adaptation has never been directly in-
vestigated in relation to neuronal synchronization, particularly in
the gamma frequency range. Indeed, although gamma synchro-
nization has been found to be involved in a variety of conditions
(9–11, 14, 18–20), whether a fundamental feature of individual
neurons, such as the capacity to exhibit adaptive changes or
plasticity, is influenced by synchrony in the gamma frequency band
remains unclear. Recently, several studies have addressed the re-
lationship between neuronal synchronization and adaptation-
induced cortical changes during learning and memory (33–35).
However, these studies have focused on longer forms of plasticity
while ignoring plastic changes occurring at more rapid time scales.
We demonstrate that despite the fact that stimulus presen-

tation is accompanied by pronounced gamma synchronization
between individual neurons and their local population in the input
(granular) layers of V1, rapid adaptation causes an increase in
neuronal synchronization specifically in the cortical output (sup-
ragranular) layers. Importantly, the increase in gamma synchro-
nization after adaptation may influence neuronal signaling
because it is significantly correlated with an improvement in neu-
ronal orientation discrimination performance (26–30) specifi-
cally in the supragranular layers.

Results
We used multicontact laminar electrodes (Plextrode U-Probe;
Plexon Inc.; Fig. S1) to record neuronal activity at 20 V1 re-
cording sites, each measured at 16 different depths, while two
monkeys (W: 13; P: 7) performed a rapid adaptation fixation task
(Fig. 1A). While animals fixated on a white dot at the center of
a screen, an adapting stimulus was flashed for 300 ms in the center
of the neurons’ receptive field. After a 100-ms blank, a test
stimulus of random orientation (eight equally spaced orientations
spanning 0–180°) was presented for 300 ms. The adapting stim-

Author contributions: V.D. designed research; B.J.H. performed experiments; B.J.H. ana-
lyzed data; and B.J.H. and V.D. wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.
1To whom correspondence should be addressed. E-mail: valentin.dragoi@uth.tmc.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1102017108/-/DCSupplemental.

10720–10725 | PNAS | June 28, 2011 | vol. 108 | no. 26 www.pnas.org/cgi/doi/10.1073/pnas.1102017108

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1102017108/-/DCSupplemental/pnas.201102017SI.pdf?targetid=nameddest=SF1
mailto:valentin.dragoi@uth.tmc.edu
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1102017108/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1102017108/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1102017108


ulus was either a random dot patch (control condition) or a sine-
wave grating with spatial characteristics identical to those of the
test stimulus, but fixed in orientation within 45° of each cell’s
preferred orientation (adaptation condition). All stimuli were
static and consisted of 5° circular sine-wave gratings of 1.4 cycles/
degree spatial frequency and 50% contrast level presented bin-
ocularly. The orientation range of the adapting stimulus was

chosen on the basis of our previous orientation adaptation ex-
periments (28, 32) reporting strong effects when the adaptor is
relatively close to the cell’s preferred orientation.

Identification of Cortical Layers. To identify cortical layers, we
measured the evoked response potentials (ERPs) of LFPs across
laminar contacts during the presentation of a full-field white
flashed stimulus. We then computed the current-source density
(CSD; Fig. 1B) of the LFP time-series to identify the polarity
inversion accompanied by the sink-source configuration at the
base of layer 4; the sink (blue region) is inside layer 4, sub-
sequently referred to as the granular layer (36, 37). Fig. 1B also
illustrates the stability of our CSD analysis in identifying cortical
layers across cortical depth as a function of time—the position of
the granular, supragranular, and infragranular layers remained
stable even after 4 h after the end of the adaptation task (Fig.
S2). Using CSD analysis, we assigned electrode contacts above
and below the granular layers to supragranular and infragranular
layers, respectively (the contact with the largest sink center of
mass served as the granular layer reference at 0 μm).

Adaptation Increases Spike–LFP Gamma Synchronization. For each
recording session, we recorded spike and LFP responses across all
cortical layers during control and adaptation. The traces in Fig.
1C show the mean LFP amplitude as a function of time produced
by the stimuli evoking an increase in the response to the adaptor
(45° in this example), as well as the test (Fig. S3). Fig. 1D shows
representative spike responses recorded in the same session
spanning all cortical layers. Single unit isolation on the laminar
electrode was performed manually, and distinct clusters were
identified according to spike waveform properties, such as the
weight of the first and second principal components (Fig. S4A and
B) spike width, valley, and peak. Overall, for the population of 77
cells (supragranular = 33, granular = 24, and infragranular = 20),
we found that adaptation significantly reduces the peak firing rate
irrespective of cortical layer (P = 0.0003, Wilcoxon signed-rank
test) (consistent with previous results (26, 28, 29).
Therefore, we examined the effect of rapid adaptation on the

degree of synchronization between individual neurons and LFPs
in different frequency bands by computing spike-field coherence
(SFC; 38, 39) during the presentation of the test stimulus for our
population of 986 pairs that exhibited significant response mod-
ulation by stimulus orientation. We computed the mean SFC by
averaging, for each recording site, the coherence values for pairs
of single units and LFPs within 300 μm of cortical space.
In control trials, the presentation of the test stimulus led to

pronounced synchronous activity across all cortical layers, with the
most significant increase in gamma synchronization in the granular
layers (Fig. 2 A and B, Left). However, after adaptation, there was
a significant increase in gamma synchronization specifically in the
supragranular layers (Fig. 2 A and B, Right). Our population
analysis confirms these results: before adaptation we found spike-
LFP gamma synchronization across all layers (mean ± SEM;
supragranular: 0.08 ± 0.002; granular: 0.12 ± 0.007; infragranular:
0.08± 0.006) with the largest SFC level in the granular layers [Figs.
3A and 4A; one-wayANOVA,F(2,74)= 8.75,P=0.0004; post hoc
multicomparison, Tukey’s least significant difference]. However,
despite the high gamma synchronization in the granular layers
during control, adaptation significantly increased SFC only in the
supragranular layers (Fig. 3B), whereas the granular and infra-
granular layers exhibited only a weak increase in synchronization.
It is important to note that although our adaptation paradigm

did not yield a spectrally significant gamma peak in the SFC, we
observed a pronounced increase specifically in the supragranular
layers. We also calculated the percentage change in gamma SFC
between adaptation and control (ΔSFC) across the entire fre-
quency range and found a significant increase in synchronization
for the supragranular layer [68.91% ± 6.75%; Fig. 3C and 4B;

Fig. 1. Rapid adaptation across cortical layers in V1. (A) Schematic de-
scription of the orientation adaptation protocol. (B) Multicontact laminar
electrodes (Left) were used to record neuronal activity across cortical depth.
Cortical layers we identified using CSD. In this example, the current sink
(blue) represents the granular layer and spans ≈400 μm. This analysis served
as a reference to assign electrode contacts above and below the granular
layer. (C) Example of LFP responses across cortical layers for a single pene-
tration during control (blue) and adaptation (red). Each trace represents the
average response across all trials and test orientations in each condition (a
45° adaptor). (D) Raster plots represent the spike times of three example V1
neurons across cortical layers responding to the adapting and test stimuli in
the control (blue) and adaptation (red) conditions. The horizontal lines mark
the 300-ms time windows during which the adapting (first line) and test
stimuli (second line) were presented.
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one-way ANOVA, F(2,74) = 35.24, P = 1.77 10−11; post hoc
multicomparison, Tukey’s least significant difference]. The post-
adaptation increase in gamma SFC in the supragranular layers
was observed only when both recording sites were stimulated
with test stimuli within 45° of the cells’ preferred orientation
(Fig. S5; P= 1.12 10−12, Wilcoxon signed-rank test). Nonoptimal
test orientations reduced spike rates, LFP amplitudes, and SFC
in the control condition; adaptation at these orientations did not
result in a significant increase in gamma SFC (P = 0.20, Wil-
coxon signed-rank test). Of note, although rapid adaptation
caused an increase in gamma synchronization in the supra-
granular layer, we also noticed a significant increase in syn-
chronization for lower frequencies, such as alpha (8–14 Hz; Fig.
S6A) and beta (14–27 Hz; Fig. S6B). However, over the entire
low-frequency range (0–30 Hz), we found only a 24% SFC
change in adaptation vs. control (Fig. S6C). Overall, adaptation
increased low-frequency SFC across all layers, with the largest
increase occurring in supragranular layers.
In principle, the 300-μm pooling of LFP inputs used for our

calculation of mean SFC might have overestimated the spatial
extent of the LFP inputs attributable to the same cortical layer.
To control for this possibility, we recomputed SFC for each re-
cording site by pooling only those LFPs located within the same
cortical layer, irrespective of the distance between LFPs and the
single unit site. Nonetheless, our main results remained un-
changed: an increase in gamma-band SFC in the granular layer
during the control condition [0.50 ± 0.02, mean ± SEM; Fig. 4C;
one-way ANOVA, F(2,74) = 44.1, P = 2.45 10−13] and an im-
provement in gamma synchronization after adaptation that is
specific to the supragranular layers [Fig. 4D; one-way ANOVA,
F(2,74) = 8.22, P = 0.0006].

Relationship Between Gamma Synchronization and Neuronal
Discrimination. We further investigated whether the ability of
neurons in different cortical layers to discriminate stimulus ori-

entation is influenced by the postadaptation change in synchro-
nization between individual cells and their local population. We
addressed this issue by examining the relationship between the
postadaptation change in gamma-band SFC and the change in
neurons’ capacity (d′) (40, 41) to discriminate nearby orientations
(22.5° apart). In agreement with previous studies (28, 29, 32), we
found a significant increase in d′ after adaptation across the
population of neurons (P= 3.65 10−14; Fig. 5A; supragranular:P=
5.39 10−7; granular: P = 3.43 10−5; infragranular: P = 8.86 10−5;
Wilcoxon signed-rank test). As expected, the changes in d′ in each
layer were accompanied by an increase in response slope (re-
sponse difference at the two nearby test orientations: supra-
granular: 29.33%, P= 5.39 10−7; granular: 19.98%, P= 4.91 10−4;
infragranular: 28.33%, P = 1.89 10−4, Wilcoxon signed-rank test)
and a decrease in response variance (supragranular: −25.87%,
P = 5.39 10−7; granular: −27.71%, P = 1.02 10−4; infragranular:
−21.56%, P= 1.89 10−4,Wilcoxon signed-rank test). Importantly,
the increase in discriminability after adaptation depends on cor-
tical layer—neurons residing in the supragranular layer showed
the largest postadaptation increase in d′ [Fig. 5B one-way
ANOVA, F(2,74) = 7.66, P = 0.0009].
The increase in neuronal discriminability after adaptation has

been suggested (26, 42) to emerge from changes in firing rates
(both suppressive and facilitatory) across the population of cells,
mainly due to the depression of excitatory and inhibitory syn-

Fig. 2. Examples of synchronization across cortical layers during control and
adaptation. (A and B) Two examples illustrating SFC across cortical depth
during control and adaptation as a function of frequency. During the pre-
sentation of the control stimuli there is an increase in gamma activity in the
granular layer. Adaptation increases SFC across cortical layers, with the largest
increase in the supragranular layer. Dashed lines equal the granular layer.

Fig. 3. Adaptation influences synchronization between individual neurons
and local populations in a layer-specific manner. (A) Population analysis
during the presentation of the control stimulus results in a significant in-
crease in SFC between 30 and 80 Hz in the granular layer. (B) Adaptation
increases SFC in the supragranular layer for all frequency bands between
0 and 80 Hz, with the largest increase in the gamma-band (30–80 Hz; shaded
regions represent SEM). (C) We calculated the percentage change between
adaptation and control across the entire frequency range and observed
a significant increase in gamma-band SFC for the supragranular layer
(shaded regions represent SE for percentage change).
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apses originating from neurons tuned to the adapting stimulus.
We thus explored whether the postadaptation increase in gamma
synchronization in the supragranular layers might have contrib-
uted to the larger increase in neuronal discriminability found in
supragranular neurons after adaptation.
We measured the correlation between the changes in gamma-

band SFC in each cortical layer and the adaptation-induced
changes in neuronal discrimination performance. We found
a significant correlation between the postadaptation change in d′
and the corresponding change in SFC only for the recording sites
in the supragranular layers (Fig. 6A, r = 0.38, P = 0.02, Pearson
correlation). In contrast, neurons in granular and infragranular
layers exhibited postadaptation changes in discriminability that
were independent of the changes in gamma SFC (Fig. 6 B and C;
granular: r = 0.04, P = 0.84; infragranular: r = 0.08, P = 0.70,
Pearson correlation).
We further observed that adaptation increases SFC in the

supragranular layers to enhance response slope (correlation be-
tween changes in gamma SFC and changes in response slope, r=
0.36, P = 0.03, Pearson correlation) and decrease response var-
iability (correlation between changes in gamma SFC and changes
in response SD, r = −0.34, P = 0.04) to enhance orientation
coding by supragranular neurons. However, for the granular and
infragranular layers we did not find any significant correlation
between postadaptation SFC and response slope (granular: r =
−0.17, P = 0.42; infragranular: r = −0.13, P = 0.58) or response
variability (granular: r = −0.09, P = 0.64; infragranular: r =
−0.15, P = 0.51, Pearson correlation). The laminar-specific re-
lationship between the postadaptation changes in SFC and d′ was
preserved when LFPs were pooled according to the “within layer”
scheme (compare Fig. 4 C and D; Fig. S7 A–C). The relationship
between neuronal synchronization and the enhancement in neu-
ronal discrimination after adaptation in the supragranular layers
was specific to the gamma band (see also coefficient of variations
analysis, Fig. S8 A–C). Changes in coherence in lower-frequency
bands, such as alpha and beta, showed no significant correlation
with the postadaptation changes in d′ (Fig. 6D).

One possible explanation for the result shown in Fig. 6A is that
the increase in d′ after adaptation in supragranular layers might
simply reflect a change in firing rate rather than an increase in
gamma synchronization. Therefore, we performed multiple least-
squares regression in which wemodeled the change in d′ as a linear
combination of the postadaptation change in peak firing rate
and the change in gamma-band SFC: Δd′ = β0 + β1 ΔFR + β2
ΔSFCγ. We combined data from all of the neurons in our pop-
ulation by calculating the percentage change in peak firing rate and
gamma SFC after adaptation corresponding to each neuron as
a function of layer. The postadaptation decrease in firing rate was
significant across all layers (supragranular: P = 0.0068; granular:
P= 0.01; infragranular: P= 0.02), indicating that changes in firing
rate are an important factor that could potentially influence d′.
However, we found that incorporating the changes in gamma SFC
after adaptation resulted in a significant improvement in the re-
gression fit only in the supragranular layer (P < 0.05). This implies
that although changes in firing rates after adaptation can explain in
part the improvement in neuronal discriminability, the increase in
gamma-band SFC after adaptation further increases neuronal
discrimination performance specifically in the supragranular layers.

Discussion
The laminar structure of the visual cortex has been known for
a long time, yet whether there are differences in the way in which
neuronal populations across cortical layers encode information is
just beginning to be understood (3, 4, 43). Aside from a study in
anesthetized cat V1 (32) reporting pronounced adaptive effects
irrespective of cortical depth, whether adaptation influences sen-
sory coding in a layer-specific manner has never been investigated.
The fact that neurons in the supragranular layers exhibit the
largest increase in gamma synchronization after adaptation and
the highest correlation with the postadaptation improvement in
feature coding has functional implications for models of cortical
function. Indeed, neurons in the supragranular layers of V1 pro-
vide the only cortical input to downstream visual areas. Infra-
granular layers also constitute output layers, but they target deep

Fig. 4. Adaptation increases gamma synchronization in supragranular layer. (A) “Within 300 μm” pooling scheme: to compute SFC, we pooled the spike-field
pairs within a 300-μm window around each isolated unit. Population mean gamma-band SFC (30–80 Hz) shows a significant increase in the granular layer
during control [mean ± SEM; supragranular: 0.08 ± 0.002; granular: 0.12 ± 0.007; infragranular: 0.08 ± 0.006; one-way ANOVA, F(2,74) = 8.75, P = 0.0004]. (B)
Although adaptation significantly increases the population mean SFC in the supragranular layer, it does not significantly alter SFC in the granular and
infragranular layers [one-way ANOVA, F(2, 74) = 35.24, P = 1.77 10−11]. The mean percentage change in SFC was calculated by computing the percentage
change in SFC for each spike-field pair, and then we averaged the calculated percentages to obtain the data shown in the figure. (C and D) “Within-layer”
pooling scheme: restricting the coherence analysis to those contacts within an identified layer does not alter the results shown in A and B. Although the
population mean SFC in the gamma-band showed an overall increase across all layers, the main result of an increase in granular SFC during control [C;mean ±
SEM; granular: 0.50 ± 0.02, F(2,74) = 44.1, P = 2.45 10−13] and a postadaptation increase in synchronization in the supragranular layers [D; one-way ANOVA,
F(2,74) = 8.22, P = 0.0006] was unchanged for this more restrictive analysis.
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subcortical structures, such as the thalamus and superior collicu-
lus. Therefore, neurons in higher-order cortices would benefit
most if cells in the supragranular layers would exhibit a large in-
crease in stimulus coding after adaptation.
The relationship between the postadaptation change in gamma

synchronization and neuronal discriminability described here
should be interpreted cautiously. Thus, we and others have pre-
viously shown that incorporating synaptic depression in recurrent
models of cortical adaptation may be sufficient to explain the in-
crease in neuronal discrimination performance of individual neu-
rons andnetworks (26, 44). Indeed,we found that a largepercentage
of neurons in our population exhibited an increase in d′ even in the
absence of a corresponding increase in gamma coherence (in the
granular and infragranular layers). However, our analysis implies
that the pronounced increase in gamma SFC after adaptation in the
supragranular layers contributes to the larger change in neuronal
discriminability shown by supragranular neurons.
The possible relationship between gamma synchronization

and neuronal performance has been indirectly suggested by
attention studies in midlevel cortical areas (10, 19). Experi-
mental and theoretical studies have both suggested that gamma
oscillations of spiking neuronal populations can enhance signal
discrimination by decreasing the variance of the responses (45,
46) and that synchronization could enhance the response gain of
neurons (47). In addition, recent evidence indicates that selective
activation of fast-spiking interneurons and their phase relation-
ship with excitatory pyramidal cell activity enhances the gamma
rhythm and controls sensory responses (14, 21, 22) This raises
the possibility that an increase in local inhibition due to adap-
tation (42) could subsequently cause an increase in gamma
synchronization possibly to improve neuronal discrimination
performance. This inhibition-based mechanism is consistent with
our finding that the relationship between the adaptation-
induced changes in gamma synchronization and neuronal dis-
criminability is more prominent in the supragranular layers of
V1. Indeed, anatomical results indicate that both the density of
interneurons and the distribution of GABAb receptors (known
to be involved in gamma oscillations) are highest in the supra-
granular layers of V1 (23–25). At the same time, one cannot
entirely exclude the fact that our effects may be due to extras-
triate feedback that exclusively targets the superficial layers of
V1. For instance, it has been found that neuronal responses in
superficial layers of V1 are increased via attentional mechanisms,
which are known to be mediated by acetylcholine (Ach) acting
through muscarinic receptors (48). The fact that superficial lay-
ers contain a higher density of cholinergic fibers than deep layers
(49) and that one way by which Ach influences attention is

through changes in oscillatory activity (10) raises the possibility
that the increase in spike–LFP gamma synchronization could be
mediated by Ach. However, future experimental and theoretical
work is needed to determine precisely the mechanism underlying
laminar changes in neuronal synchronization after adaptation
and its relationship with neuronal performance.

Methods
Adaptation Paradigm. All experiments were performed in accordance with
protocols approved by the US National Institutes of Health Guidelines for the
Care and Use of Animals for Experimental Procedures. Two rhesus monkeys
(Macaca mulatta) performed an orientation adaptation task. Monkeys
were trained to fixate on a small spot (0.1°) presented on a video monitor
placed at a distance of 57 cm from each monkey’s eye. Stimuli were gen-
erated with Psychophysics Toolbox from MATLAB and presented on a
cathode ray tube 19” color video monitor (Dell, 60-Hz refresh rate). All
stimuli were static and consisted of 5° circular sine-wave gratings of 1.4

Fig. 6. The relationship between gamma synchronization and neuronal
discrimination performance. (A–C) Postadaptation change in gamma-band
SFC influences the neurons’ ability to discriminate small changes in orien-
tation. There is a significant and positive correlation between the gamma-
band SFC after adaptation and the change in d′ that is specific to the
supragranular layers. The color lines represent the linear regression fits as-
sociated with each cortical layer. (D) Analysis of lower frequency bands (<30
Hz) does not reveal a statistically significant correlation between the post-
adaptation change in SFC and the change in d′.

Fig. 5. Postadaptation layer-specific changes in neuronal discrimination
performance. (A) Scatter plot showing the effects of adaptation on neuronal
discrimination performance (d′) at the population level across cortical layers.
Each dot represents the mean d′ during control and adaptation, whereas the
different colors indicate the layer in which the neuron was isolated. Across
the total population of cells (SG = 33; G = 24; IG = 20), adaptation signifi-
cantly increases orientation discriminability. (B) Although adaptation sig-
nificantly increases d′ across all cortical layers, the largest increase occurred
in the supragranular layer.
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cycles/degree spatial frequency and 50% contrast level presented binocu-
larly. Monkeys triggered the trial by holding a bar, and after 300 ms of
fixation an adapting stimulus was flashed for 300 ms in the center of the
neurons’ receptive fields. After 100 ms blank, a 300-ms test stimulus of
random orientation (eight equally spaced orientations spanning 0–180°;
random spatial phase for each test orientation) was flashed at the same
visual location. The adapting stimulus was either a 5° random dot patch
(control condition) or a sine-wave grating of identical characteristics as the
test stimulus (5° circular sine-wave grating of 1.4 cycles/degree spatial fre-
quency and 50% contrast level) but fixed in orientation (0°, 45°, 90°, or
135°; adaptation condition). Both the adaptor and test stimuli had the same
mean luminance. Each test orientation was randomly presented 50 times in
each of the control and adaptation conditions.

Multicontact Electrophysiological Recordings. We conducted 20 recording
sessions in twomonkeysusing laminar electrodes.Onaverage,wewereable to
identify 14–16 LFPs andfive to eight single units per recording session for each
electrode. Each laminar electrode consisted of a linear array of 16 equally
spaced contacts (100 μm intercontact spacing) positioned to sample from all
cortical layers simultaneously (Plextrode U-Probe; Plexon Inc; Fig. S1). In half
of the recording sessions, the electrodes were treated with carbon nanotube

coating that gave impedance between 0.3 and 0.5 MΩ at each contact. Real-
time neuronal signals recorded from multiple contacts along the electrode
shaft were analyzed using a Multichannel Acquisition Processor system
(Plexon Inc). Single unit recordings were amplified,filtered, and viewed on an
oscilloscope and heard through a speaker. The spike waveforms were sorted
using Plexon’s Offline Sorter program that implementedwaveform clustering
based on parameters such as principal components, spike width, valley, and
peak. Before the adaptation experiment, when a unit was isolated, its re-
ceptive field was mapped using a reverse correlation stimulus. Recording sites
were selected on the basis of the quality of the signal (signal-to-noise ratio)
and their receptive field position. Using home-made scripts in MATLAB and
Plexon’s Offline Sorter we analyzed the unit’s waveform characteristic (e.g.,
width and peak), firing rate, and orientation selectivity. Only single units with
stable firing rate and orientation selectivity were included in the analysis.
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