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Abstract
The N1 peak in the late auditory evoked potential (LAEP) decreases in amplitude following
stimulus repetition, displaying an adaptive pattern. The present study explored the functional
neural substrates that may underlie the N1 adaptive pattern using standardized Low Resolution
Electromagnetic Tomography (sLORETA). Fourteen young normal hearing (NH) listeners
participated in the study. Tone bursts (80 dB SPL) were binaurally presented via insert earphones
in trains of ten; the inter-stimulus interval was 0.7 s and the inter-train interval was 15 s. Current
source density analysis was performed for the N1 evoked by the 1st, 2nd and 10th stimuli (S1, S2
and S10) at three different timeframes that corresponded to the latency ranges of the N1 waveform
subcomponents (70–100, 100–130 and 130–160 ms). The data showed that S1 activated broad
regions in different cortical lobes and the activation was much smaller for S2 and S10. Response
differences in the LAEP waveform and sLORETA were observed between S1 and S2, but not
between the S2 and S10. The sLORETA comparison map between S1 and S2 response showed the
activation was located in the parietal lobe for the 70–100 ms timeframe, the frontal and limbic
lobes for the 100–130 ms timeframe, and the frontal lobe for the 130–160 ms timeframe. These
sLORETA comparison results suggest a parieto-frontal network that might help to sensitize the
brain to novel stimuli by filtering out repetitive and irrelevant stimuli. This study demonstrates
that sLORETA may be useful for identifying generators of scalp-recorded event related potentials
and for examining the physiological features of these generators. This technique could be
especially useful for cortical source localization in individuals who cannot be examined with
functional magnetic resonance imaging or magnetoencephalography (e.g., cochlear implant users).
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1. Introduction
The human auditory system displays a decrease in neural responsiveness following stimulus
repetition, due to the adaptation and refractory features of neurons. Neural adaptation is a
process in which neural responses are continuously recalibrated according to incoming
stimuli (Budd et al., 1998). Adaptation may be reflected by decreased responsiveness of
neurons following stimulus repetition. Neural adaptation has been suggested to reduce the
sensitivity of the auditory system to repeated stimuli and enhances the sensitivity to novel
stimuli (Delgutte, 1997). Neural refractoriness is the phenomenon wherein a neuron can
only respond to a stimulus after a sufficient period of recovery following a response to a
preceding stimulus (Shore, 1995; Fitzpatrick et al., 1999). Refractoriness has been suggested
to be related to the limitation of the temporal coding ability of neurons (Shore, 1995;
Fitzpatrick et al., 1999).

The late auditory evoked potential (LAEP) is a type of event related potential (ERP) that can
be recorded from the scalp using electroencephalographic (EEG) techniques. The LAEP
reflects neural activity occurring 50–250 ms after the presentation of an auditory stimulus
(Näätänen & Picton, 1987; Pool et al., 1989; Eggermont & Ponton, 2002; Martin et al.,
2008). Among the several peaks of the LAEP, the N1 is the most frequently studied
component. The N1 consists of several subcomponents based on the waveform latency and
scalp current distribution. The N1a subcomponent, at approximately 75 ms, is most
prominent at temporal electrodes. The N1b subcomponent, at about 100 ms, is most
prominent at vertex electrodes. The N1c subcomponent, at about 130 ms, is most prominent
at temporal electrodes but extends to fronto-polar and lateral central electrodes (Knight et
al., 1988; Woods, 1995). Extensive evidence from previous studies suggests that distinctions
between N1 subcomponents should be made in terms of neural generators (sources) rather
than the latency and scalp current distribution, as the cerebral generators contributing to the
N1 appear to be spatially and temporally overlapping (e.g., Budd et al., 1998).

The amplitude decrement of the N1 following repeated stimuli has been studied using a
stimulus-train paradigm (Fruhstorfer, 1971; Prosser et al., 1981; Bourbon et al., 1987; Barry
et al., 1992; Budd et al., 1998). Because the adaptation and refractory processes in the
response cannot be simply separated, we will use the term “the N1 adaptive pattern”
throughout the paper to indicate the N1 amplitude reduction following stimulus repetition.
Most previous studies typically treated the N1 as a unitary peak and reported that, with an
inter-stimulus interval (ISI) of approximately 1 s, the N1 amplitude is reduced by
approximately 50–70% over the first two or three stimuli before reaching an asymptotic
level (Ritter et al., 1968; Bourbon et al., 1987). The amplitude reduction following stimulus
repetition is not obvious when the ISI is greater than 10 s (Ritter et al., 1968; Näätänen &
Picton, 1987; Alcaini et al., 1994; Zhang et al., 2009b).

While there is some understanding of brain structures for the generation of the N1, it is
unclear which neuroanatomical and functional substrates contribute to the N1 adaptive
pattern. This prevents effective diagnosis and treatment of patients whose auditory
pathology leads to an abnormal neural adaptive pattern. For example, in cochlear implant
(CI) users, long term deafness can alter adaptation and refractory features of neurons
(Westerman & Smith, 1984; Loquet et al., 2004). Recently there has been increased interest
in using neurologic and audiologic applications of the LAEP to predict CI patient outcomes,
as well as to document brain plasticity following implantation (Groenen et al., 2001; Ponton
el al., 1996; Hine & Debener, 2007; Guiraud et al., 2007; Zhang et al., 2010). Better
understanding of the neural mechanisms that may underlie the N1 adaptive pattern will
provide more effective electrophysiological tools with which to objectively measure brain
function and plasticity in these patients.
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The EEG data recorded at various scalp locations can be used to estimate the current source
generators in the brain by advanced signal processing techniques. The source analysis would
provide important neuroanatomical and functional information of brain regions contributing
to the EEG data, with excellent temporal resolution. However, it is impossible to reconstruct
a unique intracranial electrical source in the human brain with the given EEG signals
(referred to as “inverse problem”), as some sources produce electrical signals that cancel
each other out. Among many source analysis techniques, the sLORETA (standardized Low
Resolution Brain Electromagnetic Tomography) method provides an excellent solution to
the inverse problem, even in the presence of measurement and biological noise (Pascual-
Marqui, 2002; Wagner et al., 2004; Grech et al., 2008). With sLORETA, estimations of
EEG sources are computed within a 3-shell spherical head model registered to the Talairach
human brain atlas. This produces 6239 voxels at 5 mm resolution in the cortical gray matter
and hippocampus areas. The maps are derived based on a location-wise inverse weighting of
the results of a minimum norm least squares (MNLS) analysis with their estimated
variances. Therefore, it does not require assumptions about the number, localization, or
configuration of neuronal sources (Pascual-Marqui, 2002). Because the assumption of
sLORETA is that coherent and synchronized co-activation of neighboring cortical regions is
needed to generate EEG signals, the sLORETA provides a “blurred-localized” image of a
source that conserves the location of maximal activity. Despite the blurred image,
sLORETA had zero error location when reconstructing single sources, that is, the maximum
of the current density power estimate coincides with the exact dipole location.

The specific aim of this paper was to estimate the electric sources or neural generators
contributing to the scalp-recorded auditory N1 and its adaptive pattern using sLORETA in
NH listeners. This will set the stage for further studies of the N1 adaptive pattern in CI
patients. Moreover, the results will deepen our understanding of the neural mechanisms
underlying the brain functions related to normal and abnormal N1 adaptive pattern.

2. Results
2.1. Scalp ERPs

Figure 1 illustrates the grand-average LAEPs across subjects at selected scalp sites for S1,
S2, and S10 in the train. The topography of the 40-channel map is also shown on the right
upper corner of the figure. Responses were the largest at Cz with the N1 latency at
approximately 100 ms and P2 latency at 200 ms. The responses became smaller at electrodes
that were further away from Cz. The response was greatly reduced for S2 than for S1. The
difference between the S2 response and the S10 response was small. In addition to the peak
amplitude differences in the LAEP between S1 and later stimuli, there were some
morphological differences. An additional peak occurring at approximately 300 ms after
stimulus onset was observed for S1, but not for later stimuli.

Figure 2 shows the mean N1 amplitudes and latencies for S1, S2, and S10. The mean N1
latencies for S1, S2, and S10 were 113.18 ms, 98.71 ms and 96.99 ms, respectively. A one-
way RM ANOVA showed that there was a significant stimulus order effect on the N1
latency (F(2,12) = 12.00, p < 0.05). Post-hoc Bonferroni pairwise comparisons showed that
the N1 latency for S1 was significantly longer than for S2 (p < 0.05) or S10 (p < 0.05); there
was no significant difference between the S2 and S10 responses (p = 0.37). The mean N1
amplitudes for S1, S2 and S10 were −10.04 µV, −3.64 µV and −3.0 µV, respectively. There
was a significant stimulus order effect on N1 amplitude (F(2,12) = 23.46, p < 0.05). Post-hoc
comparisons showed that the N1 amplitude for S1 was significantly larger than that for S2 (p
< 0.05) or S10 (p < 0.05); Again, there was no significant difference between the S2 and S10
response amplitudes (p = 0.32).
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2.2. sLORETA
The statistical analysis was performed on the activity between each of the 3 timeframes (70–
100 ms, 100–130 ms, and 130–160 ms) and the pre-stimulus period. Figure 3 shows images
of average CSD distributions for S1, S2, and S10 at the time points corresponding to the
maximum sLORETA values within the 3 timeframes (70–100 ms, 100–130 ms, and 130–
160 ms). We display the results at the time points corresponding to the maximum sLORETA
activation instead of the results of averaged sLORETA values over those timeframes
because: 1) The former approach has been used in previous studies (Knott et al., 2009), and
2) the differences in sLORETA activation between timeframes would be reduced if the
average values are used. There was extensive activation for S1 within each of the
timeframes, not only in the temporal lobe but also in other lobes. The activation was largely
reduced for S2. For S10, the activation was more restricted to the temporal lobe in 70–100
ms and 100–130 ms timeframes, but involved non-temporal lobe regions (the frontal lobe
and the parietal lobe) in the 130–160 ms timeframe.

Table 1 lists significant activation of structures at the time point corresponding to the
maximum sLORETA activation within the three timeframes for S1, S2 and S10. Structures
consisting of at least 5 activated voxels are included. The data showed that multiple areas in
the limbic lobe, temporal lobe, frontal lobe, parietal lobe, occipital lobe, and sub-lobar
region were activated within all three timeframes in response to S1. The activation in
response to S2 was much less than for S1, in terms of voxel number for the 70–100 ms and
100–130 ms timeframes and in terms of voxel number and the number of involved structures
for the 130–160 ms timeframe. The activation in response to S10 mainly involved the
temporal lobe within the 70–100 ms and 100–130 ms timeframes; the activation shifted to
the parietal and frontal lobes for the 130–160 ms timeframe.

The sLORETA difference map between S1 and S2 revealed significant decrements in
cortical activation, as shown in Figure 4. The time point corresponding to the maximum
sLORETA activation for the timeframes of 70–100 ms, 100–130 ms, and 130–160 ms was
selected to show the statistical imaging. It was noted that the activation was in the parietal
lobe for the 70–100 ms timeframe, the frontal lobe and limbic lobe for the 100–130 ms
timeframe, and the frontal lobe for the 130–160 ms timeframe. The specific brain regions
are listed in Table 2. In contrast, the sLORETA difference map between S2 and S10 did not
yield any significant differences for any of the 3 timeframes.

3. Discussion
This study is the first to examine the neuronal substrates underlying N1 adaptive pattern
using a time-course analysis. It provided evidence that multiple brain lobes contribute to the
N1, with increasing contribution of the non-specific regions (ie., non-auditory cortex) when
the response is evoked by the first stimulus in the train. Moreover, there is a parieto-frontal
brain network involved in N1 adaptive pattern.

3.1. Scalp ERPs
Consistent with previous studies (Woods & Elmasian, 1986; Bourbon et al., 1987; Budd et
al., 1998), this study found that the N1 amplitude decreased approximately 60% for S2, after
which amplitude values reach an asymptote. In addition to the amplitude difference between
LAEPs evoked by S1 and later stimuli, there were some differences in morphology. The
positive peak occurring at 300 ms was obvious for S1 but not for later stimuli. This peak
may be P3 and possibly associated with subjects’ expectation of stimuli during the long ITI
(Hari et al., 1979). Previous studies also reported that the P3 could be elicited by an
unpredictable shift in repetitive stimulus-trains even when subjects were instructed to ignore
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stimuli or read a book (Ritter et al., 1968; Squires et al., 1975). This component of P3
reflects the “mismatch” to an ongoing stimulus train and indexes an involuntary attention
switch to novel stimuli (Squires et al., 1975; Näätänen & Picton, 1987).

3.2. Generators of the N1 and their adaptive features
Previous studies have reported multiple generators for the N1 (Vaughan & Ritter, 1970;
Kooi et al., 1971). Scherg and Cramon (1985) performed dipole analysis on the LAEP data
and concluded that the N1 response could be explained by at least 2 major dipole sources: a
vertically oriented dipole situated in the primary auditory cortex in the posterior superior
temporal plane, and a radially oriented neuronal dipole source located in the auditory
association cortex at the superior temporal gyrus (Scherg & Cramon, 1985). The
contribution of regions outside of the auditory cortex and association areas are also reported
(Woods et al., 1987; Pool et al., 1989; Knight et al., 1988). For instance, patients with
lesions of the temporal-parietal junction or the inferior parietal lobe displayed a significant
reduction of N1 compared to control subjects (Knight et al., 1988; Woods et al., 1987). A
number of ERP, functional magnetic resonant imaging (fMRI), and intracranial recording
studies have suggested recruitment of non-auditory (non-specific) regions such as the
cingulate cortex in the limbic lobe and structures in the frontal lobe for the N1 peak
(Anderer et al., 1998; Picton et al., 1999; Gallinat et al., 2002; Giard et al., 1994; Rosburg et
al., 2005). Evidence has also shown that the extralemniscal pathways of the bulbar reticular
formation and the centrum medianum of the thalamus may contribute to the N1 (Fruhstorfer,
1971).

One important factor influencing the contributing structures to the N1 across studies is the
ISI, which affects neural adaptation and refractoriness. When the ISI is short (e.g.,
approximately 1 s), the dominant contributor of the N1 is the temporal lobe (Hari et al.,
1982; Anderer et al., 1998; Picton et al., 1999). When the ISI is increased, sources in brain
regions other than auditory cortex become more active (Hari et al., 1982; Näätänen &
Picton, 1987). Using both MEG and EEG techniques, Hari et al. (1982) recorded the LAEP
using 1 kHz tone bursts presented with randomized ISIs of 1, 2, 4, 8, 16 s. The authors found
that for short ISIs (ie., < 4 s), a wide auditory area in the temporal lobe was activated,
extending from the supratemporal plane and the superior temporal gyrus to the parietal
operculum and to the inferior parietal lobule. For long ISIs (ie., > 4 s), areas in the frontal
cortex, hippocampus and the brainstem nuclei were also activated. Several studies have
suggested that it is possible to differentiate N1 components by varying the ISI (Järvilehto et
al., 1978; Hari et al., 1979). Alcaini et al. (1994) examined the scalp current density of the
LAEP in response to stimuli with various ISIs from 1 to 16 s. The authors reported that two
different components contributed to the N1. The first component was elicited with all ISIs,
peaking at about 95 ms and exhibiting full recovery below 8 s. The second component was
elicited by infrequent stimuli, peaking at approximately 140 ms and exhibiting full recovery
above 16 s. Similar results have been reported in other studies (Lu et al., 1992; McEvoy et
al., 1997).

The amplitude decrement of the N1 following stimulus repetition, or the N1 adaptive
pattern, has been reported and has been largely attributed to neural adaptation. This is
because the N1 adaptive pattern meets at least some of adaptation criteria such as: 1)
response decrement to repeated stimulation; and 2) direct relation between stimulus
repetition rates and response decrement (Thompson and Spencer, 1966). However, neural
adaptation is not the only involved mechanism because the N1 adaptive pattern is not an
exponential decay (Thompson and Spencer, 1966). Researchers suggested that another
important mechanism underlying the N1 adaptive pattern in refractoriness, in which the
neurons require a recovery time before they are capable of responding normally to the next
signal following the preceding response (Barry et al., 1992; Budd et al., 1998).
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The sLORETA results in this study suggest that both adaptation and refractoriness processes
have attributed to the N1 adaptive pattern. For instance, some brain activity elicited by S1
was reduced in the S2 response and further reduced in the S10 response, showing adaptation
(see brain activity in the timeframes of 70–100 ms and 100–130 ms, Table 1). In contrast,
some brain activity elicited by S1 and S10 was not elicited by S2 (e.g. frontal lobe activity in
the timeframe of 130–60 ms, Table 1). Such a pattern is compatible with the involvement of
neural refractoriness in the N1 adaptive pattern.

In this study, non-specific areas showed much stronger current densities in the S1 response
than in responses to other stimuli; Temporal lobe activation was observed in response to all
stimuli. This may be because most non-specific generators need a longer time to recover
than the temporal lobe generator. The S2 response may reflect the combined effects of
adaptation and refractoriness of all components, displaying a dramatic reduction in voxel
number compared to the S1 response. At asymptotic amplitude levels (i.e., the S10 response),
the N1 was dominated by the generators in the temporal lobe within the early N1 latency
ranges (70–100 ms and 100–130 ms); activation of parietal and frontal lobe was observed in
the later N1 latency range (130–160 ms). Our observations are consistent with the
conclusion made by Näätänen (1992): the N1 peak elicited by the first stimulus in a train is
mainly due to non-specific N1 generators. The amplitude decrement across subsequent
stimuli reflects both the absence of the non-specific generators and the refractoriness of the
supratemporal generators.

In a review article, Näätänen and Picton described at least 6 N1 components: Component 1
is generated in a much wider region of the supratemporal plane than that occupied by the
primary auditory cortex. It has a negative peak at 100 ms and is most obvious in the
frontocentral region of the scalp. Component 2 is generated in the association cortex on the
lateral side of the temporal parietal cortex. It has a positive wave at approximately 100 ms
and a negative wave at 150 ms. This component is maximally recorded at the midtemporal
electrodes. Component 3 is probably from the motor and premotor cortices under the
influence of the reticular formation and the ventral lateral nucleus of the thalamus, which
projects to the precentral gyrus, the superior, middle and inferior frontal gyri, and the
supplementary motor area on the mesial surface of the frontal lobe (Näätänen & Picton,
1987; Näätänen, 1992; Sokolov et al., 2001). The waveform of this component shows a
negative peak at about 100 ms and is maximal at vertex electrodes. This component has
nonspecific feature and is related to the orienting response to novel stimuli. Component 4 is
the mismatch negativity generated from the supratemporal plane and it reflects an automatic
comparison between the present stimulus and the preceding stimuli. Component 5 is the
sensory-specific processing negativity that starts at 50–100 ms and lasts during the
processing of an attended stimulus. This component may be generated in the auditory cortex
on the supratemporal plane and the areas on the lateral aspects of the temporal lobe.
Component 6 is the second component of the processing negativity that may be generated in
the anterior frontal cortex. Among the 6 components, the first 3 components were regarded
as the “true” N1 components that contribute to auditory perception.

In the current study, the S10 response should be most comparable LAEP to that evoked by
stimuli at a fixed and fast rate in most previous studies, due to the short ISI of 0.7 ms and the
fact that the LAEP amplitude reaches an asymptote well before S10. Table 1 and Figure 3
show that the temporal lobe was the dominant generator of the N1 for the earlier timeframes
(70–100 ms and 100–130 ms), and that the frontal and parietal regions were recruited for the
late timeframe of 130–160 ms. The generators observed for the S10 response may
correspond to the first two “true” N1 components in Näätänen and Picton (1987) and an
additional components in the nonspecific areas.
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In contrast to the S10 response that is largely affected by neural adaptation and/or
refractoriness, the S1 response reflects activities that involve most N1-relevant generators
least affected by neural adaptation and/or refractory process. This is because the long inter-
train interval, ie., 15 seconds, allows for a full recovery of most generators. In the
sLORETA results of the S1 response, significantly increased activation was seen in non-
specific regions in the frontal lobe, occipital lobe, parietal lobe, and limbic lobe. Therefore,
the generators in the S1 response may correspond to at least the first 3 components in
Näätänen and Picton’s study (1987).

In sum, the sLORETA results suggested that N1 generators can be roughly grouped into 3
components. The first is the obligatory N1 component in the auditory cortex and association
areas which correspond to Näätänen and Picton’s first two components (see temporal lobe
activation in the early latency range of S10 response); the second is the obligatory N1
component in non-specific areas (see frontal and parietal activation in the late latency range
of S10 response); the third is the orienting N1 component in non-specific areas (see brain
activation in S1 response). The first two components need a relatively short time to recover
so that they can be seen in both S10 response and S1 response (see the structures in the
mildly shaded area in Table 1). The third component needs a long time to recover so that it
can only be seen in S1 response but not S2 and S10 response (see the structures in the heavily
shaded area in Table 1). Our categorization is supported by findings in ERP, fMRI, and
intracerebral recordings (Anderer et al., 1998; Picton et al., 1999; Gallinat et al., 2002; Giard
et al., 1994; Rosburg et al., 2005; Mayhew et al., 2010). The 130–160 ms activity in the
fronto-parietal network was only seen in S1 but not necessarily in S1 and S10 responses
while activity in the early latency ranges in the temporal lobes was elicited by all three
stimuli. The current sLORETA results imply different recovery dynamics in the temporal
and frontal lobes: a long recovery time for the frontal-parietal network and a relatively short
recovery time for the supratemporal component.

Our categorization can unify some discrepancies in the literature. For instance, Alcaini et al.
(1994) suggested that two more components in addition to Näätänen and Picton’s 3 “true”
N1 components also contribute to the N1: one is an obligatory frontal component that can be
elicited whatever the stimulus rate and has a short recovery time, and the other is an auditory
cortex component in response to infrequent stimuli that needs a long time to recover. In fact,
Alcaini’s two components can be grouped into the second and third components in our
sLORETA categories.

3.3. Brain functions associated with the N1 adaptive pattern
The present study provided important information on the temporal dynamics of N1 adaptive
pattern. The mean sLORETA difference map between S1 and S2 responses displayed
activation in different regions within the different timeframes: the parietal lobe (inferior
parietal lobule, postcentral gyrus) in the 70–100 ms timeframe, the limbic (cingulate gyrus)
and frontal lobes (middle frontal gyrus, precentral gyrus) in the 100–130 ms timeframe, and
the frontal lobe (inferior frontal gyrus, orbital gyrus) in the 130–160 ms timeframe. The
results provide support for previous speculations that there may be an anterior-posterior
brain network for novel stimulus detection (Baudena et al., 1995; Cycowicz & Friedman,
1997; Opitz et al., 2002; Rosburg et al., 2005). Previous studies reported that, when an
infrequent stimulus occurs, a pre-attentive mechanism in the frontal lobe is activated
(Cycowicz & Friedman, 1997; Opitz et al., 2002). If attention is involved, the attention-
driven detection of stimulus is then transmitted to temporal-parietal areas (Polish, 1989;
Friedman et al., 1998; Polich, 2007). The involvement of the parietal lobe may reflect the
matching of sensory information to memory templates (Friedman et al., 1998; Knight &
Nakada, 1998). In his study, the activation of the parietal and frontal lobes in the difference
sLORETA map between S1 and S2 responses may suggest the hypothesis that the parieto-
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frontal network enables the brain to filter out irrelevant and repeated stimuli. This network
may serve to enhance the sensitivity of the auditory brain for incoming novel and significant
stimuli.

3.4. Clinical implications and future studies
This study provides essential preliminary data for normal controls, setting the stage for
further studies of abnormal adaptive pattern in individuals with relevant pathologies (e.g., CI
users). For CI users, long term deafness may alter brain structures, as well as the adaptation/
refractory features of neural responses. Electric stimulation by the implant would elicit brain
plasticity (Guiraud et al., 2007). Zhang et al. (2010) reported that the LAEP waveform in
poor CI performers exhibited less amplitude reduction compared with NH young listeners or
good CI performers. It is possible that the N1 generators may be differentially compromised
across CI patients, resulting in a large inter-subject variability in CI outcomes. CI patients
cannot be tested with neuroimaging techniques such as the fMRI and MEG. Therefore, EEG
and current density reconstruction may be valuable for diagnosing neurological and/or
auditory impairment for individual CI patients. Such objective measures would be especially
useful in pediatric or adult CI patients who cannot be behaviorally tested. These techniques
would also allow for objective measures of brain plasticity associated with CIs.

3.5. Conclusions
The current study showed that brain activation for the N1 involved both auditory cortical
areas in the temporal lobe and non-specific regions in other lobes. The contribution of non-
specific regions was greater for the response evoked by the first stimulus than for the
response evoked by later stimuli in the train, due to a more complete recovery of these
generators over the long inter-train interval. There is a parieto-frontal brain network
involved in the N1 adaptive pattern. This network may serve as a filter to remove excessive
auditory information and thereby may help enhance the sensitivity of the auditory brain for
novel and significantly stimuli.

4. Experimental procedures
4.1. Participants

Fourteen right-handed healthy human subjects (20–30 years, 13 females and 1 male) were
recruited. All participants were normal hearing (pure tone air-conduction thresholds < 20 dB
HL at octave frequencies from 0.5 to 4 kHz), normal type A tympanometry and normal
acoustic reflex thresholds at 0.5, 1 and 2 kHz. They were free of psychiatric, neurologic and
alcohol/drug abuse history. They were also free of medications and were required to abstain
from alcohol, drugs, caffeine and nicotine prior to recordings. After providing written
informed consent, each participant was fitted with a 40-channel Neuroscan quick-cap and
was comfortably seated in a sound treated booth for electroencephalographic recordings.
Participants were financially compensated for their time. The research protocol was
approved by the Institutional Review Board of the University of Cincinnati.

4.2. Stimuli
The stimuli were 1 kHz tone bursts (60 ms, 10 ms rise/fall time) that were digitally
generated and presented using Neuroscan’s STIM2 software and hardware (Compumedics
Neuroscan, Inc., Charlotte, NC). The stimuli were presented in trains of 10 tone bursts, with
an ISI of 0.7 s and an inter-train interval (ITI) of 15 s. This ITI allowed a nearly full
recovery of the LAEP from adaptation and/or refractory time following the response to
preceding stimuli. The presented stimuli in one recording included 30 trains of tone bursts.
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At least two recordings were obtained from each participant. The stimuli were presented
binaurally via ER-3A insert earphones at 80 dB SPL.

4.3. Electroencephalographic recording
The EEG recordings were performed using Neuroscan’s 40-channel Nuamps system. The
electrode cap was placed on the scalp based on the International 10–20 system, with the
linked ears as the reference. Electroocular activity (EOG) was monitored so that eye
movement artifacts could be identified and rejected during the offline analysis. Electrode
impedances in all electrodes were kept at or below 5 kΩ. EEG recordings were collected
from participants using Neuroscan’s SCAN software (version 4.3) with a band-pass filter of
0.1 to 100 Hz and an analog-to-digit-converter (ADC) sampling rate of 1000 Hz. During the
experiment, participants read self-chosen books to keep alert and were asked to ignore the
acoustic stimuli. Participants were given short breaks in order to avoid fatigue and to
maximize alertness.

4.4. Data Analysis
4.4.1. Waveform analysis—EEG data analysis was performed using EEGLAB 6.03, an
online open source toolbox (Delorme & Makeig, 2004) running under Matlab 6.3 (The
Mathworks, Natick, MA). Continuous EEG data were digitally filtered (0.3–30 Hz with a
slope of 12/dB octave) and epoched between −100 to 500 ms. After rejecting approximately
10% of all epochs that contained excessive noise, the remaining data epochs were
concatenated into a single-trial dataset for each subject. An average reference for each of the
scalp electrodes was computed (Anderer et al., 1998). After baseline correction using the
pre-stimulus window, EEG data were then decomposed using independent component
analysis (ICA), which separates the EEG dataset into mutually independent components,
including those from artifactual and neutral EEG sources (ICA, Delorme & Makeig, 2004;
Jung et al., 2000). Components representing artifacts associated with blinks, additional eye
movements, muscular artifacts were removed. Details of artifact removal using ICA are
provided in our previous paper (Zhang et al., 2009b). After removing artifacts, the remaining
components were then constructed to form the final EEG dataset and responses from the
repeated recordings were combined. Then the combined EEG dataset was separately
averaged to obtain one LAEP for each consecutive stimulus in the train. Thus, there were
equal numbers of epochs for each stimulus in the train.

4.4.2. Source analysis using sLORETA—The sLORETA, an online available source
analysis method (Pascual-Marqui, 2002), was performed on the LAEP data to localize
neural generators for the N1 evoked by the first (S1), second (S2) and tenth stimuli (S10).
The data for the third through ninth stimuli (S3–S9) were not used for source analysis
because previous work of waveform analysis showed no response difference in morphology,
peak amplitude, and latency between S3–S9 and S10 (Zhang et al., 2009a). The voxel-based
data were created according to the LAEP data from 34 electrodes (FP1, FP2, F7, F3, FZ, F4,
F8, FT7, FC3, FCz, FC4, FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPz, CP4, TP8, T5, P3, PZ,
P4, T6, O1, OZ, O2, FT9, FT10, PO1, PO2) in 3 timeframes (70–100 ms, 100–130 ms and
130–160 ms) for S1, S2 and S10. These three timeframes corresponded to the latency ranges
of three main waveform subcomponents of the N1 and has been used to quantify the
adaptive pattern of N1 waveform subcomponents (N1a, N1b, and N1c, Picton & Stuss,
1980; Näätänen & Picton, 1987; Woods, 1995; Budd et al., 1998). Activation within each
timeframe was compared to the pre-stimulus period within each stimulus (Knott et al.,
2009). The sLORETA results for the three timeframes were also compared across stimuli
(i.e., S1 vs. S2 and S2 vs. S10. The comparison between S1 vs. S10 was not performed
because S10 and S2 responses are similar).
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4.4.3. Statistical analysis—The amplitude and latencies of the N1 derived from the
LAEP waveforms were subjected to separate repeated measures analyses of variance (RM
ANOVAs) to determine whether differences in responses evoked by S1, S2, and S10 were
significant. Data from Cz were used since Cz has been reported to be associated with the
largest N1 amplitude.

sLORETA Comparisons were performed for 1) within-stimulus comparisons between
current source density (CSD) values within the timeframes of 70–100 ms, 100–130 ms and
130–160 ms and those within the pre-stimulus period, and 2) between-stimulus comparisons
between CSD values within each timeframe of 70–100 ms, 100–130 ms, and 130–160 ms
(i.e., S1 vs.S2, S2 vs S10). The within-stimulus comparisons were used to describe the CSD
distribution of N1 evoked by S1, S2, and S10. The between-stimulus comparisons provided
information on the differences in CSD distribution for S1, S2, and S10. Specifically, the
obtained sLORETA images were compared between timeframes using the sLORETA-built-
in voxel-wise randomization tests based on statistical non-parametric mapping (SnPM)
corrected for multiple comparisons (Holmes et al. 1996). The voxels with significant
differences were specified in the corresponding brain regions using sLORETA images and
voxel-by-voxel t-values in Talairach space are displayed as statistical parametric maps
(SPMs).

In order to provide a general, rather than detailed picture of brain activation, a conservative
significance level (p < 0.01) was used for the within- and between-stimulus comparisons in
the CSD values. For other data such as the waveform analysis, p < 0.05 was used.

Research Highlights

• Multiple brain regions contribute to the N1 of the late auditory evoked potential.

• The N1 displays amplitude adaptation following stimulus repetition.

• There is a parieto-frontal brain network involved in N1 adaptation.

Abbreviations

AEPs Auditory evoked potentials

CI Cochlear implant

EEG Electroencephalography

EOG Electrooculography

ICA Independent component analysis

ISI Inter-stimulus interval

ITI Inter-train interval

LAEP Late auditory evoked potential

NH Normal hearing

sLORETA standardized Low Resolution Electromagnetic Tomography
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Fig. 1.
Grand mean for the LAEP at selected electrodes for the S1, S2 and S10 stimuli. The
topographic map for 40-channel electrodes is shown at upper right.
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Fig. 2.
Mean amplitude and latency (across subjects) of the N1 for S1, S2, and S10 at electrode Cz.
The error bars show 1 standard error of the mean.
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Fig. 3.
Left and right sLORETA statistical image (voxel-by-voxel t-tests) at the N1 time point
corresponding to the maximum sLORETA value for the 70–100 ms, 100–130 ms and 130–
160 ms timeframes, for S1, S2 and S10 (vs. baseline). The statistical images were derived by
voxel-by-voxel t-tests.
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Fig. 4.
Horizontal, sagital and coronal slices of sLORETA statistical images (voxel-by-voxel t-tests,
p < 0.01) derived from the difference between the S1 and S2 responses. The images are
illustrated at time points of 94, 119, and 140 ms, i.e., the latencies corresponding to the
maximum sLORETA for the 70–100 ms, 100–130 ms and 130–160 ms timeframes,
respectively.
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Table 2

The activated brain regions for each timeframe at p < 0.01 level for the difference map between S1 and S2.

Timeframe Most
activated lobe

Second-most
activated lobe

t values for
p < 0.01

70–100 ms
Parietal
(inferior parietal lobule,
postcentral gyrus)

1.867

100–130 ms
Frontal
(middle frontal gyrus,
precentral gyrus)

Limbic l
(cingulate gyrus) 1.975

130–160 ms
Frontal
(inferior frontal gyrus,
orbital gyrus)

2.013
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