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Abstract
Alternative videoconferencing technologies for providing tele-

medicine via the Internet are described. Background information

about how digital video applications have been instantiated using

Internet protocols is presented. Specific methods for encoding and

decoding video are discussed and video applications that have been

tested at the National Library of Medicine are reviewed. This article

suggests that no one technology is best and that the appropriateness

of a method depends on specific applications. Some technologies,

however, have lower, more flexible bandwidth requirements and are

more standardized, making them more practical. Still, emerging, yet-

to-be-standardized applications offer new capabilities warranting

further investigation.
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Introduction

V
ideoconferencing applications range from strictly propri-

etary to open source, have different video quality, costs,

hardware, and network requirements, and need varied

levels of expertise to implement and maintain. Two sys-

tematic reviews of telemedicine research conducted for the Agency

for Healthcare Research and Quality1,2 found video most efficacious

in specialties wherein verbal interaction is a key part of patient as-

sessment (e.g., psychiatry and neurology), and that outcomes were

more variable in other areas. Although telemedicine research is ex-

tremely useful, practitioners still have to make choices about specific

video technologies, even in specialties where its efficacy is estab-

lished. These judgments become more salient where the evidence for

using the technology is more equivocal.

The National Library of Medicine (NLM) has funded telemedicine

projects that have used videoconferencing technologies and has

assessed these and other videoconferencing applications employing

Internet protocols, including some cutting-edge, experimental

ones. Background information is presented in this article about en-

coding, compressing, and transmitting video as well as other fea-

tures of videoconferencing applications. Alternative standards for

encoding and compressing video are discussed and NLM-tested

applications are reviewed, including those built around the H.323

videoconferencing standard, AccessGrid (AG), and ConferenceXP

(CXP) and those for transmitting raw video without additional

compression.

Background
Most videoconferencing technologies use compression and varied

mechanisms for data transmission, controlling audio, securing

communication, and sharing software.

COMPRESSION
Video can be viewed on demand or transmitted live, either one

way by streaming or two or more ways by point-to-point and mul-

tipoint videoconferences. Video data are substantial, and when net-

work bandwidth or data storage are limited, it must be compressed

with the goal of maximizing data reduction while maintaining

quality. A coder/decoder (CODEC) is either a device or software that

compresses. The degree of data reduction is measured by the physical

byte size of the file that is stored or the bit rate when data are

transmitted, but video quality is measured by resolution or the

number of pixels in each image dimension. Television resolution can

be standard definition (SD) or high definition (HD). In North America,

the SD resolution is 640 · 480 pixels and the HD resolution is either

1280 · 720 or 1920 · 1080 pixels. Video quality can be affected by

how the image is scanned and displayed. Interlaced video divides

horizontal lines across images into odd and even that refresh alter-

nately, whereas progressive video displays lines in sequence from top

to bottom to create a sharper picture. Consequently, the letter i or p

is often added to dimensions to define resolution further (e.g.,

1280 · 720p).

CODECs may or may not be based on standards and they can be

open source or proprietary. Generally, a software CODEC can ac-

complish sufficient compression with acceptable image quality and

latency provided a computer is used with adequate processing power.

A hardware CODEC, however, usually will be more efficient. The

hardware/software performance gap can be mitigated by using better

peripherals such as higher-quality cameras and computers with faster

input and output ports. For example, a software CODEC with a

higher-quality camera may produce video superior to a hardware

system with an inferior one.

Most CODECs employ block-based motion compensation, chroma

subsampling, and interframe compression.3 Video is composed of a

series of individual images (frames) that when captured and dis-

played at a rate of 30 per second create the illusion of full motion.

Block-based motion compensation divides individual frames into

blocks 8 · 8 or 16 · 16 pixels square. Squares that are uniform will be

encoded the same, whereas those that are not will be further divided

and examined. Chroma subsampling takes advantage of humans
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being less sensitive to chroma (color) than to luma (light) to reduce

the chroma information within a frame. Some CODECs only perform

this intraframe compression, and as every frame must be processed,

there can be inefficiencies and latencies. Consequently, other CO-

DECs add interframe compression wherein only the changes between

frames get encoded.

TRANSMISSION
The transmission control protocol and user datagram protocol are

the most common methods for transmitting data on the Internet.4

Data are broken down into packets, which are sent from the machine

or device having the data to one or more requesting it. The trans-

mission control protocol guarantees delivery by checking packet

transmission and resending those lost. It is used to transmit Web

pages, but not video because more data are involved, loss checking

takes time, and unacceptable latencies are introduced. The user da-

tagram protocol is used to stream video and audio as there is no packet

checking, speeding transfer. Transmission rates are expressed in

thousands, millions, or billions of bits per second: kilobits per second

(Kbps), megabits per second (Mbps), or gigabits per second (Gbps).

Packets are distributed by unicast and multicast.5 Unicast estab-

lishes separate streams for every end point participating in a video-

conference, each of which will have a unique Internet address or alias

(extension) of such an address. If three sites are participating at a bit

rate of 384 Kbps, then 1,152 Kbps of bandwidth is consumed on parts

of the network. When multiple end points participate by unicast, a

device called a multipoint control unit is often needed to manage the

streams. Multicast allows transmitting video and audio streams to a

single unique multicast address. Routers on the network detecting

stream requests will route them to appropriate end points, whereas

those not detecting requests will drop transmission. This feature and

the use of single streams improve bandwidth efficiency, but end

points may be on networks having routers without multicast capa-

bility or that do not have it enabled. Consequently, multicast is less

common, except on advanced research and education networks.

Videoconferencing technologies having the same resolution (SD

or HD) may not have the same image quality if different CODECs are

employed or if data are transmitted at different rates. CODECs used by

applications will apply different degrees of intraframe compression

and some will add interframe. Those allowing varied rates of trans-

mission will apply more compression at lower transmission rates,

sometimes to the point the video becomes less clear or frames are

dropped, introducing jitter. Video transmitted to a device capable of

1080p resolution at a lower bit rate will look worse than that trans-

mitted at higher ones.

AUDIO, SECURITY, AND APPLICATION SHARING
Videoconferencing hardware devices normally include one or more

camera and auxiliary video inputs and microphone and auxiliary

audio inputs. They usually have built-in echo cancellation to block

any audio sent to a distant end point that is picked up by its micro-

phones and sent back. Videoconferencing software requires video

input to the computer through an installed digital video (DV) card or

the computer’s IEEE 1394 or universal serial bus (USB) ports. Some

software applications will have built-in echo cancellation, but others

may require use of headsets or additional echo cancellation hardware.

Videoconferencing applications may offer security by imposing

passwords and providing encryption.6 The very act of videoconfer-

encing raises network security issues because end points need access

to each other’s networks that firewalls may block. Some videocon-

ferencing tools accommodate firewalls better because they use fewer

ports or more common ones (e.g., port 80 for Web access) that are

usually kept open. When built-in security is lacking, it can be pro-

vided by other means, for example, by running virtual private net-

work7 software and offering a conference over it.

Videoconferencing software may have built-in ways to share slide,

word processing, and other applications on a computer, whereas

videoconferencing hardware devices allow users to input data from

a computer (e.g., a slide presentation) or other information source

(e.g., an ultrasound device or microscope) and transmit it as higher-

resolution video. If mechanisms for content sharing are lacking,

additional software can be installed on computers to provide it and

two connections can be made, one for the videoconference and one

between the computers sharing data.

CODER/DECODERS

The International Telecommunication Union-T Video Coding

Experts Group and the International Standards Organization Motion

Picture Experts Group (MPEG) have focused on the H.26x family of

compression standards and the MPEG series of compression stan-

dards, respectively (e.g., H.261, H.263, MPEG-1, and MPEG-2). The

two organizations formed a joint video team and developed the

currently popular H.264/MPEG-4 Advanced Video Coding8 standard

for transmitting and storing video. Other widely used nonstandard,

proprietary CODECs are Windows Media Video, Quicktime, and Real

Video from Microsoft, Apple, and Real Networks.9 Standard CODECs

are often preferred because they are intensely reviewed, widely

adopted, and more often cross-platform (see summary in Table 1).

Tools for displaying video using proprietary CODECs usually ac-

commodate standard ones. Video CODECs are integrated into other

videoconferencing standards that included additional specifications

besides compression (e.g., how end points call each other).

H.261 AND H.263
H.261 was originally designed for transmitting video over ISDN

lines at bit rates from 64 Kbps to 1.2 Mbps to support two video

resolutions10 (352 · 288 and 176 · 144 pixels). H.263 added resolu-

tions 128 · 96, 704 · 576, and 1408 · 1152 pixels and had bit rates

from 128 Kbps to 2 Mbps.11

MPEG-2 AND H.264/MPEG-4
MPEG-2, also known as H.262, is a video- and audio-coding

standard used for recording digital video discs (DVDs) and, with en-

hancements, for transmitting HD television.12 It is not optimized for

transmission at rates below 1 Mbps. The rate for DVD quality is up to

10 and 25 Mbps for HD commercial television quality at resolutions
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from 352 · 420 to 1920 · 1080 pixels. H.264/MPEG-4 Advanced Vi-

deo Coding is the latest H.26x CODEC standard providing the same

video quality as MPEG-2 at up to half of the bandwidth,13 delivering

video at rates from 40 Kbps to 10 Mbps for resolutions ranging be-

tween 176 · 144 and 1920 · 1080 pixels. Resolutions beyond 1080p

are possible at even higher data transfer rates. The MPEG-4 CODEC

incorporates the H.264 CODEC and other levels of compression.

DIGITAL VIDEO
DV is a format created by camera producers for storing video

digitally at a native resolution of 720 · 480, which degrades slightly

on SD displays.14 DV only applies intraframe compression, improving

video quality and allowing easier editing. The DV specification defines

the CODEC, the MiniDV tape storage mechanism, and the recording bit

rate. A high-definition DV format called HDV uses MPEG-2 com-

pression for a resolution of *1080i. Some applications for streaming

video without additional compression use the DV format.

Applications
NLM has experimented with SD and HD videoconferencing. SD

applications generally are more stable, easier to deploy, and less

costly, while providing sufficient video quality for many tele-

medicine situations. HD videoconferencing can provide greater res-

olution when higher image quality is needed. NLM has experimented

with three applications using one or more CODECs previously dis-

cussed: (1) H.323 applications, (2) AG, and (3) CXP. In addition, NLM

has tested uncompressed video. Criteria for choosing videoconfer-

encing applications are summarized in Table 2.

H.323
H.323 is a videoconferencing standard widely adopted by com-

mercial equipment manufacturers and incorporates H.261, H.263,

and H.264 video CODECs, the latter providing HD resolution in recent

products. The metaphor for H.323 videoconferencing is the point-to-

point call or conference call, wherein an Internet protocol address of

a videoconferencing end point or multipoint conferencing unit or its

alias is used to initiate communication.15 In addition to CODECs and

call initiation, the specification includes standards for sharing con-

tent, remotely controlling cameras, and so on. These elements work

together to provide interoperable video, audio, and data communi-

cation by unicast or multicast,16 although unicast is more prevalent.

NLM has used H.323 products from Tandberg, LifeSize, and

Polycom, employing customized digital signal processing hardware

for video compression, although there are software implementations

also deployed by NLM. The bit rates for SD video are those for the

H.261 and H.263 CODECs (64 Kbps to 1.2 Mbps), whereas those for HD

range from 512 Kbps to 4 Mbps at 720p or 1080p resolution, the

actual appearance depending on bit rate. As additional compression

is applied in videoconferencing HD implementations, image quality

Table 1. Coder/Decoder Comparison Resolution and Bit Rates

BIT RATE RESOLUTION

H.261 64 Kbps–1.2 Mbps 176 · 144, 352 · 288

H.263 64 Kbps–1.2 Mbps 128 · 96, 704 · 576,

1408 · 1152

MPEG-2/H.262 5–25 Mbps 352 · 420 to 1920 · 1080

H.264/MPEG-4 AVC 40 kbps–10 Mbps 176 · 144 to 1920 · 1080

DV 30 Mbps 720 · 480

HDV 25 Mbps 1080i

Table 2. Videoconferencing Application Selection Criteria

1. Does the videoconferencing application have the image quality required for the telemedicine context?

Some applications may be completely inadequate for certain types of telemedicine. For example, in dermatology, higher video resolution may be needed to show the

patient’s skin more clearly. However, others may provide more resolution than needed, often at additional costs (in terms of either pricing or technical support).

2. Does the bandwidth available accommodate the videoconferencing application?

Some applications accommodate a range of bandwidths but reduce quality when set for lower bit rates. Consequently, the bit rate the network can accommodate has to be

compared to the image quality required (criterion 1). Some applications, especially those uncompressed, may exceed available bandwidth.

3. Does the videoconferencing application have the functionality and performance required?

For example, if providers need to control cameras at the distant end point and view input from other devices, does the application allow this? Similarly, some applications

may have greater latency, making communication difficult, or they may be more vulnerable to network congestion.

4. Is the videoconferencing application easy to use and is there technical support?

Generally, commercially available applications are easier to use and have company support. Open source applications evolve based on the work done by the community

using them and in-house technical expertise may be needed to support them. Even when in-house technical expertise is available, some applications (e.g., uncompressed

video) are very new and not well documented.

5. Is the cost of the videoconferencing application appropriate?

An application’s price must fit one’s budget and hidden costs must be taken into account. A free, open-source software is attractively ‘‘priced,’’ but the technical support

that is often needed may cost more than a commercial product. Moreover, commercial products often offer technical support and service contracts at a marginal

additional expense.
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is lower than commercial HD television. The standard includes the

T.120 protocol for sharing applications when H.323 software is in-

stalled on computers, whereas standalone systems usually have

computer inputs and employ the H.239 protocol to dual-stream

computer output as higher-resolution video. Most commercial H.323

products have echo cancellation and provide encryption.

ACCESSGRID

AG is a free, open-source videoconferencing software developed

by Argonne National Laboratory (ANL), enabling large-scale col-

laboration and providing interactive application sharing. Its princi-

ple components are the videoconferencing tool (VIC)17 for video and

the Robust Audio Tool18 for audio. Unlike call-initiated H.323 ap-

plications, the AG is based on the concept of a venue or virtual place.

Users can establish their own venue servers or use public ones at ANL

and the National Center for Supercomputing Applications. Client

software accesses a venue server ‘‘lobby’’ where users can navigate to

other venues established by server managers. When users access the

same lobby or subvenue, they see and hear each other because the

venue sets multicast or unicast addresses (usually both) for trans-

mitting video and audio. Users have to access venues in the same

mode (multicast or unicast) to communicate because of unicast and

multicast address differences.19,20

AG clients work with late model computers, but they need to have

mechanisms for inputting video and audio and for echo cancellation.

Like H.323, AG’s VIC tool supports multiple CODECs, including H.261

and H.263, from SD analog cameras input through video capture cards

or from USB cameras. An enhanced version of VIC supports H.264 and

MPEG-4 video, and recently at HD resolution. The MPEG-4 compres-

sion provides full-motion video, but the H.264 compression (as tested

at NLM) was jittery because greater compression is applied and the

computer used was not robust enough. Optional components can be

added to clients to transmit uncompressed DV. Network bandwidth

requirements depend on which CODEC is used, whether video is

transmitted uncompressed, and the number of end points participating.

When H.263 is used, the rule of thumb is 2.5Mbps per video stream.

Clients can run under Windows, Mac, Linux, and additional ap-

plication sharing programs that work within it, including those for

sharing PowerPoint slides and Web browsers and recording and

playing back videoconference sessions. IOCOM is a commercial

videoconferencing application built on the AG toolkit with enhanced

proprietary features. The IOCOM client can interoperate with AG

clients when proprietary features are not used and the company

provides a bridge to public AG venues at ANL and National Center for

Supercomputing Applications as well as bridges allowing H.323

systems, cell phones, and other devices to interoperate with its sys-

tem. AG and IOCOM provide encryption.

CONFERENCEXP
CXP, originally developed by Microsoft Research, is a free, open-

source collaboration software maintained by the University of

Washington.21 Like AG, it uses public or private venue servers and

has additional programs for sharing PowerPoint, browser and other

applications, and software for recording and playing back video-

conferences. Similarly, it needs additional mechanisms for inputting

video and providing echo cancellation. Unlike the AG, CXP runs only

under Windows and, although open source, uses Windows Media

technology. The technology compresses video in Microsoft’s pro-

prietary format and other standardized ones. Default resolution for

SD video is 320 · 240, but it can be set at 640 · 480. CXP supports

both unicast and multicast and provides encryption.

UNCOMPRESSED VIDEO
There is interest in transmitting DV without applying additional

compression to attain higher image quality and there are software

programs for doing this with SD and HD video. They include the DV

transport system (DVTS), iHDTV, UltraGrid, and HD CXP. With the

exception of HD CXP, the programs are designed to work indepen-

dently of any applications discussed earlier, although others have

written or are in process of writing programs to include some in the

AG toolkit. Generally, the video quality of these programs exceeds

applications employing compression, but the programs do not cur-

rently provide encryption and have higher bit rates.

DVTS is a software that ‘‘packetizes’’ input from a miniDV camcorder

through the computer’s IEEE 1394, firewire, port to provide video es-

sentially equivalent to the camera’s.22 An alternative version, HD video

transport system, works similarly, except that an HD miniDV camcorder

is required and MPEG-2 compression is applied to achieve a resolution

of *1080i HD video. Both have bit rates of about 30Mbps.23

iHDTV, UltrGrid, and HD CXP are all open-source packetizing

software for transmitting HD uncompressed video directly from HD

video cameras using HD video capture cards.24,25 Uncompressed

iHDTV and UltraGrid have 1920 · 1080i resolution and 1.5 gigabits

per second bit rate. iHDTV requires embedding hardware to syn-

chronize audio and video, whereas UltraGrid requires a separate

audio mechanism. UltraGrid can compress HD video to a rate of

250 Mbps. HD CXP requires video inputs similar to iHDTV and Ul-

traGrid, but it can capture audio from the computer’s sound card or

external source. It purports to support 1920 · 1080p video resolution

uncompressed, a resolution NLM has yet to test, while also allowing

video compression for bit rates of 1–5 Mbps.

Conclusions
NLM has investigated a range of videoconferencing applications for

telemedicine. Commercial products using the H.323 standard are the most

widely deployed, but the AG and, to a lesser extent, CXP have been

deployed at educational and research institutions on advanced networks,

such as Internet2 and National Lambda Rail. The latter have been mostly

used for distance learning because they are concentrated in academia and

can accommodate many end points. Uncompressed video is very exper-

imental and has been deployed only in a limited number of research

centers having sufficient bandwidth, but may become more widely used as

the technology matures and available bandwidth increases. Although

bandwidth requirements are a limiting factor, the increased resolution

offered may make these applications especially attractive for telemedicine.

As bandwidth is constantly improving, future investigation is warranted
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of higher definition video without compression and with varied degrees of

compression applied. Although it is logical to assume that compressed and

uncompressed HD will perform better in telemedicine applications where

the efficacy of SD video is well established (e.g., telepsychiatry), the image

quality that can be realized when HD video is uncompressed or with varied

degrees of compression applied needs further study in laboratory and

clinical settings for other applications.
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