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Abstract
Structured functional RNAs are conserved on the level of secondary and tertiary structure, rather
than at sequence level, and so traditional sequence-based searches often fail to identify them.
Structure-based searches are increasingly used to discover known RNA motifs in sequence
databases. We describe the application of the program RNABOB, which performs such searches
by allowing the user to define a desired motif's sequence, paired and spacer elements and then
scans a sequence file for regions capable of assuming the prescribed fold. Structure descriptors of
stem-loops, internal loops, three-way junctions, kissing loops, and the hammerhead and hepatitis
delta virus ribozymes are shown as examples of implementation of structure-based searches.
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1. Introduction
1.1. Non-coding RNA

Non-coding RNAs (ncRNAs) are involved in a wide array of catalytic and regulatory
functions [1–3]. The structures of these folded functional RNAs are dominated by base-
paired helical elements and by conserved single-stranded regions that often form active sites
or binding pockets [4]. Since a helix can form between any set of complementary bases,
helical requirements translate into base-pair (bp) covariation and not into specific sequence
conservation; therefore molecules exhibiting the same function can be unrecognizable on a
sequence level.
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The population of known ncRNAs has grown dramatically in recent years and the current
dataset is still thought to represent only a fraction of the total ncRNAs present in a cell [5].
Traditionally, identification of these molecules has relied on detailed analysis of specific
genes or viral genomes, expression profiling, and sequencing of transcriptomes or in vitro
selected pools. Because functional RNAs are typically not conserved on the sequence level,
but rather on the level of secondary and tertiary structure, sequence-based bioinformatics
searches are not as successful at finding functional RNAs as they are at finding functional
polypeptides. In addition, alignment of sequences, particularly short ones, is greatly assisted
by genome annotation, which is in turn informed by expression data and known regulatory
elements. Protein-coding sequences are preceded by predictable transcription start sites,
defined by translation start and stop codons, and in some cases by splicing data. On the other
hand, ncRNAs do not always benefit from comparable genome annotation and are
consequently harder to recognize. Therefore, to discover known ncRNAs computationally in
a systematic and unbiased way, a method is required that is based on the molecular structure.

1.2. ncRNA motifs
A number of ncRNA motifs have been identified, but for our structure-based searches, we
will concentrate on aptamers and ribozymes as examples. A number of aptamers, RNA
motifs that bind target molecules, have been uncovered through the use of in vitro selections
(or SELEX) [6,7], and genetic analysis of mRNAs of metabolic genes [8]. The small-
molecule targets of the in vitro selected aptamers include adenosine [9], guanosine
triphosphate [10], citrulline and arginine [11,12], a variety of organic dyes [6,13,14],
theophylline, and caffeine [15]. There are several classes of metabolite binding RNAs
present in genomes of bacteria, fungi, and plants [16]. These RNAs, termed riboswitches,
regulate gene expression through interactions induced by ligand-binding. They have been
shown to bind a multitude of metabolites, including amino acids [17,18], vitamin B12
[19,20], metabolic intermediates [21–23], and nucleobases [24,25], and are also involved in
sensing Mg2+ [26] and temperature [27].

Ribozymes represent another subset of ncRNAs and have been identified in the ubiquitous
RNPs, like the ribosome and RNase P, which are found in all living cells, and the eukaryotic
spliceosome. Together with group I and group II introns and a plethora of small self-
cleaving ribozymes, these ribozymes perform chemical transformations during protein
synthesis or during processing of cellular and viral transcripts and RNA replicons [28]. The
small self-cleaving ribozymes are represented by a variety of catalytic motifs, such as the
hammerhead [29], HDV [30,31] and hairpin ribozymes [32], the Neurospora Varkud
satellite (VS) motif [33], and the bacterial GlmS ribozyme [34].

1.3. Biochemical structure characterization
Structure-based searches rely upon detailed characterization of the RNA under scrutiny.
This is most easily accomplished using comparative genomics, however, a large number of
natural variants are required for this method. In a folded, functional RNA, binding- or
active-site residues are largely invariant, helical regions tend to co-vary, and single-stranded
spacer regions show almost no conservation [35]. By aligning the multiple sequences of a
particular RNA, these regions of differing variability can be identified and a secondary
structure proposed. Comparative genomics was originally used to solve the 5S ribosomal
RNA secondary structure in Escherichia coli [36], and it has also been employed to define
paired positions in a number of ribozymes and aptamers (e.g. Refs. [9,10,37,38]).

For RNAs lacking multiple sequence alignments, structure characterization relies on
biochemical reagents that react preferentially with a particular base, specific groups in the
sugar–phosphate backbone, or RNA conformation [39–42]. Reactivity for many of these
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molecules requires the nucleotide of interest to be exposed and not base-paired. Similarly,
digestion with various RNases helps to determine whether a given position in the sequence
is paired or single-stranded. Finally, hydroxyl radical footprinting, iodoethanol cleavage of
phosphorothioates, and 2′ alkylation can modify exposed segments of the sugar–phosphate
backbone, thus reporting the solvent-accessibility of various parts of an RNA [43,44]. By
combining these various techniques, detailed secondary structure models can be inferred for
a newly discovered RNA [45].

Ultimately, the most reliable data come from atomic-resolution structures. For aptamers,
which tend to be shorter than ribozymes, nuclear magnetic resonance (NMR) has been used
with success. NMR structures exist for the adenosine [46,47], citrulline and arginine [48],
theophylline [49], flavin mononuclotide [50], and GTP aptamers [51], among others. For
larger ribozymes and riboswitches, X-ray crystallography has been employed effectively,
often incorporating crystallization modules to improve crystal quality [16,52,53].

1.4. In silico structure characterization
Structural data derived from experimental methods are supplemented by models created by
software programs that predict folding patterns of RNAs. Among these is the ViennaRNA
package, which contains a set of structure predicting algorithms [54]. With the RNAfold
algorithm, emphasis is placed on a free energy minimization routine [55]. This program
seeks to maximize paired regions, which for RNAs that form only stem-loop structures has
proven sufficient to reliably predict secondary structure. However, many structured
functional RNAs contain bulged regions and pseudoknot structures that are difficult to
encapsulate with just base-pair maximization. Incorporation of experimentally derived
structural constraints improves the predictive power of the software, especially when the
proposed structures are subsequently compared to each other. RNA folding programs
produce a large number of potential structures and these can be examined in a manner
analogous to that used in comparative genomics. In the ViennaRNA package, RNAalifold
uses a tree diagram to accomplish this [56]. Internal helices in a predicted structure are
defined as “internal nodes,” while bulged or unpaired regions branch from these and are
“leaf nodes.” This tree method provides a rapid way to computationally relate varied
structures, but it too has difficulty representing pseudoknots. The Structural RNA Motif
Search program (STRMS) overcomes many of the challenges associated with pseudoknots
by allowing the user to specify domains in the tree model that may form such structures
[57]. The modeling capabilities of STRMS are coupled to a structure-based search algorithm
that has proven robust at identifying small riboswitches whose secondary structure is
accurately predicted by the software.

STRMS represents a class of search algorithms capable of “learning” a secondary structure
for use in fold-based searches from a subset of structurally related RNAs. Others members
of this class include the COVE suite and the ERPIN program [58,59]. Because these
programs independently determine regions of structure, the user needs only to input a set of
sequences that fold into the desired motif before searches can be performed. However, to
efficiently train the software for a structured RNA, a number of natural variants must exist
for the RNA in question. Thus, this application is limited to RNAs that have already been
identified at a large number of loci.

1.5. Structure-based search programs
Less common RNAs or those with more convoluted secondary structures require a
combination of modeling data and experimentally confirmed structural motifs to generate
user-defined descriptors for structure-based searches. Early forays into programs capable of
structure-based searches of RNAs were limited to stem-loop motifs in which the nucleotide
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composition of the stem needed to be specified, but the loop itself could vary [60].
Requiring defined helices severely hampered the utility of these searches, as only a small
subset of the total helix-forming structures present in a genome could be obtained with just a
single descriptor file. RNAMOT resolved this by permitting covariation in helical regions
[61]. This “pattern searching-alignment” tool allowed users to define domains of a folded
RNA and specify whether only Watson–Crick pairings were permissible or if mismatches
and non-canonical pairings could occur in the structure. Furthermore, because the fold was
specified by the user, pseudoknots could be incorporated into the structure descriptor, which
facilitated the identification of the intricate group I intron motifs [61]. Refinements to the
RNAMOT algorithm offered improved search times [62], and demonstrated that structure-
based searches could identify functional RNA motifs from raw genomic sequences [63–66].

Since the development of RNAMOT, a number of other descriptor-based search algorithms
has arisen. The Palingol program allows great flexibility in descriptor design by using the
formal computer programming language to define motifs, while the FastR suite sought to
further improve on the computational time of structure-based search tools by employing a
two-step search method [67,68]. With FastR, a genome is filtered first based on the ability of
a particular sequence to fit elements of the query fold, and then the remaining sequences are
rated on their ability to assume the entire query fold. Other descriptor-based search tools
include PatScan, which succeeded at identifying hammerhead ribozymes in the Arabidopsis
thaliana genome [69,70].

The simplicity and success of RNAMOT led to additional refinements that produced
RNAMotif and RNABOB [71,72]. These programs offer similar functionality while
allowing a high degree of secondary structure to be defined in a user-friendly manner that
does not require extensive programming experience. Furthermore, both algorithms are
efficient in their search routines. The main difference between the two is the syntax used to
specify a structure when creating a descriptor file. RNAMotif employs a nested descriptor
language in which a given motif is sequential with the next. Each factor is thus individually
declared, with the 5′ end of a helix specified as h5 and the 3′ end is termed h3. As the
descriptor is built, each h3 designation is by default related to the last h5 designation that has
not yet been paired to an h3 with single-stranded elements listed in between as needed. To
describe pseudoknots, wherein 5′ and 3′ strands of a helix can be separated by one or several
intervening paired regions, a tag must be applied to the h5 and h3 specifications that
associates the non-sequentially spaced helical edges [72].

In RNABOB, each paired region is given a unique designation, i.e. h1, h2, and 5′ and 3′
strands of the helix are specified explicitly. We have chosen to focus on the RNABOB
program because we found defining complex secondary structures to be easier with this tool.
To demonstrate this descriptor-based secondary structure search approach, we will examine
common aptamer and riboswitch motifs, the hammerhead ribozyme, and the nested double-
pseudo-knot of the HDV ribozyme.

2. Methods
2.1. RNABOB syntax

In designing a descriptor, both sensitivity, the fraction of active sequences out of those
identified, and specificity, the number of found active sequences relative to the number of
missed sequences, should be considered [73]. Specificity is difficult to estimate when
attempting to uncover motifs at new genomic loci, as it is often not known how much
sequence drift is permissive for a given motif. An overly permissive descriptor yields many
sequences, potentially discovering all active ones, but it leads to low sensitivity as too many
results are returned and active RNAs are obscured by false positives.
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To design a descriptor for RNABOB, it is necessary to first specify each aspect of secondary
structure. To do this, RNABOB uses three letters, “s”, “h”, and “r”, representing a “single-
stranded”, “helix”, or “relational” element, respectively. Using this syntax, each line in a
descriptor file contains all the information needed to define one element of secondary
structure. By default, RNABOB will include G–U wobble-pairs in helices defined with the
“h” designation. To allow for strict Watson–Crick or non-canonical base-pairing, the “r”
label is used. The relational “r” designation allows the user to specify what residue each
nucleotide, in ACGT order, is capable of pairing with. Thus, in a strict Watson–Crick helix,
the pairing would be defined as “TGCA”. However, if AGT were required to form Watson–
Crick pairs, but C was allowed to appear opposite of any nucleotide, pairing in the relational
element would be defined as “TNCA”. Mismatches in helices are denoted by stating their
maximum number to the right of a colon that follows the “h” or “r” term. A number placed
on the left of the colon indicates mismatches permitted to a defined sequence, like in
conserved, single-stranded regions. To define single-stranded regions of variable length, an
“*” or a bracketed number can be used. Paired regions of variable length can also be
designated by asterisks (Fig. 1), however, the program does not allow for a single-nucleotide
insertion within a paired region. To do that, a different descriptor must be written for each
position in a paired region where an insertion is allowed. This makes the searches somewhat
cumbersome, because single-nucleotide insertions, and to some extent deletions (which are
formally insertions in the opposite strand of a shorter paired region), are commonly found in
secondary structures of functional RNAs.

After each element has been specified, their relation to one another must be defined. This is
done at the top of the descriptor file by listing each motif in the order in which they will be
searched in the sequence file. Although each “s” term will appear only once in this line, the
“h” and “r” labeled motifs are required to appear twice. Their first appearance specifies the
upstream strand of the helix, while the second appearance signifies the downstream portion
and is denoted by an apostrophe following the tag.

2.2. Database preparation
RNABOB is capable of reading the variety of standard file formats (e.g. FASTA, GenBank)
available for downloadable genomic databases. These files should only be opened using a
simple text editor, as more advanced word processing programs (e.g. MS Word) will insert
hidden characters at the ends of lines that are recognized by RNABOB and produce a fatal
error in the search routine. Search times are largely independent of database format and
linearly dependent on the length of the sequence file. A search for the HDV ribozyme fold
shown in Fig. 3 on a MacBook (2.26 GHz, 2 GB 1067 MHz DDR3) through a single
random sequence of 107 nt takes ~7 min. The same descriptor tested with the human
PhastCons elements in both sense and antisense directions (~26 × 107 nt) on a single node of
a Dual Opteron Powerwulf cluster running Fedora Core 4 Linux takes ~7 min to run.

3. Aptamers
3.1. Aptamer folds

One application of structure-based searches is in analysis of in vitro selected nucleic acids.
In vitro selection experiments start with diverse DNAs in the form of random pools,
mutagenized clones, or genome-derived sequences. Typically, selection experiments are
designed to yield aptamers or ribozymes which bind target molecules or catalyze a chemical
transformation as part of the selection step, respectively [74]. The experiments yield pools
with much reduced sequence diversity that are enriched for molecules that fulfill the
selection criteria. When an appreciable fraction of the pool exhibits the desired activity, it is
sequenced to establish whether a particular motif dominates the population. If the sequenced
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population is not dominated by one conserved sequence element, either the selection is
continued under more stringent conditions to enrich the pool for a dominant sequence, or a
more careful analysis of the sequence information is required. A structure-based search may
uncover a family of conserved functional molecules that sequence alignment would not.

Aptamers, particularly small-molecule binding RNAs, which include many riboswitches,
exhibit conserved secondary structures that allow the formation of specific tertiary folds to
facilitate ligand-binding. In motifs with no obvious sequence conservation, secondary
structure analysis helps to narrow the search for conserved elements to the single-stranded
regions of loops and junctions. Therefore, it may be beneficial to sort the in vitro selected
sequences according to their ability to form basic aptamer secondary structures. Here we
will describe four of the most common RNA folds that are found in small-molecule
aptamers and riboswitches.

The simplest RNA structures that have been found in aptamers are: (1) stem-loops, (2)
internal loops and bulges, (3) three-way junctions, and (4) pseudoknots and kissing loops.
As stated before, the strategy is to identify short conserved elements interspersed with paired
regions of low conservation. The exercise is based on the assumption that presorting a
selected pool of RNAs or DNAs according to the secondary structure they may form can
lead to subsequent identification of conserved short single-stranded regions.

3.2. Stem-loops and internal loops
Stem-loop structures are the easiest to predict and the most likely structures identified by
sequence alignment. They are also the easiest to define (Fig. 1A), requiring just one paired
element and one single-stranded element. We find that a six base-pair helix with a single
mismatch is often stabilizing enough to support the loop that presumably forms the ligand-
binding pocket. Here a stem starting with a GA sequence on the 5′ strand is specified. To
prevent the mismatch from occurring at the loop side of the helix, the first one or two base-
pairs next to the loop are specified separately, e.g. as a 2 bp relational element with no
mismatches and no G–U pairs, and the rest of the paired region is specified by a separate
element of 4 bp with a single allowed mismatch. The loop length in the stem-loop structure
must also be defined in the descriptor. Because tetraloops are sufficient to cap a helix and to
recognize an RNA or protein ligand specifically, the minimum length of the loop is usually
set to 4. Any loop length can be allowed (by defining the loop as “s1 0 NNNN [16]”
RNABOB will look for single-stranded regions of four to 20 nt long), however, creating
separate descriptors for different loop lengths results in a more tractable output file.
Moreover, long, conserved loops are more likely to be recognized by alignment-based
searches, therefore the highest utility of structure-based searches may be in identifying short
loops and then aligning the loop sequences separately.

Fig. 1A and B show examples of secondary structures and RNABOB descriptors for a
simple pentaloop and an internal loop, respectively. Stem-loops and internal loops are some
the most common structures among small-molecule binding aptamers. For example, of the
eleven known classes of aptamers that bind GTP, four form stem-loops and five form
internal loops [10]. The internal loop descriptor defines two helical elements, h1 and h2,
which flank an internal loop wherein each strand, s1 and s3, can vary between 3 to 11 nt in
length. In this example, s1 and s3 contain no defined bases, therefore the arrangement of
asterisks and bases is inconsequential. However, if the RNABOB algorithm is searching for
a specific single-stranded 3 nt sequence, then for a helical element appearing either 0 or 8 nt
downstream of it, the order spec-ified in s1 does matter (i.e. “s1 0 ACA********” will give
different results from “s1 0 ****ACA****”). Consequently, care must be taken to position
regions of variability when searching for variable loops containing an explicit sequence. The
s2 element, here 3–20 nt long, serves to connect the two strands of the structure and may or
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may not show conservation. The outer helix, h1, can be 5 or 6 bp long and ends with a G–C
base-pair, while the inner helix, h2, is 4–6 bp long, starts with an A–U base-pair and allows
for a single mismatch. Because no sequence mismatches are allowed in h2, but a single
pairing mismatch can occur (“h2 0:1”), the element always starts with an adenosine, but its
pairing partner need not be a uridine.

The RNABOB output for the internal loop descriptor shows several examples of potential
internal loop structures from the genome of the purple sea urchin ( Strongylocentrotus
purpuratus) (Fig. 1C). The position of each sequence within the searched file is indicated
explicitly, followed by the name of the file. Individual elements that were defined in the
descriptor are indicated by the vertical lines in the output. This leads to easy identification of
core elements in the structure and allows for straightforward parsing of the sequences into
tables (e.g. using the text-to-column function in Excel) where each column of the parsed
output file contains sequences from the same element of the RNA structure. Thus, one
column contains all s1 sequences and another all s3 sequences, together comprising the
internal loops. Subsequently, the parsed sequences can be analyzed in part, for example by
aligning only the loop sequences, to gauge the variability within a group or to measure
sequence drift in the paired regions for evolutionary analysis of the molecules, or in full. For
complex functional RNAs, alignment of individual regions tends to be more informative
than alignment of entire sequences. Moreover, extensive peripheral regions can be directly
submitted into secondary structure prediction programs to estimate whether they form motifs
compatible with the rest of the molecule. For example, if a stem-loop structure is predicted
for the peripheral regions, the described core may be stabilized more so than if the
peripheral region is predicted to be unstructured domain or form an alternative secondary
structure.

3.3. Three-way junctions and kissing loops
Three-way junctions consist of three helical elements that are connected by three single-
stranded regions (Fig. 1D). For the descriptor shown in Fig. 1D, the helices are capped by
single-stranded segments of 3–20 nt, defined using the bracket notation (s2 and s4 in Fig.
1D). The interhelical loops are shown with unequal lengths of 2–6, 2–4, and 0–3 nt for s1,
s3, and s5, respectively.

A kissing loop structure that stabilizes a three-way junction is shown in Fig. 1E. The two
loops that pair to form the kissing structure are defined by s2, s4, and h3, which is allowed
to have a single mismatch. This is also the first example of a pseudoknot, where a loop of
one stem-loop (h2–s2) pairs with another single-stranded region, forming the h3 region. The
s5 region is shown with a specific sequence (CAGA) flanked on both sides by potential
inserts of up to 2 nt. Because a specific sequence is required, the positions of the allowed
inserts have to be defined, unlike in previous examples where no sequence was specified in
the loops and the descriptors only needed to account for the minimum and maximum length
of the loop.

4. Hammerhead ribozyme
4.1. Hammerhead ribozyme secondary structure

The minimal hammerhead motif is characterized by three helical structures, P1, P2, and P3,
of variable length that are joined sequentially by single-stranded regions J1/2, J2/3, and J3/1
of seven, three, and 1 nt in length, respectively (Fig. 2A) [38,53,75–78]. The helices are
arranged in a plane with the cleavage site located between the P1 helix and J3/1 region [79].
Of the 11 nt that form the active-site of the molecule, nine are conserved [80]. The residues
that form the closing pairs of P2 and P3 helices also show conservation, with a purine–
pyrimidine base-pair at the terminus of P2 and an A–U pair at the P3 terminus. Minimal
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hammerhead motifs have been obtained in vitro, where they eventually dominate the
sequence space during selections for moderately-fast self-cleaving RNAs [81]. A
hammerhead ribozyme can be embedded in surrounding sequences through any of the three
helices, with type I, II, and III referring to those embedded through P1, P2, and P3,
respectively. In selection experiments, type III hammerheads appear most frequently and
genomic hammerheads are usually types I and III, but to fully explore all potential
hammerhead motifs bioinformatically, a secondary structure descriptor is required for each
type of topology.

4.2. Hammerhead ribozyme descriptor design
Hammerhead ribozymes have been detected via structure-based bioinformatics on several
occasions. RNAMOTIF uncovered hammerheads in the schistosome satellite DNA and was
used to estimate their appearance in the GenBank database [65,66], Patscan found
hammerhead ribozymes in A. thaliana [70], and most recently an RNABOB search using a
minimal hammerhead ribozyme core with permissive peripheral regions revealed the
presence of a type III hammerhead ribozyme containing a long intervening sequence in the
P1 loop in the rodent C-type lectin type II (CLEC2) genes (Fig. 2A) [82]. The descriptors
employed by Martick et al. contained only those constraints crucial to hammerhead self-
cleavage and thus remained specific while minimizing false positives. The CLEC2
ribozymes represent a family of type III hammerheads that can be readily identified with a
strict secondary structure descriptor (Fig. 2A). This descriptor can easily be modified into a
strict type I motif simply by reordering the relational line and the positions of the extended
loops (Fig. 2B). For type II hammer-heads, which appear to be much less common than
types I and III, a strict descriptor runs the risk of being too specific, therefore it is often
beneficial to loosen some of the requirements. Several changes can be made to the original
descriptors that will retain a hammerhead-like self-cleavage functionality. Mutagenesis has
indicated that the G–C pair at the close of the P2 helix can be substituted with an A–U base-
pair [80]. In addition, the lengths of J1/2 and J2/3 segments can each be extended by a single
nucleotide without abolishing activity [29,83]. Mismatches in the longer helical regions are
tolerated as well, however, care must be taken when allowing these as the number of
putative results can grow rapidly without a corresponding increase in active sequences (Fig.
2C) [80].

5. HDV ribozyme
5.1. HDV ribozyme secondary structure

The HDV ribozyme contains a significantly more complex secondary structure than the
hammerhead motif. This ribozyme is formed around five helices (P1, P2, P3, P1.1, and P4),
that form a nested double-pseudoknot structure (Fig. 3). The P1 and P1.1 helices stack upon
the P4 helix, P2 and P3 are also coaxial, and the J1/2 and J4/2 regions serve as joining
strands [84–86]. The catalytic core of the ribozyme is formed from the L3, P1.1, and J4/2
sections of the molecule, with the J4/2 region providing the active-site cytosine that most
likely acts as a general acid during the cleavage reaction and an adenosine residue that forms
an A-minor tertiary interaction with the P3 helix [84,87]. Cleavage occurs at the base of the
P1 helix, which requires a guanosine–pyrimidine nucleotide pair for activity. Mutation and
selection studies have demonstrated that of the approximately 60 nt required to form the
minimal structure, only six are invariant on a sequence level [88,89].

5.2. HDV ribozyme descriptors design
Unlike hammerhead ribozymes, which have been identified on several occasions through
bioinformatic searches, HDV-like ribozymes have only recently been found using this
methodology [90]. The creation of robust secondary structure descriptors for the HDV motif
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was greatly facilitated by the identification of the mammalian CPEB3 ribozyme, which
shares the same secondary structure (Fig. 3A). In our experience, the six invariant positions,
with several more partially-defined positions (purines or pyrimi-dines), and a rigorously-
defined double-pseudoknot are sufficient to identify active HDV-like ribozymes in many
genomes [90]. More loosely described structures result in poor sensitivity and yield many
sequences of low complexity. These sequences are generally found in genomic repeats and
contain long runs of AUs or GCs (or GUs) that have the ability to fold into any secondary
structure, but do not form specific folds and thus represent inactive sequences. Using a
descriptor for the HDV-like ribozymes shown in Fig. 3 yields many eukaryotic ribozymes,
in some cases belonging to multiple sequence families in a single organism.

As in the case of the hammerhead ribozyme, allowing for variable length peripheral domains
identifies sequences with extended structures in these regions. The HDV-like ribozymes
have such variable regions in the P4 helix and the L4 loop [91–93]. The fact that the loop is
not essential for the ribozyme activity led to its replacement with the U1A binding loop and
successful co-crystallization of the genomic HDV ribozyme with the U1A protein [84].
Permitting long inserts in this region yields active ribozymes with extended helices and the
predicted stability of this peripheral domain correlates with the in vitro cleavage rate
constant of closely-related sequences from Pristionchus pacificus, suggesting that the
ribozyme kinetics are dominated by folding (in an experiment initiated by addition of Mg2+)
[90].

The J1/2 region of the HDV-like ribozymes is not directly involved in formation of the
ribozyme core and appears to play a strictly structural and topological role, connecting P1
with P2 [84]. The descriptor for HDV-like ribozymes allows for variable sequence to be
inserted in J1/2, potentially creating another peripheral domain of the ribozyme (Fig. 3C).
While the HDV and CPEB3 ribozymes do not contain any additional domain in J1/2, new
ribozymes have been identified in Anopheles gambiae with long inserts in this region [90].
The inserts potentially form extended secondary structure elements and likely stabilize the
overall structure because the large ribozymes are among the fastest in the HDV family (drz-
Agam-2-1 has a kobs = 7 min-1 at 37 °C and 1 mM Mg2+). These examples show that when
the functional core of an RNA is well defined, a structure-based search can uncover new
stabilizing motifs in the peripheral domains of the molecule, in addition to new candidate
ribozymes.

6. Discussion
The rapid growth of genomic data over the last decade has altered the landscape of
molecular biology and biochemistry. The importance of ncRNAs has come to light and the
identification of these molecules from the surrounding sequence space has become a task of
paramount importance. In this endeavor, structure-based searches for functional RNAs have
emerged as an effective tactic. These searches take advantage of the conserved secondary
structure of aptamers and ribozymes and have identified such RNAs in new organisms and
at additional genomic loci.

The RNABOB algorithm is one of several programs capable of structure-based searches.
RNABOB allows for the rapid generation of structure descriptors for a seemingly endless
variety of structural motifs. Although search times can be quite long for complex RNAs in
large genomes, they still remain much shorter than the time scale required to test the
candidate sequences. Alternatively, searches for simple RNA structures can be quite rapid
but often lack sensitivity and return a large number of putative sequences, however, the
output of the searches can be used to identify sequence conservation in individual structural
elements that would not be apparent from alignments of entire sequences.
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The current generation of the RNABOB algorithm possesses some limitations in its search
capabilities. RNABOB is useful for identification of sequences capable of forming a defined
motif, but it has no metric to determine if such a sequence would be likely to form from the
surrounding sequence. This can be partially overcome by inputting RNABOB outputs and
their flanking genomic regions into an RNA folding program, but the accuracy of such
programs for determining structures from large tracts of genomic sequence is low. In
addition, single-nucleotide insertions and deletions in specific sequences or in helices have
to be specified at explicit locations and cannot be defined more broadly (e.g. one adenosine
insertion per segment). Separate descriptors have to be defined for every point permissible
to insertion, but such a brute force approach is only practical for short RNAs or those with
few points of insertion or deletion. As single-nucleotide insertions or deletions provide some
of the most common variation to an RNA molecule, there is a significant drive to overcome
this limitation.

We expect that structure-based searches will grow in importance as more structured RNAs,
both coding and non-coding, are described and as the amount of sequence data grows with
precipitating cost of sequencing nucleic acids.

Abbreviations

RNA ribonucleic acid

ncRNA Non-coding RNA

bp base-pair

nt nucleotide

SELEX systematic evolution of ligands by exponential enrichment

RNP ribonucleoprotein

HDV hepatitis delta virus
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Fig. 1.
(A) Descriptor for a hairpin motif specifying the first two base-pairs and allowing one
mismatch in the first four base-pairs of the helix but requiring strict Watson–Crick pairing
for the last two. (B) Descriptor for an internal loop allowing for variable s1, s2, and s3
regions, and one mismatch in h2. Note that because any nucleotide was allowed in these
regions, a minimum of three nucleotides can appear at any position in the loops. The
maximum is set by the sum of Ns and asterisks or the sum of Ns and the bracketed number.
Here, the s1 element allows 3–11 nt of any sequence and s2 allows 3–20 nt. (C) Example of
an RNABOB output for a search of the S. purpuratus genome using the internal loop
descriptor with the s1 and s3 sequences shown in red. (D) Descriptor for a three-way
junction with variable single-stranded regions. (E) Descriptor for a kissing loop allowing for
one mismatch in the pseudoknot-forming h3 helix.
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Fig. 2.
(A) The discontinuous CLEC2 hammerhead ribozyme and the descriptor used to isolate it by
Martick et al. [82]. The cleavage site is 3′ to the orange nucleotide and the catalytic residues
are colored pink. (B) Descriptor for a type I hammerhead ribozyme subject to the same
constraints but with different-length capping loops. (C) Descriptor for a type II hammerhead
ribozyme that allows for elongated J1/2 and J2/3 regions and one mismatch in the P1 helix.
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Fig. 3.
(A) Secondary structures of the genomic HDV and the concensus mammalian CPEB3
ribozymes. (B) Structure descriptor for a minimal HDV-like self-cleaving sequence. (C) The
drz-Agam-2-2 ribozyme, containing an extended J1/2 region, and (D) the RNABOB
descriptor used to identify this ribozyme. Boxed nucleotides in the drz-Agam-2-2 secondary
structure correspond to the explicitly defined nucleotides seen in (B).

Riccitelli and Lupták Page 16

Methods. Author manuscript; available in PMC 2011 July 16.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


