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With the increasing availability of high-resolution iso-
tropic three- or four-dimensional medical datasets from
sources such as magnetic resonance imaging, computed
tomography, and ultrasound, volumetric image visual-
ization techniques have increased in importance. Over
the past two decades, a number of new algorithms and
improvements have been developed for practical clinical
image display. More recently, further efficiencies have
been attained by designing and implementing volume-
rendering algorithms on graphics processing units
(GPUs). In this paper, we review volumetric image
visualization pipelines, algorithms, and medical applica-
tions. We also illustrate our algorithm implementation
and evaluation results, and address the advantages and
drawbacks of each algorithm in terms of image quality
and efficiency. Within the outlined literature review, we
have integrated our research results relating to new
visualization, classification, enhancement, and multi-
modal data dynamic rendering. Finally, we illustrate
issues related to modern GPU working pipelines, and
their applications in volume visualization domain.
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INTRODUCTION

V olumetric medical image rendering is a
method of extracting meaningful informa-

tion from a three-dimensional (3D) dataset, allow-
ing disease processes and anatomy to be better
understood, both by radiologists as well as
physicians and surgeons. Since the advent of
computerized imaging modalities such as com-
puted tomography (CT), magnetic resonance imag-
ing (MRI), and positron emission tomography
(PET) in the 1970s and 1980s, medical images
have evolved from two-dimensional projection or

slice images, to fully isotropic three- and even
four-dimensional images, such as those used in
dynamic cardiac studies. This evolution has made
the traditional means of viewing such images
(the view-box format) inappropriate for navigat-
ing the large data sets that today comprise the
typical 3D image. While an early CT slice
(320×320 pixels) contained about 100k pixels,
today’s 5123 CT image contains ∼1,000 times as
much data (or roughly 128 M pixels).1

This enormous increase in image size requires a
more efficient means to manipulate and visualize
these datasets.2,3 This is necessary on two fronts:
The radiologist must navigate the data to make a
diagnosis, while the surgeon needs an accurate 3D
representation of the patient (and associated path-
ology) to plan a therapeutic procedure.4 To
appreciate the full three-dimensional attributes of
the data, the individual voxels in the dataset must
be mapped onto the viewing screen in such a way
that their 3D relationships are maintained, while
making their screen appearance meaningful to the
observer.5,6 The shift from traditional axial sec-
tions toward primary 3D volume visualization may
provide improved visualization of the anatomical
structures and thereby enhance radiologists’ per-
formance in reviewing large medical data sets
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efficiently and comprehensively. The radiologists’
confidence in diagnosing diseases is therefore
increased and the patient care is improved.7

VOLUMETRIC IMAGE VISUALIZATION
METHODS

Three principle volume-rendering algorithms
have been evolved for medical image visualiza-
tion, i.e., multiplanar reformation (MPR), surface
rendering (SR), and volume rendering (VR). As
illustrated in the following sections, the rendering
techniques can be classified as direct and indirect
rendering. Direct rendering includes direct volume
rendering (DVR) and direct surface rendering
(DSR), while indirect rendering includes indirect
surface rendering (ISR). Here, we refer to both
DSR and ISR as SR.

Multiplanar Reformation

MPR is an image processing technique, which
extracts two-dimensional (2D) slices from a 3D
volume using arbitrarily positioned orthogonal or
oblique planes.8 Although it is still a 2D method, it
has the advantages of ease of use, high speed, and
no information loss. The observer can display a
structure of interest in any desired plane within the
data set, and four-dimensional (4D) MPR can be
performed in real time using graphics hardware.9

In addition, to accurately visualize tubular struc-
tures such as blood vessels, curved MPR may be
employed to sample a given artery along a
predefined curved anatomic plane.10 Curved
MPR is an important visualization method for
patients with bypass grafts and tortuous coronary
arteries.11 Figure 1 illustrates a typical implemen-
tation of plane-based MPR showing three cross
planes with arbitrary orientation, displayed within
a volume-rendered heart. Figure 2a describes a
curved MPR, defined by the green lines within a
volume-rendered cardiac image.12 MPR can also
serve as a useful adjunct to the axial images for
detecting an inflamed appendix13 (Fig. 2b). In
addition, curved MPR was combined with DVR to
enhance the visualization of tubular structures such
as trachea and colon.14

A major disadvantage of MPR is that it is a 2D
display technique and orientation dependent.
Therefore, when MPR is used to display coronary

arteries, it may introduce false-positive or false-
negative stenoses.15 Furthermore, although algo-
rithms have been developed for automatically
defining vessel centerlines, the curved MPR is still
operator dependent, which limits the diagnostic
accuracy.16

Surface Rendering

SR17 is a common method of displaying 3D
images. ISR can be considered as surface model-
ing, while DSR is a special case of DVR. ISR
requires that the surfaces of relevant structure
boundaries within the volume be identified a priori
by segmentation. In recently years, the perform-
ance of surface reconstruction and display was
improved by employing graphics processing unit
(GPU).18,19

For DSR, the surfaces are rendered directly from
the volume without intermediate geometric repre-
sentations, setting thresholds or using object labels
to define a range of voxel intensities to be viewed.
Recently, there have been many publications on
isosurface extraction and rendering.
Hadwiger et al.20 proposed a real-time pipeline

for implicit surface extraction and display, which
was based on a two-level hierarchical data repre-
sentation. Hirano et al.21 illustrated a semi-trans-
parent multiple isosurface algorithm by employing
the span space to rapidly search the intersections of
cells with isosurfaces, while Petrik and Skala22

Fig 1. MPR of 3D cardiac CT image. Top, three arbitrary cross
planes. Bottom, synchronized 2D displays of cross planes.
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transformed the data into an alternative one-
dimensional (1D) space to speed up isosurface
extraction. A fully parallel isosurface extraction
algorithm was presented by Zhang et al.23 In
addition, a high degree of realism can be achieved
with lighting models that simulate realistic viewing
conditions. The first image of Figure 3 illustrates
an implementation of ISR.
SR is often applied to contrast-enhanced CT

data for displaying skeletal and vascular structures,
and is also usually used in describing vascular
disease and dislocations.24 In the process of
detecting acute ischemic stroke, Schellinger and
colleagues25 combined maximum intensity projec-
tion (MIP) with shaded SR to visualize proximal
middle cerebral artery mainstem occlusion
(Fig. 4a). SR has also been exploited to describe
polyps within the 3D endoluminal CT colonographic
images26 (Fig. 4b).
It is difficult to justify the accuracy and

reliability of the images generated with shaded
SR, i.e., the shiny surfaces might be misleading,
causing the relation between image data and
brightness in the resultant image to become more
complex, a property which could affect the

diagnosis. One example illustrating this phenom-
enon might be that vascular structures displayed
with shaded SR may be easily interpreted as a
severe stenosis just because the threshold slightly
deviates from an optimal value.1,5

Volume Rendering

DVR displays the entire 3D dataset as a 2D
image, without computing any intermediate geom-
etry representations.27–29 This algorithm can be

Fig 3. Left, ISR of cardiac structures: myocardium; right, DSR
of an MR heart phantom.

Fig 4. SR applications: a image generated with MIP and
shaded SR, demonstrating the proximal middle cerebral artery
mainstem occlusion (arrow)25 (at 2007 S. Karger AG); b SR
display of the endoluminal CT colonographic data, showing
sessile morphology of the lesion (arrow)26 (at 2008 RSNA).

Fig 2. MPR illustration: a curved MPR12 (at 2003 RSNA); b
coronal oblique MPR, displaying a tubular area (black arrows)
surrounded by the abscess (white arrows)13 (at 2008 RSNA).
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further divided into image-space DVR, such as
software- 30,31 and GPU-based raycasting,32 and
object-space DVR, such as splatting,33,34 shell
rendering,35 texture mapping (TM),36 and cell
projection.37 Shear-warp38 can be considered as a
combination of these two categories. In addition,
MIP,39 minimum intensity projection (MinIP), and
X-ray projection40 are also widely used methods
for displaying 3D medical images. This paper
focuses its attentions on DVR, and the datasets
discussed here are assumed to be represented on
cubic and uniform rectilinear grids, such as are
provided by standard 3D medical imaging modal-
ities. Figure 5 describes the DVR pipeline with
corresponding computations. Figure 6 shows an
example of our DVR results applied to a CT
cardiac volume.
DVR is an efficient method for evaluating tissue

structures, showing the vascular distribution and
anatomic abnormality.41 This technique frees the
user from making a decision as to whether or not
surfaces are presented. When compared with SR,
the main advantage of DVR is that interior
information is retained, and so provides more
information about the spatial relationships of
different structures.27 In clinical applications,
sensitivity and specificity are the major diagnostic
criteria that must be considered. Even though DVR
generally has high sensitivity and specificity for
diagnosis,42 it is computationally intensive, so
interactive performance is not always optimum.
Another disadvantage is that it may be difficult to
interpret the “cloudy” interiors. In addition, for
analyzing large amounts of high-resolution medi-

cal data, DVR alone is probably not an optimal
solution, since so many individual voxels are
aggregated in a pixel on the screen during the
global rendering process. The use of DVR alone
may increase the chance that important informa-
tion is hidden and overlooked. Therefore, a great
deal of effect is currently being executed on
merging DVR with newly developed computer-
aided detection techniques,43 providing more
intelligent visualization for early detection, diag-
nosis, and follow-up. Moreover, even though DVR
is a powerful tool to show entire anatomic
structures (for more detailed observation of spe-
cific lesions), slab imaging, where thick slices are
rendered with DVR or MIP, has generally been
used in clinical diagnosis.44 In addition, the

Fig 5. Volume-rendering pipeline and corresponding numerical
operations.

Fig 6. Volume-rendered images of volumetric human cardiac
CT data set.
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combination of cross-sectional MPR and DVR can
significantly increase the interpretation rate of
anatomical structures.45

DVR has had a wide range of clinical applica-
tions. For example, to perform renal donor
evaluation, Fishman et al.46 used DVR and MIP
to display the renal vein of CT angiography data,
as shown in Figure 7; for the DVR-generated
image, the left gonadal vein (large arrow) is well
defined (a), while the locations of the renal vein
and gonadal vein (arrow) are inaccurately depicted
in the MIP generated image (b). Gill et al.47 used
DVR and MinIP to show the central airway and
vascular structures of a 60-year-old male who
underwent double lung transplantation for idio-
pathic pulmonary fibrosis, evaluating posttreat-
ment in a noninvasive manner (Fig. 7c, d).

VOLUME-RENDERING PRINCIPLES

The core component of DVR is to solve an
integral that describes the optical model. Different
DVR techniques share similar components in the
rendering pipeline, the main difference being the
order in which they are applied.

Optical Models

The volume-rendering integral is based on an
optical model developed by Blinn,48 which
describes a statistical simulation of light passing
through, and being reflected by, clouds of similar
small particles. Such optical models may be based
on emission or absorption individually, or both,
depending on the applications.49 To reduce the
computational cost, Blinn assumed that the volume
is in a low albedo environment. In this case, a light
emission–absorption model is an optimal balance
between realism and computational complexity.29

Equation 1 demonstrates this procedure.

dI lð Þ
dl

¼ c lð Þt lð Þ � I lð Þt lð Þ ¼ ~c lð Þ � I lð Þ ð1Þ

The solution to this equation is given below,
showing the intensity of each pixel.

IðDÞ ¼ I0TðDÞ þ
Z D

0
~cðlÞTðlÞdl ð2Þ

Here T ð1Þ ¼ exp � R 1
0 CðxÞdx

� �
describes the

volume transparency. The first term I0 illustrates
light coming from the background, and D is the
extent of the ray over which light is emitted. The
last term demonstrates the behavior of the volume
emitting and absorbing incoming light. The source
term ~cð1Þ indicates the color change, and the
extinction coefficient τ(λ) defines the occlusion of
light per unit length due to light scattering or
extinction.

Color and Opacity Mapping

Classification

To display 3D medical images with DVR, the
scalar values must first be mapped to optical
properties such as color and opacity through a
transfer function (TF), a process referred to as
classification.
Pre- and post-classification approaches differ

with respect to the order in which the TF and
sampling interpolation are applied.29,50 Pre-classi-
fication first maps every scalar value at the grid
into color and opacity, where the color and opacity
are assigned at the resampling points. On the other

Fig 7. DVR, MIP, and MinIP applications: a coronal oblique
DVR image of kidney and veins; b MIP display of the same data
as (a)46 (at 2006 RSNA); c DVR-generated image of the central
airway and vascular structures; d coronal MinIP image of the
same data as (c)47 (at 2008 AJR).
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hand, for post-classification, we first sample the
scalar value by interpolation and then map the
acquired values to colors and opacity through TFs.
Both the pre- and post-classification operations
introduce high-frequency components via the non-
linear TFs.51–53 Pre-classification suppresses this
high-frequency information, so the rendered image
appears blurry (Fig. 8a) while post-classification
maintains all the high frequencies, but introduces
“striping” artifacts in the final images (Fig. 8b).
To address the under-sampling problem, Röttger

et al.54 proposed a pre-integrated classification
algorithm for hardware-accelerated tetrahedra pro-
jection, which was first introduced by Max et al.55

Later, Engel et al.51 applied this classification
algorithm for 3D texture-mapping-based volume
visualization of regular-grid volume data. Pre-
integrated classification separates the DVR integral
into two parts, one for the continuous scalar value
and the other for the TF parameters ~cð�Þ (colors)
and τ(λ) (extinction). This algorithm renders the
volume segment by segment instead of point by
point. In this manner, the Nyquist frequency for
reconstructing the continuous signal is not
increased by the TF nonlinear properties.
Compared with the pre- and post-classification

algorithms, pre-integrated classification improves
the image quality with decreased under-sampling
artifacts (Fig. 8c). However, it is time consuming
to construct the color lookup table. To address the
problem, Engel et al.51 proposed a hardware
acceleration technique, and Roettger et al.56

applied this hardware-accelerated approach, along
with a classification algorithm, to GPU-based
raycasting. We proposed a post color-attenuated

classification algorithm57 to rapidly evaluate the
optical properties of each segment, which elimi-
nated the extinction coefficient from the opacity-
associated color integral, and computed the color
attenuation segment by segment instead of point
by point (Fig. 8d). Furthermore, to improve the
lookup table generation speed, Kye et al.58

presented an opacity approximation algorithm that
used the arithmetic mean instead of the geometric
mean in the integral computation. To improve the
accuracy of approximating the pre-integrated TF
integral, Hajjar and colleagues59 used a second-
order function as a substitute for the piecewise
linear segment. Recently, Kraus60 proposed a
space-covering volume sampling technique to
extend the pre-integrated volume rendering to
multidimensional TFs.

Transfer Function

In DVR, the TF was typically used for tissue
classification based on local intensities in the 3D
dataset.61,62 Multidimensional TFs are efficient for
multiple spatial feature detection, as demonstrated
by Kniss et al.63 who designed such a TF and
demonstrated its medical applications. Abellán
et al.64 introduced a 2D fusion TF to facilitate the
visualization of merged multimodal volumetric
data, and a 3D TF was designed by Hadwiger
et al.65 to interactively explore feature classes within
the industrial CT volumes, where individual fea-
tures and feature size curves can be colored,
classified, and quantitatively measured with the
help of TF specifications. Furthermore, Honigmann
et al.66 designed an adaptive TF for 3D and 4D
ultrasound display, and a default TF template was
built to fit specific requirements. Later, to facilitate
the TF specification, these authors67 also introduced
semantic models for TF parameter assignment,
while a similar idea was used by Rautek et al.68 to
add a semantic layer in the TF design. Freiman et
al.69 presented an automatic method for a patient-
specific, feature-based multidimensional TF gener-
ation method, and used it to visualize liver blood
vessels and tumors in CT datasets. Pinto and
Freitas70 developed an interactive DVR platform
for data exploration through adapting both image-
and data-driven TFs.
Multiple factors can be exploited to improve TF

specifications. A hardware-accelerated TF was
designed in our own work71 to interactively

Fig 8. DVR of cardiac vessels via different classification
algorithms: a pre-classification, b post-classification, c pre-
integrated classification, d post color-attenuated classification.
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manipulate medical image volumes during visual-
ization, while Bruckner and Gröller72 proposed a
style TF concept, which defines color at a sample
point as a function of the data value and the eye-
space normal. At the same time, to highlight
structures of interest, they also designed an
interactive halo TF to classify these structures
based on data value, direction, and position.73

Moreover, Wu and Qu74 fused features captured by
different TFs, and a size-based TF was proposed by
Correa and Ma,75 mapping the relative size of local
features to optical values for tissue detection within
complex medical datasets. Caban and Rheingans76

introduced a texture-based TF, mapping the local
textural properties of voxels to opacity and color, so
that anatomical structures with the same intensity and
gradients could be distinguished. As described by
Hadwiger and Rezk-Salama, presenting image
galleries with predefined TFs by setting visual
parameters was one of the most frequently used
operations in TF design.66,77

In the process of TF specification, to identify the
distribution of different material types and reduce
partial-volume effects, Laidlaw et al.78 used a
probabilistic Bayesian algorithm to analyze the
voxel histograms, and a similar idea was employed
by Lundstrom et al.79 to include anatomical
domain knowledge into the TF. Souza80 exploited
the fraction measure and uncertainty principle to
address this issue. Jani et al.81 used Powell’s
method to optimize the opacity selection in the
TF adjustment process, and demonstrated its
applicability for prostate CT volume rendering.

Composition

During the DVR process, a number of compo-
sition schemes are commonly employed, including
X-ray projection, MIP, MinIP, and alpha blending.
In X-ray projection,40 the interpolated samples are
simply summed, giving rise to an image typical of
those obtained in projective diagnostic imaging. It
has the advantage of clearly representing vessels or
bones at the cost of losing the depth information
(Fig. 9a). MIP39,82 and MinIP are widely used
techniques in 3D CT and MR angiography. The
image results from the voxels having the MIP or
MinIP along the viewing rays traversing through
the object. MIP and MinIP images can be
generated rapidly and can clearly display vessels,
tumor, or bones,24 and the image generation has

been accelerated by graphics hardware.83 These
two techniques still have some inherent disadvan-
tages because only a small fraction of the data is
used, and static MIPs or MinIPs are not partic-
ularly useful due to lack of depth information.
However, MIP and MinIP can be interactively
explored or used as animation sequences, where
the limited-depth-perception drawback is less
obvious. Local MIP, MinP, or closest vessel
projection (CVP) are often used in slab imaging,
i.e., thin-slab MIP or MinP, for vascular structure
diagnosis.44,84 For vascular diagnosis, CVP is
superior to MIP; however, the user needs to set
an appropriate threshold for the local maximum,
which is determined by a specific dataset, making
the application of CVP more difficult than MIP.
Figure 9b shows the result of MIP.
Alpha blending30,49 is a popular optical blend-

ing technique, often implemented by using the
Riemann sum to discretize the continuous function
Eq. 2, resulting front-to-back and back-to-front
alpha blending Eqs. 3 and 4 respectively, depending
on the compositing order.

IðDÞf b ¼
Xn

i¼0
aiCi

Yi�1

j¼0
Tj

¼
Xn

i¼0
aiCi

Yi�1

j¼0
1� aj

� �
ð3Þ

IðDÞb f ¼
Xn

i¼0
aiCi

Yn

j¼iþ1
Tj

¼
Xn

i¼0
aiCi

Yn

j¼iþ1
1� aj

� �
ð4Þ

Fig 9. DVR results of human head with angiographic contrast
using different compositing techniques: a X-ray projection, b
MIP, c alpha blending without shading, and d alpha blending with
shading.
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where now the pre-multiplied αiCi is the total light
emitted from a point i, which is also called the
opacity associated color.85 Tj(0≤Tj≤1) is the
transparency of a point, and αj is its opacity,
which is defined as �j ¼ 1� Tj . Figure 9c
describes the DVR result using alpha blending
without shading, while (d) shows the result with
shading.

Volume Illumination and Illustration

In volume illumination, the normal at every
sampling point is calculated by interpolation using
the intensity changes across that voxel. These
approximated voxel normals are then used in a
Phong or Blinn–Phong model for shading compu-
tations, with the results being employed in the
DVR composition. The shading computations may
be accelerated by graphics hardware.86 In addition,
the shading model can be used with volumetric
shadows to capture chromatic attenuation for
simulating translucent rendering,87 and can be
combined with clipped volumes to increase the
visual cues.88 Figure 10 illustrates a DVR of CT
cardiac data sets with and without illumination,
demonstrating that images with shading are visu-
ally more pleasing. However, clinicians sometimes
deliberately disable illumination since it may
complicate certain diagnostic tasks.84

This technique is helpful to provide insight into
medical data, aiding cognition during data explo-
ration. For example, to illustratively define a
mapping from volumetric attributes to visual
styles, a fuzzy-logic rule-based semantic layer
was introduced by Rautek et al.68 who extended
their work89 by introducing an interaction-dependent
semantic model. To achieve realistic anatomical
volume rendering and illustration, Silverstein
et al.90 presented a color-mapping algorithm, which

combines natural colorization with the perceptual
discriminating capacity of grayscale. For the pur-
pose of enhancing anatomical structure explanation,
Wang et al.91 introduced a knowledge-based system
to encode a set of illustrative models into the
volume-rendered images. Rezk-Salama et al.92

generated light field representations from volumetric
data, so users could illustratively explore resultant
images at run time. Jainek et al.93 presented a hybrid
rendering method, combining an illustrative mesh
of brain structures with DVR, resulting in a focus-
and-context data representation. In addition, to
effectively emphasize data in the focus-and-context
style, Svakhine et al.94 illustrated an illustration-
guided DVR algorithm, enhancing anatomical
structures and their spatial relationships.
Illumination is an important aspect of volume

illustration. Rheingans and Ebert95 proposed an
illumination approach similar to volume shading,
using non-photorealistic rendering to enhance
physics-based DVR. Dong and Clapworthy96

extended the texture synthesis approach from
surface to non-photorealistic DVR, and this vol-
ume illumination model was used in conjunction
with a TF by Bruckner et al.97 to preserve
contextual information during the rendering proc-
ess of interior structures. To enhance material
discrimination, Noordmans and colleagues98

extended the color- and opacity-based illumination
model to wavelength-dependent spectral DVR, and
the performance of this spectral DVR was opti-
mized with a linear spectral factor model by
Bergner et al.99 Recently, for the purpose of
generating specified colors or spectral properties
in surface or volume rendering, this group used
constructed spectra to enhance a palette of given
lights and material reflectances.100 In addition,
Strengert et al.101 subsequently employed this
spectral model to GPU-based raycasting.
To increase depth perception, Kersten et al.102

used a purely absorptive lighting model in DVR to
enhance the display of translucent volume, while
Bruckner and Gröller72 employed a style TF to add
data-dependent image-based shading to volume-
rendered images, and Joshi et al.103 exploited tone
shading with distance color blending in vascular
structure volume visualization. Furthermore, to
facilitate tissue illumination, Ropinski and col-
leagues104 added a dynamic ambient occlusion
simulation model to DVR, and Mora et al.105

introduced a rendering pipeline for isotropically
Fig 10. DVR images of CT pulmonary data with (right) and

without illumination (left).
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emissive visualization to facilitate intuitive medi-
cal data exploration. To intuitively explore hidden
structures and analyze their spatial relations in
volumes, Chan et al.106 introduced a relation-aware
visualization pipeline, in which inner structural
relationships were defined by a region connection
calculus and were represented by a relation graph
interface. In addition, Rautek et al.107 gave a
comprehensive review on illustrative visualization
and envisioned their potential medical applications.
Such illustrative techniques are sometimes integrated
in commercial systems; however, there have been no
systematic investigations regarding whether any of
these techniques actually provides a clinical benefit.1

SOFTWARE-BASED RAYCASTING

Algorithm Overview

Raycasting27 is a popular technique used to
display a 3D dataset in two dimensions, whose
basic idea is to cast a ray from each pixel in the
viewing plane into the volume, sampling the ray
with a predetermined step in a front-to-back or
back-to-front order by trilinear interpolation. A TF
is used to map the scalar value to color and
opacity. Finally, the acquired optical values at the
sampling points along the casting ray are compos-
ited using Eqs. 3 or 4 to approximately compute
the DVR integral Eq. 2, obtaining the correspond-
ing final pixel color on the output image. Figure 11
illustrates the pipeline, and Figure 12 shows an
implementation on four medical images.

Applications

This technique was a significant 3D display
method in some applications during the time when

graphics hardware-accelerated DVR is not com-
monly available. For example, Sakas et al.108 used
raycasting to display 3D ultrasound data of a fetus,
and Höhne31 and Tiede et al.109 employed this
algorithm to display and investigate the structures
of human anatomy.

Improvements

Levoy110 presented an adaptive refinement
approach for empty space skipping, and a similar
idea was used in a hierarchical spatial enumeration
technique,111 which first created a binary pyramid,
which was used to build a min–max octree to
encode the empty and non-empty space, and this
min–max octree structure was exploited with a
range tree by Lee and Ihm112 to skip coherent
space in volume. A similar approach was used by
Grimm et al.113 who proposed an algorithm based
on a bricked volume layout.

SPLATTING ALGORITHMS

Algorithm Overview

This technique was developed to improve the
calculation speed of DVR at the expense of lower
accuracy.33,34 Splatting calculates the influence of
each voxel in the volume upon multiple pixels in
the output image. This algorithm represents the

Fig 11. The raycasting pipeline: casting a ray, sampling,
optical mapping, and compositing.

Fig 12. Medical images rendered with software-based ray-
casting: a CT skull, b MR brain, c CT jaw, and d MR cerebral
blood vessel.

648 ZHANG ET AL.



volume as an array of overlapping basis functions
called reconstruction kernels, which are commonly
rotationally symmetric Gaussian functions with
amplitudes scaled by the voxel values. These
kernels are classified as colors and opacities by a
TF, and are projected onto the output image plane
in a depth-sorted order. Each projected kernel
leaves a footprint (or splat) on the screen, and all
of these splats are composed in back-to-front order
to yield the final image. This process is described
in Figure 13, and Figure 14 presents examples of
images rendered with the splatting algorithm.

Applications

Vega-Higuera et al.116 exploited texture-accel-
erated splatting to visualize the neurovascular
structures surrounded by osseous tissue in CT
angiography data. Splatting was also employed to
rapidly generate digitally rendered radiographs in
the iterative registration of medical images.117

Audigier and colleagues118 used splatting with
raycasting to guide the interactive 3D medical
image segmentation, providing the users with
visual feedback at the end of each iterative
segmentation step.

Improvements

Since basic splatting algorithms33 suffer from
“color bleeding” artifacts, Westover34 employed
an axis-aligned sheet buffer to solve this problem.
However, this technique needs to maintain three
stacks of sheets and introduces “popping” artifacts,
which refers to the abrupt change in image
appearance as the view switches from one of the
three image stacks to another. To address this
issue, Mueller et al.119 aligned the sheet buffers

parallel to the image plane, and they later
accelerated this image aligned splatting algorithm
with GPUs.120 Recently, Subr et al.121 introduced
a self-sufficient data structure called FreeVoxels to
eliminate the color bleeding errors. In addition, the
aliasing problem in splatting was addressed by
Zwicker et al.122 with the use of an elliptical
weighted average filter. To improve splatting
performance, Ihm and Lee114 employed an octree
to encode the object- and image-space coherence,
where only voxels of interest were visited and
splatted, while Xue et al.123 increased the speed of
splatting through texture mapping.

SHEAR-WARP ALGORITHM

Algorithm Overview

Shear-warp is a hybrid algorithm that attempts
to combine the advantages of the image- or object-
order based volume-rendering methods,38 and is
based on factorizing the viewing transformation
into 3D shear and 2D warp. The shear matrix
transforms all the viewing rays so that they are
parallel to the principal viewing axis in “sheared
object” space, allowing the volume and image to
be traversed simultaneously. Figure 15 illustrates
the transformation from the original object space to
sheared object space for parallel projection.

Fig 13. Splatting pipeline: the optical model is evaluated for
each voxel and projected onto the image plane, leaving a
footprint (splat). Then, these footprints are composited to create
the final image.

Fig 14. Medical images rendered with splatting: a CT skull
with shading, b MR brain with shading114 (at 2000 Elsevier), c
CT jaw, and d MR cerebral blood vessel115 (at 2000 IEEE).
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We can mathematically express the factorization
of the viewing matrix Mview, which comprises a
permutation matrix P and a view matrix M, such
that Mview ¼ P �M , and the view matrix M is
factorized into a shear S and a warp component
Mwarp :Mview ¼ P � S �Mwarp. Figure 16 shows
the rendering examples.

Applications

Perspective shear-warp was implemented by
Schulze et al.124 in a virtual reality environment,
while Anagnostou et al.125 used this algorithm to
display time-varying data. Furthermore, Wan et al.126

used it to apply 3D warping in an interactive
stereoscopic rendering for virtual navigation.

Improvements

This algorithm was thoroughly analyzed by
Sweeney and Mueller,127 and they proposed
several measures to alleviate the short-comings of
this algorithm, such as blurry images on zoom and
staircase artifacts on flat surfaces. The VolumePro
graphics processing board is a hardware imple-
mentation of the raycasting using shear-warp
factorization for real-time visualization.128 One
limitation of VolumePro is that it can only provide
orthographic projections, which renders it unsuit-
able for applications such as virtual endoscopy.
Therefore, Lim and Shin129 employed the sub-
volume feature in VolumePro to approximate
perspective projection, only rendering the subvo-
lumes within the viewing frustum. To alleviate
blur in the zoomed image, Schulze et al.130 applied
a pre-integrated classification to shear-warp. Later,
Kye and Oh131 used a super-sampling to improve
the image quality, and a min–max block data
structure was designed to maintain the rendering
performance.

SHELL RENDERING

Algorithm Overview

The shell rendering algorithm is a software-
based hybrid of surface and volume rendering,
which is based on a compact data structure referred
to as a shell, i.e., a set of nontransparent voxels
near the extracted object boundary with a number
of attributes associated with each related voxel for
visualization.35

The shell data structure can store the entire 3D
scene or only the hard (binary) boundary. For the
hard boundary, the shell is crisp and only contains
the voxels on the object surface, and shell
rendering degenerates to SR. For a fuzzy boun-
dary, the shell includes some voxels in the vicinity
of the extracted surface, and shell rendering is
identified as DVR. Figure 17 shows examples of
shell SR and DVR, and the detailed descriptions of
this algorithm can be found in Udupa and
Odhner.35

Applications

Lei et al.134 employed this algorithm to render
the segmented structures of vessels and arteries of
contrast-enhanced magnetic resonance angiogra-
phy image. However, the explicit surface extrac-
tion creates errors. To address the problem, Bullitt

Fig 15. The standard transformation (left) and shear-warp
factorized transformation (right) for a parallel projection.

Fig 16. Medical images rendered with the shear-warp DVR
algorithm: a CT skull with shading, b MR brain with shading38 (at
1994 ACM), c CT jaw, and d MR cerebral blood vessel (distal
common carotid artery)115 (at 2000 IEEE).
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et al.135 selectively dilated the segmented object
boundaries along all axes, and visualized the
extracted fuzzy shell with raycasting.

Improvements

To accelerate the shell rendering speed, Falcão
and colleagues136 added the shear-warp factoriza-
tion to the shell data structure, and Botha and
Post137 used a splat-like elliptical Gaussian to
compute the voxel contribution energy to the
rendered image. Later, Grevera et al.138 extended
the point-based shell element to a new T-shell
element for isosurface rendering.

TEXTURE MAPPING

The pioneering work of exploiting texture
hardware for DVR was performed by Cullip and
Neumann139 and Cabral et al.140.

Algorithm Overview

In 2D texture mapping (2DTM), the volume is
decomposed into three stacks of perpendicularly
object-aligned polygons. For the current viewing
direction, the stack whose slicing direction (normal)
is within ±45° of the current viewing direction is

chosen for rendering. During rasterization, each of
the polygonal slices is textured with the image
information obtained from the volume via bilinear
interpolation. Finally, the textured slices are alpha-
blended in a back-to-front order to produce the final
image. Figure 18 describes the working pipeline,
while Figure 19 illustrates rendering results with this
algorithm.
Three-dimensional texture mapping (3DTM)

uploads the volume to the graphics memory as a
single 3D texture, and a set of polygons perpen-
dicular to the viewing direction is placed within
the volume and textured with the image informa-
tion by trilinear interpolation. Compared with
2DTM, there are no orientation limitations for the
decomposed polygon slices, making the texture
access more flexible. The compositing process is
similar to 2DTM, in that the set of textured
polygon planes are alpha-blended in a back-to-
front order. Figure 20 illustrates the algorithm
pipeline, and Figure 21 demonstrates an imple-
mentation of 3DTM.

Applications

Applications of TM-based medical volume
rendering, as reported in the literature, can be
divided into three main applications. The first is
multimodal medical image rendering and tissue
separation. Sato et al.141 designed a multidimen-
sional TF to identify tissue structures in multi-
modal medical images generated with 3DTM. A
two-level rendering technique was integrated with
3DTM by Hauser et al.,142 allowing different
rendering techniques to be selected for different
tissues. Later, Hadwiger et al.143 improved this
two-level DVR algorithm with respect to image
quality and performance, minimizing the computa-
tional cost of each pass, adding dynamic filtering,
and using depth and stencil buffering to achieve
correct compositing of objects created with differ-
ent rendering techniques. Sereda et al.144 used the
LH histogram in a multidimensional TF domain

Fig 17. Shell rendering example. Top row, shell SR132 (at 2000
IEEE): skull CT data (left) and CT data of a “dry” child’s skull
(right). Bottom row, shell DVR133 (at 2003 SPIE): CT skull (left),
and MR head (right).

Fig 18. The working pipeline of 2DTM for the 3D dataset
(head) visualization.
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for volume boundary enhancement and tissue
detection. In an attempt to improve arterial stenosis
diagnosis, Ljung et al.145 applied a probabilistic TF
model to 3DTM, replacing the optical lookup table
with a tissue material selection table. Xie et al.146

used Boolean operations in a 3DTM-based DVR
for interactive multi-object medical volume clip-
ping and manipulation, and Kim and colleagues147

used a dual TF-based algorithm to render fused
images of PET and CT in real time. Abellán and
Tost64 exploited 3DTM for multimodal medical
data rendering, in which various fusion techniques
were integrated into a common hardware-acceler-
ated DVR framework, which were employed to
display registered dual-modal brain datasets.
The second application area is the display of

specific tissues and organs for diagnosis and
therapy. Holmes et al.148 used 3DTM to achieve
a real-time display of trans-urethral ultrasound for
prostate treatment. This technique was also used
by Etlik et al.149 to find bone fractures, and also by
Wenger et al.150 to visualize diffusion tensor MRI
data in the brain. Wang et al.151 exploited 3DTM
to display 3D ultrasound for cardiac ablation
guidance. To provide visual information relating

to structures located beneath the skin surface,
Sharp et al.152 employed this technique to visualize
the light diffusion in 3D inhomogeneous tissue.
This visualization approach was also employed by
Lopera et al.153 to view a stenosis in arbitrary
image planes, and the authors used the results to
demonstrate the subsequent arterial bypass. For the
purpose of showing early opacification of hepatic
veins, Siddiki and colleagues154 exploited 3DTM
to display the arterial phase images. Aspin et al.155

combined this rendering method with data
enhancement techniques to increase the users’
cognitive ability in diagnosing soft tissue pathol-
ogies in volume-rendered MR images.
The third area of application is in dynamic

imaging and deformation. Levin et al.156 developed
a TM-based platform that was used to interactively
render multimodality 4D cardiac datasets. In addi-
tion, Yuan et al.157 designed a TF for nonlinear
mapping density values in the dynamic range
medical volumes, while Correa and colleagues158

presented a 3DTM algorithm that sampled the
deformed space instead of the regular-grid points,
simulating volume deformations caused by clinical
manipulations, such as cuts and dissections.

Improvements

Shading Inclusion

The shading was first included into TM
approaches by Van Gelder et al.,36 and both

Fig 19. Medical image rendered with 2DTM: a CT skull, b MR
brain, c CT jaw, and d MR cerebral blood vessel.

Fig 20. The working pipeline of 3DTM for 3D head rendering.

Fig 21. Medical image rendered with 3DTM: a CT skull, b MR
brain, c CT jaw, and d MR cerebral blood vessel.
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diffuse and specular shading models were later
integrated by Rezk-Salama et al.159 using register
combiners and paletted texture. Kniss et al.87

proposed a simple shading model that captured
volumetric light attenuation to produce volumetric
shadows and translucency. This shading model
was also used with depth-based volume clipping
by Weiskopf and colleagues88 in a 3DTM pipeline.
Recently, Abellán and Tost64 defined three types
of shadings for the TM-accelerated DVR of dual-
modality dataset.

Empty Space Skipping

Li et al.160,161 computed texture hulls of all
connected non-empty regions, and they later
improved this technique with “growing boxes”
and an orthogonal binary space partitioning tree.
Bethune and Stewart162 proposed an adaptive slice
DVR algorithm based on 3DTM. In this algorithm,
the volume was partitioned into transparent and
nontransparent regions, axis-aligned bounding
boxes were used to enclose those that were
opaque, and an octree was used to encode these
boxes for efficient empty space skipping. In
addition, Keleş et al.163 exploited slab silhouette
maps and an early depth test to skip empty spaces
along the direction normal to the texture slice. The
volume partition technique was also employed by
Xie et al.164 to subdivide the volume dataset into
uniform-sized blocks, and several acceleration
techniques, such as early ray termination, empty
space skipping, and occlusion clipping, were applied
to interactively display CT dataset. Recently, a
kd-tree and dynamic programming were used by
Frank and Kaufman165 to optimize the non-empty
space tracking and the data distribution balance on a
volume-rendering cluster.

Multiresolution

Multiresolution provides users with high-fidelity-
rendering results in the region of interest while
maintaining this region within the context of the
whole volume, albeit at a lower resolution. LaMar
et al.166 used a multiresolution data representation
for large dataset rendering, in which an octree
was employed to encode a hierarchical volume
“bricking.” A similar octree-based multiresolu-
tion approach was presented by Boada and her

colleagues.167 Kähler and Hege168 rendered the
adaptive mesh refinement (AMR) data using
3DTM, in which volume was partitioned into
axis-aligned bricks of the same level of reso-
lution, and they also extended the AMR tree-
based 3DTM to render large and sparse data
sets.169 In addition, Gao et al. proposed a
parallel multiresolution technique to accelerate
large dataset visualization.170

Wavelet Compression

Wavelet decomposition is an efficient means
of representing data in a multiscale form. A
blockwise wavelet compression was used by
Nguyen et al.171 to split 3D data into small
blocks of equal size that could be compressed
and uncompressed individually along the three
axes. Guthe et al.172 employed a block based
wavelet to compress datasets and extract the
levels of detail necessary for the current view-
point on the fly, and Xie et al.173 further
extended this concept by compressing input data
using hierarchical wavelet representation.

Multitexturing

Zhang and colleagues developed a hardware-
accelerated DVR algorithm based on register
combiners and multitexturing,71 in which a
viewing-direction-based dynamic texture slice
resampling scheme was proposed. The slicing
steps are dynamically updated according to
viewing directions, maintaining a constant step
size during the DVR process, and therefore
avoiding striping artifacts caused by nonuniform
sampling step while maintaining high-rendering
performance.

GPU-BASED RAYCASTING

The GPU on today’s commodity video cards has
become a powerful computation engine capable of
a variety of applications, especially in the fields of
computer graphics and visualization.174 By taking
advantage of the stream computation and parallel
architecture, GPU-accelerated raycasting can pro-
vide an interactive frame rate for medium-sized
dataset visualization on commodity hardware.175
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Introduction to GPU Architecture

GPUs incorporate multi-pipelined stream pro-
cessors and high bandwidth memory access, and
include their own DRAM (device memory)
optimized to process 2D and 3D geometries in
parallel.176 Data are transferred between the
CPU main memory and the GPU graphics
memory via a dedicated Accelerated Graphics
Port or a Peripheral Component Interconnect
Express (PCI-Express) bus. Modern GPUs are
programmable and employ a SWAR (SIMD, i.e.,
Single Instruction Stream Multiple Data Stream,
Within A Register) execution model. Figure 22
illustrates the architecture and working pipeline
of a typical GPU.
As illustrated in Figure 22, the geometry is

specified as a set of vertices and a set of facets.
The vertex stream is processed by the vertex units
and then assembled into primitives, which are
grouped together over triangles and are scan-
converted by the rasterizer. The outcome of this
operation is a large stream of elements (fragments),
which are further processed by the fragment units.
These fragments are written into a frame buffer
and then copied into the video memory to produce
an image on the screen. Recent GPUs include a
non-visible rendering buffer, called the pixel buffer
(P-Buffer), which can be employed if higher
precision is required in the intermediate calcula-
tions. The nature of the data on which GPUs
operate makes them suitable for a stream process-
ing architecture.177

Recently, NVidia and AMD announced their
new software development platforms, i.e., Com-
pute Unified Device Architecture (CUDA)178 and
Close To Metal (CTM),179 respectively, which are
designed to directly access the native instruction
set and memory in parallel on GeForce (G8X and

later generations) and Radeon (R580 and later
generations) graphics cards, respectively. CUDA is
a C language development environment, while
CTM is a virtual machine running assembler code.
The goal of these two new architectures is to
provide developers with a streaming-like program-
ming model for compute-intensive parallel compu-
tations, allowing low-level, deterministic, and
repeatable access to hardware. However, these
new generalizations sacrifice some of the efficien-
cies and graphic specified features.180 In addition,
the bus bandwidth and latency between CPU and
GPU still remains a bottleneck for the further
performance enhancement.

Algorithm Overview

A general strategy of exploiting the program-
mable GPU for raycasting was proposed by Krüger
and Westermann32 and Purcell et al.,113 who
described a stream model that exploits the intrinsic
parallelism and efficient communication on mod-
ern GPUs. The main core of this algorithm is to
generate a single ray per screen pixel and to trace this
ray through the volume on a GPU fragment shader.
Assuming that the origin point is O and the ray r(t)
direction is v, then r(t) is defined as O+v×t. The
algorithm is described by the following items:

Y Store the dataset as a 3D texture, whose
bounding box is a colored unit cube. The
texture coordinates at the eight corners are
encoded in the RGB color channels.

Y Render the front face of the color cube and store
the result into an intermediate texture (Fig. 23a).

Y Render the back face (Fig. 23b), subtract the color
values of the back face from the front face,
normalize the result, and store it in a 2D texture,
which represents the direction vectors of the
casting ray for each pixel. The origin of the ray
is the pixel of the bounding cube front face.

Y Cast a ray for each pixel into the 3D texture
volume, and uniformly sample the volume
along the ray. This is all done in a single
fragment program using the GPU Shader Model
3.0 loop capabilities.

Y Blend the TF-mapped color and opacity at each
sampling point along the ray in a front-to-back
order. When the ray leaves the volume or the
accumulated opacity exceeds the preset threshold,
terminate the ray.

Fig 22. GPU architecture and working pipeline: data flow,
multi-pass rendering, and P-Buffer, taking the data from the
frame buffers and feeding them back to the fragment and vertex
units through the P-Buffer.
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Performance Comparisons

TM-based DVR and GPU-based raycasting are
all graphics hardware-accelerated DVR algorithms.
The TM uses fixed graphics pipelines, while the
raycasting encodes the algorithm on the GPU
programmable shaders. For DVR based on TM,
the shading calculation is expensive since it needs
to apply the computationally expensive shading
model to every single fragment, even if some of
them do not contribute to the final image. In
addition, it is not easy to include some of the
traditional acceleration techniques. Finally, for
perspective projection, a uniform sampling step
cannot be maintained, resulting in striping arti-
facts. For GPU-based raycasting, since it is a
flexible rendering pipeline, the acceleration tech-
niques such as early ray termination, empty space
skipping can easily be included. Also, since the
shading computation is fragment-based, the shad-
ing model need only be applied to the fragments
that contribute to the final image. In addition, the
sampling step is adaptive, so for perspective
projection, uniform sampling steps can be main-
tained, resulting in improved image quality.
Figure 24 illustrates our implementation of GPU-
accelerated raycasting of four 3D medical datasets,
from which we note that the image quality for
raycasting is superior to the images generated with
2DTM (Fig. 19) or 3DTM (Fig. 21).

Applications

As exemplified by Beyer et al.,181 who used
GPU-based raycasting to display fused multimodal
brain datasets in real time for preoperative plan-
ning of neurosurgical procedures, there is a trend
toward using TF-based methods for anatomical

feature enhancement, tissue separation, and obtain-
ing complementary diagnostic information from
different image modalities. In a GPU-based ray-
casting framework, Weber et al.182 segmented a
volume into regions in the form of branches of a
hierarchical contour tree, and created a unique TF
for each of these regions. These contour tree-based
segmentations were used to optimize the TF design
for highlighting the volume-rendered anatomical
structures of thoracic CT data, and Termeer
et al.183 used this rendering technique to build a
visualization software platform for the diagnosis of
coronary artery disease. The GPU-based raycasting
algorithm was also used by Rieder et al.184 to
display multimodal volume data for neurosurgical
tumor treatment. They designed individual TFs for
each imaging modality, and proposed a distance-
based enhancement technique for functional data
display and lesion detection, as well as for path to
target exploration.
The second main application is volume illus-

tration, applying semantic information to simplify
the complexity in the transfer function design and
intuitively revealing anatomical structures. Rezk-
Salama and colleagues67 designed some high-level
semantic models for intuitive TF parameter assign-
ments. Rautek et al.68 introduced a fuzzy-logic rule
based semantic layer to linguistically define a
mapping from volumetric attributes to visual

Fig 23. Rendering results of the front face (left) and back face
(right) of a unit bounding box. The texture coordinates at the
corners are encoded in the RGB color channels, which are used
to calculate the casting ray direction.

Fig 24. Medical images rendered with the GPU-based raycast-
ing: a CT skull, b MR brain, c CT jaw, and d MR cerebral blood
vessel.
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styles, and later extended their work89 by introduc-
ing an interaction-dependent semantic model, and
employing graphics hardware to accelerate the
fuzzy-logic arithmetic evaluation during the
semantic parameter specification process.
The third main application trend is the real-time

display of specific tissues or organs. For example,
Ljung185 used this rendering approach to interac-
tively visualize a multi-detector CT-scanned
human cadaver to perform a “virtual autopsy.”
To accelerate lung cancer screening, Wang and her
colleagues186 developed a software platform based
on GPU-accelerated raycasting for displaying
volumetric CT images stereoscopically at interac-
tive rates. Krüger et al.187 used GPU-based
rendering technique with MPR to realistically
represent volumetric images in a virtual endoscopy
application, directly visualizing the individual
patient data without time-consuming segmentation.
This hardware-accelerated volume visualization
technique was also exploited with a vessel detection
algorithm by Joshi et al.103 to display vascular
structures in an angiographic image, while Mayerich
et al.188 designed an anatomical structure encoding
algorithm that is used with a GPU-accelerated
raycasting to detect and visualize the microvascular
network and its anatomical relationships with the
surrounding tissues in real time. Recently, Lee
and Shin189 employed the GPU-based volume-
rendering algorithm for fast perspective visualization
in a virtual colonoscopy application, while Lim et
al.190 used a GPU-based raycasting to visualize 3D
ultrasound datasets, during which points within
the native pyramidal ultrasound coordinate system
were adaptively converted on the fly to a Cartesian
grid.
Finally, a DVR system191,192 was developed in

our group, which is based on a GPU-accelerated
raycasting. In this system, a novel dynamic texture
binding technique was employed to render 4D
cardiac datasets with the heart rate being synchron-
ized with the electrocardiogram signal. Subse-
quently, techniques were developed for dynamic
volume rendering, manipulation, and enhance-
ment.193,194 Furthermore, a new algorithm was
presented for rendering segmented datasets with
anatomical feature enhancement.195,196 When
compared with previously published results,
instead of using different TF for segmented object
separation, the new algorithm “paints” various
colors acquired from segmentation to the rendered

volume, and delivers a higher image quality with
smoother subvolume boundaries. Recently, to
facilitate image manipulation and image-guided
intervention, a new “depth texture indexing”
algorithm was developed197 to allow virtual surgi-
cal tools to be included into the 4D medical image
visualization environment.

Improvements

The increasing capabilities of modern GPUs
provide great potential to enhance the performance
of the GPU-based raycasting algorithms. For
example, the intrinsically parallel nature of GPUs
was exploited by Roettger et al.56 to build a real-
time raycaster, in which adaptive pre-integrated
voxel classification and volume clipping were
included. The original GPU-based solutions were
based on multiple rendering passes, casting rays
through the volume and storing the intermediate
results in a temporary framebuffer, which could be
accessed in subsequent rendering passes. However,
on current graphics hardware architecture, such a
multi-pass-based rendering pipeline suffers from
low efficiency. To address this issue, Stegmaier
and colleagues built a single-pass raycasting
framework and extended this framework to spec-
tral DVR for refractive material selective absorp-
tion and dispersion using the Kubelka–Munk
theory.101

For single-pass raycasting, Hadwiger et al.20

employed this visualization technique to display
implicit isosurfaces from a volume defined on a
rectilinear 3D grid. A two-level hierarchical grid
representation was exploited to allow object- and
image-order empty space skipping to be employed
to improve the rendering performance, and to
circumvent the memory limitations in visualizing
datasets that are too large to fit into GPU texture
memory. For the similar task of releasing on-board
memory size restrictions, Wang and JaJa198

recently proposed a multicore processor-based
raycasting algorithm for isosurface extraction and
rendering. In addition, exploded views were
introduced into the raycasting algorithm by
Bruckner and Gröller199 to display inner occluded
object of interest. Their approach employed a
force-based model to partition the volume into
several segments for displaying hidden structural
details, and the partition manner was controlled by
a number of forces and constraints. Similarly, to
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reveal the interior hidden spatial structures, opacity
peeling was employed by Rezk-Salama and Kolb200

in the rendering pipeline. For the purpose of
emphasizing objects of interest within the contex-
tual volume, Viola et al.201 presented an impor-
tance-driven strategy, in which intelligent viewpoint
selection and alternative visual representations of
the volume were exploited. Furthermore, the
importance-driven approach was also used by Wang
et al.202 to visualize time-varying data for the
purpose of unveiling and enhancing the dynamic
features exhibited by these 4D volumetric data.
Compared with multi-pass rendering,56 a single-

pass solution has the advantages of efficiency,
accuracy, and flexibility. Klein et al.203 proposed
techniques to improve the performance and quality
of GPU-based volume raycasting. An empty space
skipping algorithm that exploits the spatial coher-
ence between consecutively rendered images was
employed to estimate the optimal initial ray
sampling point for each image pixel. A similar
idea to exploit the empty space skipping and
frame-to-frame coherence was later used by Lee
and Shin189 to accelerate GPU-based raycasting;
however, instead of using super-sampling, they
designed a new algorithm to improve image
quality by eliminating the artifacts caused by holes
or illegal starting positions. Müller et al.204

presented a sort-last parallel architecture to accel-
erate single-pass volume raycasting on GPU,
wherein they partitioned the texture volume into
uniform texture bricks. A similar volumetric
texture bricking and octree organization technique
was later used by Gobbetti et al.205 to improve the
performance of GPU raycasting on massive data-
sets. Furthermore, to render large out-of-core
datasets, Moloney et al.206 presented a volume
bricking-based sort-first algorithm to balance par-
allelized data loading and frame-to-frame coher-
ence. The bricked volume technique was also used
by Beyer et al.181 to display multimodal volume
using GPU raycasting. Similarly, Ljung185 pre-
sented a multiresolution scheme to render large
out-of-core CT human cadaver volumes using
GPU raycasting, in which techniques such as
load-on-demand data management and TF-based
data reduction were employed. In addition, to
address the difficulties of rendering large datasets
on a GPU, a real-time volume compression and
decompression technique based on block trans-
formation coding was proposed by Fout and

Ma.207 In the GPU-based raycasting pipeline, to
render large volumetric data and improve image
quality, Wang et al.208 developed a level-of-detail
selection algorithm using an image-based quality
metric. In addition, to provide novice audiences
access to interactive volume renditions, Rezk-
Salama et al.92 introduced a technique to generate
high-quality light field representation and inte-
grated it into the GPU-based raycasting pipeline.

FOURIER DOMAIN VOLUME RENDERING

In Fourier transform (FT) based DVR, the
rendering computation is shifted to the spatial
frequency domain to create line integral projec-
tions of a 3D scalar field according to the
projection-slice theorem.209,210 The goal is to
compute 2D Fourier projections of 3D data,
reducing the computational complexity that exists
in spatial domain. Levoy209 and Malzbender210

independently applied this theorem to DVR, while
Napel et al.211 proposed an application specific to
MR angiography. Additionally, Jansen et al.212

performed Fourier domain volume rendering
(FDVR) directly on the graphics hardware by
using the split-stream fast Fourier transform
(FFT) to map the recursive structure of the FFT
to the GPU.
While GPU-accelerated FDVR is efficient, this

algorithm has three drawbacks. First, it has limited
ability for 3D texture handling; secondly, two
copies of the data must be present in the graphics
memory, one as the source and the other one as the
destination array; finally, it is not possible to
implement any local (image-space) operations in
the Fourier domain, eliminating the possibility of
incorporating lighting models.

DISCUSSION AND OUTLOOK

Discussion

DVR is an efficient technique to explore
complex anatomical structures within volumetric
medical data, with requirement for real-time
volumetric and dynamic image visualization; tech-
niques to address these requirements must keep
pace with the development of related technologies,
and failure to do so will result in visualization
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being the rate-limiting step for the development of
new treatment modalities. Real-time DVR of
clinical datasets needs efficient data structures,
algorithms, parallelization, and hardware acceler-
ation. The progress of programmable GPUs has
dramatically accelerated the performance and
medical applications of volume visualization, and
opened a new door for future developments of
real-time 3D and 4D rendering techniques.
As the capabilities of programmable GPUs

continue to increase, the distinction between
algorithms that are appropriate for the GPU and
those written for the CPU will disappear. The
evolution from software-based raycasting to GPU-
based raycasting is a good example. For DVR
algorithms such as splatting, shell rendering, and
shear-warp, hardware accelerations have been
proposed and implemented; however, most of
these improvements are based on fixed graphics
pipelines and do not take full advantages of the
programmable features of GPU. As mentioned
previously, even if the TM-based DVR algorithms
make use of graphics hardware in the volume-
rendering pipeline, they differ considerably from
the programmable GPU algorithms, such as ray-
casting, in that all of the volume-rendering
computations and corresponding acceleration tech-
niques are implemented on the GPU fragment
shaders. The TM-based DVR algorithms only use
fixed graphics pipelines that include relative
simple texture operations, such as texture extrac-
tion, blending, and interpolation.
Since most DVR algorithms are application

driven, and medicine is a major application area,
in this paper, we described the general techniques
of volumetric data visualization with a focus on
medical applications. However, for a specific
application, different DVR algorithms may gen-
erally be used interchangeably when sufficient
image quality and rendering performance are
available. For the evaluation and comparison of
DVR algorithms, Meißner et al.115 quantitatively
analyzed four algorithms: software-based raycast-
ing, splatting, shear-warp, and 3DTM. Recently,
Boucheny et al.213 presented three perceptual
studies to examine the information transformation
effectiveness of DVR algorithms, and unsurpris-
ingly, they showed that a static representation is
ambiguous. When tuning the rendering parameters,
this ambiguity can be counterbalanced by using
depth cues (i.e., obtained through motion parallax

or stereoscopy). Furthermore, the quantitative
evaluation of the four mainstream DVR algorithms
was also reported in a publication of our group.197

Outlook

Modern GPUs support the Shader Model 4.0
features and floating point precision throughout
the graphics pipeline. Currently, most of the
advanced features of programmable GPUs are
accessible through high-level programming lan-
guages, such as OpenGL, HLSL, GLSL, and Cg.
A promising research direction is in the design of
new image rendering and manipulation algorithms,
specially for programmable GPU architectures,
taking advantage of cache coherence and parallel-
ism to achieve efficiency. With the newly released
GPU programmable APIs CUDA178 and CTM,179

more complex algorithms can efficiently be imple-
mented on GPUs, and we believe that these two
APIs will more efficiently support graphics appli-
cations in the future.
In addition, to further enhance the visualization

environment, DVR algorithms should be effec-
tively combined with realistic haptic (i.e., force)
feedback and crucial diagnostic and functional
information extracted from medical data using
new algorithms in the research fields such as
machine learning and pattern recognition. Further-
more, innovative techniques of robotics, human–
computer interaction, and computational vision
should be developed to facilitate the medical
image exploration, interpretation, processing, and
analysis.
Finally, we note that the current volume visual-

ization algorithms should be integrated into stand-
ard graphical and imaging processing frameworks
such as the Insight Segmentation and Registration
Toolkit 214 and the Visualization ToolKit,215

enabling them to be readily used in clinical
medical imaging applications. We also note that
even though there have been many efficient and
advanced techniques developed for all parts of the
volume-rendering pipeline, only a few simple
approaches have been developed for clinical
visualization. The translation of these advances
into clinical practice nevertheless remains a prob-
lem. However, we must ensure that such chal-
lenges are addressed so as to not introduce
roadblocks with respect to related technologies
such as image-guided interventions.
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