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Abstract
The experimental observation of long-lived quantum coherences in the Fenna-Matthews-Olson
(FMO) light-harvesting complex at low temperatures has challenged general intuition in the field
of complex molecular systems and provoked considerable theoretical effort in search for
explanations. Here we report on room-temperature calculations of the excited-state dynamics in
FMO using a combination of molecular dynamics simulations and electronic structure
calculations. Thus we obtain trajectories for the Hamiltonian of this system which contains time-
dependent vertical excitation energies of the individual bacteriochlorophyll molecules and their
mutual electronic couplings. The distribution of energies and couplings are analyzed together with
possible spatial correlations. It is found that in contrast to frequent assumptions the site energy
distribution is non-Gaussian. In a subsequent step, averaged wave packet dynamics is used to
determine the exciton dynamics in the system. Finally, with the time-dependent Hamiltonian
linear and two-dimensional spectra are determined. The thus obtained linear absorption lineshape
agrees well with experimental observation and is largely determined by the non-Gaussian site
energy distribution. The two-dimensional spectra are in line with what one would expect by
extrapolation of the experimental observations at lower temperatures and indicate almost total loss
of long-lived coherences.

Introduction
In photosynthesis the energy of sunlight is converted into chemical energy. Light harvesting
and charge separation are the primary steps in this process. Specific pigment-protein
aggregates, the so-called light-harvesting (LH) complexes, have the function of absorbing
light and transporting the energy to the photosynthetic reaction center (RC). Within the RC
the excitation is subsequently converted into charge separation.1 Many of the structural and
functional details of these protein complexes have been elucidated already.2–4

One of the extensively studied LH systems is the Fenna-Matthews-Olson (FMO) complex of
green sulphur bacteria.5 For the bacterium Prosthecochloris aestuarii the crystal structure
was already solved three decades ago,6 the first time that this was achieved for a pigment-
protein complex. Meanwhile the structure has been characterized at atomic resolution 1.9
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Å.7 Recently, the structure of the FMO complex of Chlorobaculum tepidum has been
determined as well.8 Under physiological conditions, the FMO complex forms a homotrimer
consisting of eight bacteriochlorophyll-a (BChl a) molecules per monomer. The existence of
an eighth BChl molecule in the structure of each monomer has been shown only recently;8
many earlier studies refer to just seven BChls per monomer. The biological function of the
FMO trimer is to transfer excitation energy from the chlorosome, i.e., the main LH antenna
system of green sulfur bacteria, to the RC, which is embedded into the membrane.5 The
optical properties of FMO complexes together with the experimental and theoretical
approaches were reviewed recently in great detail.5 We note that the photophysical
investigations published thus far were performed on FMO trimers rather than monomers.
Nevertheless, additional studies of the monomeric system as performed here yield insight
into properties also of the trimeric arrangement.

A few years ago, using two-dimensional correlation spectroscopy the Fleming group
reported evidence for coherent energy-transfer dynamics in FMO.9,10 Because of the
unexpectedly long coherence times of around 700 fs at 77 K, the findings provoked a large
number of further studies, both experimental and theoretical ones. By now, similar
coherence times have been shown to arise at higher temperatures11 for the same FMO
complex of Chlorobaculum tepidum, for a photo-synthetic complex of marine algae at
ambient temperature12 as well as in conjugated polymers.13 It has been suggested that the
long-lived coherence is due to correlations of site energies fluctuations.14 A few
publications have investigated the possible effect of correlated motions.15–22 In earlier
simulations for LH systems combined with semiemperical electronic structure calculations,
reported by several of the present authors, we did not find spatial correlation in the time
dependence of the site energies.23,24 Alternative suggestions that the long-lived coherences
originate from interferences of different quantum pathways have been put forward
recently.25,26

In this paper, we aim to give a parameter-free calculation of the excited-state dynamics and
the linear and two-dimensional spectra for FMO. Our method is based on a combination of
classical molecular dynamics (MD) and electronic structure calculations. Using MD one can
model complete LH systems.23,27 Nonetheless, MD simulations are neither able to describe
the optical properties of such systems nor the excitation transfer therein. For such
description, one has to couple electronic structure calculations to the classical
simulations.23,27–31 Even for semiempirical methods, the determination of the electronic
structure of the complete system over time is computationally expensive. Therefore, one
usually adopts a subsystem-based approach in which the excitation energy for each
individual BChl is calculated separately. In addition to the individual excitation energies,
one needs to determine the electronic coupling between the subsystems. To record the effect
of the thermal fluctuations on the energy transfer dynamics and optical properties, the
quantum chemistry calculations of the excitation energies and the electronic couplings have
to be performed along an MD trajectory.23,27,30–33 To calculate the vertical transition
energies of the BChl molecules involved in the LH systems, the semi-empirical Zerner
Intermediate Neglect of Differential Orbital method with parameters for spectroscopic
properties (ZINDO/S) has been shown to be a good compromise between accuracy and
computational speed.29 The ZINDO method is based on the Hartree-Fock framework but
two-center electron interaction integrals are neglected. ZINDO/S does not only denote a
ground state method but the approach does yield the excited states employing the
Configuration Interaction Singles method (also called ZINDO/S-CIS) at the same time. In a
recent study for a LH2 system23 we compared this method combined with the TrEsp
approach for the electronic coupling to other commonly used approaches. TrEsp is the
abbreviation for the method of transition charges from electrostatic potentials.34,35 The
method has been applied to different light-harvesting systems before.36
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Non-linear spectroscopic experiments such as photon echo peak shift37 and pump-probe
spectroscopy, permit the study of excitation dynamics. The emergence of two-dimensional
correlation spectroscopy (2D CS), first in the infrared38 and later in the visible.9 made it
possible to obtain very detailed information about the excitation dynamics in a system. 2D
CS is closely related to the well known two-dimensional NMR COSY technique39 and
basically relies on correlating the frequencies observed at one time with those that are
detected after a time delay. In this way the information is spread in two-dimensions and the
technique is particularly sensitive to fluctuations in the eigenfrequencies arising from
environmental fluctuations and exciton dynamics. 2D CS is therefore ideally suited for the
study of exciton transport in light harvesting systems9,10 and, as mentioned above, it has
been experimentally applied to LH complexes and the FMO system.

We will present simulations of the linear absorption, population transfer and two-
dimensional spectra of the FMO complex in an approach, without any free parameters, that
combine MD simulations, semi-empirical electronic structure calculations and spectral
simulations. The results do depend of course on the MD force field, and the semi-empirical
parameterization, but none of the two were adjusted to obtain agreement with the
experiments that we will compare with. Previous studies either used average energies
extracted from fits to the spectra at low temperature or obtained from electronic structure
calculations of the crystal structure. To account for the environmental dynamics, previous
studies typically assumed Gaussian fluctuations of the site energies around the average. We
will show that this assumption is not justified.

For the spectral simulations we will employ the numerical integration of the Schrödinger
equation (NISE) scheme.40,41 The advantage of this scheme is that it allows the calculation
of spectra directly from trajectories of the Hamiltonian without assuming the Condon or
Gaussian approximations made in most other approaches.42–44 In contrast to density matrix
approaches all time-dependent information is used directly without any prior averaging. For
example, transition dipole moment (TDM) changes arising due to non-Condon effects are
included as well as their fluctuations over time. These stated changes are usually neglected
in density matrix approaches. The largest drawback of our approach is that it can only be
applied in the high temperature limit, when the exciton bandwidth is not too large compared
to kBT. Recently good results were found for the OH-stretch vibration, where the bandwidth
is about 2 kBT. 45

The present contribution is organized as follows: In the next section the MD simulations and
the electronic structure calculations yielding the site energies, couplings, and transition
dipole moments are introduced. The respective results are discussed and compared to
literature values. Exciton dynamics is the focus of section III, while linear absorption and
two-dimensional spectroscopy is studied in section IV. The paper ends with some
concluding remarks.

Site energy and electronic coupling calculations
Methods

Classical all-atom MD simulations were carried out at room temperature on the basis of the
trimeric crystal structure of Chlorobaculum tedium (PDB code: 3ENI). Starting from this
structure, two different simulations were carried out. The first one involved the full trimeric
structure with eight BChls per monomer as seen in vivo and in photophysical experiments;
the second simulation involved only one monomer to investigate the importance and
differences between the monomeric and trimeric complex. In the following these
simulations will be denoted as trimer and monomer simulation, respectively. During
equilibration of the monomer, the eighth BChl left the complex and, therefore, was removed
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from the simulation, i.e., the analysis in this case is restricted to seven pigments. The weak
bond of the eighth BChl in a monomer explains why it was found so late in structural
studies. The molecular dynamics simulations explicitly included all atoms of the BChls, the
protein scaffold and the water molecules using the CHARMM force field including the
TIP3P water model. The specific setups and simulation protocols are described in detail in
Ref. 24. After equilibration, trajectories were calculated with an integration step size of 1 fs,
but frames were recorded only every 5 fs. The total lengths of the trajectories were 300 ps
for the monomer and 200 ps for the trimer simulations.

In a subsequent step, the electronic properties of the multi-chromophore system were
calculated for each saved frame of the MD trajectory. The electronic properties thus
calculated are the time-dependent site energies (differences between ground and excited
state) and transition dipole moments of the individual BChls as well as the electronic
couplings between them. The technical details of the calculations can be found in Ref. 23.
To this end, the ORCA code (University Bonn, Germany)47 was employed in order to
calculate the energy gap between ground and first excited state, i.e., the Qy state, for all
BChls in the complex individually. Due to the large number of necessary calculations, we
employed the semiempirical ZINDO/S-CIS(10,10) method using the ten highest occupied
and the ten lowest unoccupied states, which has been shown to be a good compromise
between efficiency and accuracy.23,29,30 To further increase the efficiency for the QM
calculations, each terminal CH3 and CH2CH3 group as well as the pythyl tail were replaced
by H atoms.30,48 This restriction of the quantum system has little influence on the results
since the optical properties of BChls are determined by a cyclic conjugated π-electron
system. To account for effects of the environment on the orbital energies, the point charges
surrounding the truncated BChl molecule stemming from the MD simulations within a
cutoff radius of 20 Å were included in the ZINDO/S-CIS calculations which, at the same
time, yield the transition dipole moments. In Ref. 23 the effect of varying the cutoff radius
was discussed in more detail.

Since in the FMO complex the minimum inter-pigment distance is 11 Å, the coupling
among the individual BChls is safely approximated by the Coulomb part only and given by

(1)

In this method, the TrEsp approach,34,35 one uses atomic transition charges  which

describe the transition density . The charges are localized at the
position  of atom I of the mth BChl. Experimentally, a transition dipole moment of 6.3
Debye49 for BChl a was estimated. As described in the TrEsp procedure34,35 and to match
the experimental value on average, it is necessary to rescale the transition charges, as
extracted from the TDDFT/B3LYP data set in Ref. 34, by a factor of 0.728. The transition
charges are assumed to be constant. Solvent effects on the electronic coupling are taken into
account through a distance dependent screening factor f.50 A comparison of the effect of
different approaches can be found in Ref. 23.

Energies
As summarized in a recent review,5 there have been several studies aiming at the
determination of the site energies of FMO. For Chlorobaculum tepidum several attempts
have been performed to extract the energies by fitting of the optical spectra51–53. In another
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approach, the shifts of the site energies due to charged amino acids were calculated based on
the crystal structure using seven53 or eight54 BChls per monomer. Figure 2 and Table 1
show the results of the present study. In contrast to the earlier investigations we are not just
obtaining a single value per site energy but a whole distribution, i.e., the density of states
(DOS) along the MD trajectory. Shown in Figure 2 are both the results based on the
monomer and the trimer simulations as calculated from 60000 and 40000 snapshots,
respectively. For the trimer simulation, the values have been averaged over the three
monomers within the trimer. The individual DOSs are broad, non-Gaussian distributions
with a tail at the high energy side. As can be easily seen, there are differences for the
distributions from monomer and trimer simulations. Obviously, the different environments
and the varying flexibility of the complexes show their influence on the site energies. In the
monomer simulations one finds more variation among the individual site energy
distributions compared to the trimer case, where the site energy distributions largely overlap.
An exception is the DOS of BChl 7 and to some extent that of BChl 8. BChl 7, lying in the
middle of the FMO monomers, clearly has its DOS extending to the largest energies, which
is especially prominent for the trimer simulations and results from the charged environment.
BChl 8 shows a DOS that is similar to those of BChls 1 to 6 but slightly biased toward high
energies. When looking at the site energies calculated without surrounding point charges this
small bias is retained. This behavior can be explained by a slightly different average
conformation of BChl 8 compared to those of pigments 1 to 6. Shown in addition in Figure 2
are the energies based on the static crystal structure neglecting environmental effects. These
results have been obtained without accounting for the MD point charges of the environment.
In this case, the different energies of the various pigments are solely due to the non-
equilibrium geometries of the BChls since only the energy gap for the fixed X-ray structure
is calculated without taking environmental effects into account. These effects have been
calculated previously by Adolphs et al.53 using electrochromatic shift calculations.

Since the DOSs are skewed, their peak position is not identical to their average position. In
Table 1 we list both, peak and average positions, for monomer and trimer simulations. In
addition, the values for the crystal structure are listed. In the latter calculations no
environmental effects are included and, therefore, the spectra lack corresponding shifts. In
case of the trimer, the spread of the crystal structure energies is larger than the spread of the
peak positions obtained for the dynamic structures, i.e., the environment makes some of the
BChls more similar with regard to their DOS.

Next, we compare our results with those of previous investigations. To this end, the
literature values are shown in Figure 3 together with the averages of the presently calculated
DOSs. It can be seen that the present average values are somewhat lower than those
calculated in previous studies. This corresponds to a shift in all BChl site energies at the
same time. On blue shifting the present results by 42 meV, the peak position of the linear
absorption spectrum can be reproduced (see below). This overall underestimate of the site
energies results from the semi-empirical ZINDO calculations. We note that even
computational expensive high-level quantum chemistry methods do not reproduce the
correct energy gap.33 The site energy differences between BChls 1,2,3, and 5 agree quite
nicely with the results by Adolphs et al.53 obtained using electrochromic shift calculations.
For BChl 4 the shifted version of the present energy lies in between those obtained in Refs.
53 and 54. The largest differences are found for BChls 6 and 7. In contrast to the previously
discussed data set,53 we calculated the average site energy of BChl 7 to be larger than that of
BChl 6. On comparing the site energy distributions in Figure 2 and Table 1, one finds that
the DOS of BChl 7 has a much longer tail than the other DOSs have; the difference between
average and peak values is larger than that of all other BChls. The additional pigment, BChl
8, has only been considered in one previous study so far.54 Furthermore, in Figure 3 two
additional energy sets from the literature are shown. As can be seen there is quite a spread in
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energy for the different sets. Nevertheless, for all sets, BChl 3 shows the lowest energy, i.e.,
excitation starting on any of the pigments should finally end up to some degree at this
chromophore.

We note that the difference between the DOS of BChl 7 to the other pigments is larger for
the calculations based on the trimer simulations than those based on the monomer
simulations. In summary, there is considerable agreement with previous data sets for the site
energies, but there exist also significant differences. One has to keep in mind, that in the
present study we obtain whole distributions, while previous studies were based on fits to
spectroscopic data to seven BChls per monomer or on the static crystal structure.

Couplings
The couplings between the pigments shown in Figure 4 have been evaluated based on
monomer as well as trimer simulations. The normalized distributions of the various
couplings were deduced from the trajectories of the simulations. Let us first focus on the
couplings from the monomer simulations including 7 BChls yielding 21 couplings. Shown
in Figure 4 are only coupling distributions which on average have an absolute value above 1
meV. The sign of the couplings depends on the charge distribution, i.e., on the dipole
moments and their relative orientation in the chromophores under consideration.

The largest absolute values of the couplings are around 10 meV. As can be seen, the widths
of the distributions vary; the coupling distributions at larger coupling strength have a width
of several meV compared to spreads of less than 1 meV for distributions exhibiting weaker
coupling. In contrast to the energy gap distributions, the coupling distributions are more
symmetric (albeit not always with a perfect Gaussian shape) and peak and average values
are rather close. The average values obtained from the crystal structure and the monomer
MD simulations are listed in Table 2.

In contrast to other light-harvesting systems, for example, the LH2 systems of purple
bacteria, there is no symmetry in the FMO complex. Nevertheless, the numbering of the
BChls in the FMO complex is such that, at least for the average coupling values based on
the MD trajectory, the largest couplings are to BChls with neighbouring indices. For the
crystal structure values, only in the case of BChl 7, which is more or less surrounded by all
the other 6 BChls (see Figure 1), the strongest coupling of −6.3 meV is to BChl 4 instead of
to BChl 6, which is only 3.6 meV.

For some couplings, the crystal structure value is right in the middle of the distribution from
the MD trajectory, e.g. in case of coupling 5–6. For many BChl-BChl pairs the
crystallographic structure coupling value is actually at the edge of the respective
distribution. This might be an indication that either the crystal structure conformation is not
really an equilibrium conformation or that force field inaccuracies are leading to a slightly
shifted equilibrium conformation.

In the trimer system with 24 BChls there arise 276 couplings between the pigments. Because
of large spatial separations, many of these couplings are very small. The distribution of
intra-monomer couplings from the trimer simulations are also shown in Figure 4 and
average values are listed in Table 3. As in case of the monomer simulation, almost all the
couplings with the largest absolute values are on the first secondary diagonal. As can be
seen, there are differences in the coupling values between monomer and trimer simulations.
The most prominent difference is between the coupling connecting pigments 1 and 2. In case
of the monomer simulations its average value is −4 meV while based on the trimer
simulations the coupling value is −10 meV. The discrepancy is due to the structural
differences in the two simulations and leads to rather different population transfer dynamics
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(see below). In contrast to the monomer simulation, in the trimer simulation the monomer
consist of eight BChls. The absolute value of the coupling strength of the eighth BChl to the
other seven pigments within the same monomer is below 1 meV. As already indicated in
Figure 1, the eighth chromophore is actually closer to some of the BChls within the
neighbouring monomers than to those in its own monomer (see also Figure 5). Therefore we
also added the coupling values of a close monomer denoted here as BChl 8B. The coupling
value of 2.6 meV between BChls 1 and 8B is, for the MD average values, only a factor of
1.5 smaller than that between pigment 6 and 7 and more than four times larger than the
largest coupling between BChl 8 and another pigment within the same monomer. Therefore
an electronic excitation of a BChl 8 pigment will most likely be transferred to a
neighbouring monomer rather than within the same monomer.

The average values for the inter-monomer couplings extracted along the MD trajectory are
given in Table 4 for the two different types of inter-monomer couplings indicated in Figure
5. The same quantities based on the crystal structure are given in Table 5. Only the
mentioned inter-monomer coupling between BChl 1 and BChl 8 is larger than 2 meV. Solely
one of the coupling between pigments, namely, between 7 and 8, has an average value
slightly above 1 meV. All other couplings have absolute average values below 1 meV but
there are many of them. As a result, excitations from one monomer will eventually “leak” to
the other monomers if not removed from the system beforehand.

The coupling values stated above have all been calculated using the TrEsp approach. A very
popular approximation for the coupling calculation is the point dipole approximation (PDA).
Recently we tested this latter and other methods to determine coupling values for the LH2
system.23 With 11 Å the minimum inter-pigment distance in the FMO complex is even
larger than in the B800 ring. Therefore for most couplings the values calculated using the
PDA are very similar to the values calculated using the TrEsp approach. The distributions
(data not shown) of the couplings are, however, up to twice as broad as in the case of the
PDA. Nevertheless, there are some couplings which show a significant difference. As an
example we mention the coupling between pigments 5 and 6; the TrEsp method yields an
average value of 6.92 meV compared to 9.17 meV obtained from the PDA. Adolphs and
Renger also tabulate coupling values calculated using different approaches and based on the
crystal structure. Our results for the intramonomer couplings for the crystal structure are
rather similar to the values by these authors53 using the transition monopole approximation
with a value for the dielectric constant ε of two and the crystal structure. Actually, most of
the present values are slightly smaller than those reported earlier.53 As discussed above, the
average couplings based on the MD simulations either for the monomer or the trimer system
sometimes deviate strongly from those for the crystal structure. In all calculations below,
TrEsp coupling values have been used.

Spatial correlations
As mentioned in the Introduction, spatial correlations in the fluctuations of the site energies
have been suggested to underly the experimentally observed long-lived coherence of BChl
excitations in FMO. In a previous publication24 several of us have analyzed these
correlations based on the same MD and electronic structure data as employed in the present
study. Only weak atomic correlations were found. BChls 1 and 2 exhibit somewhat
significant correlation in their atomic motion, but not in the fluctuation of their site
energies.24 Some correlation between couplings appear for cases in which two BChl pairs
share a common partner. For example, there is a significant correlation between couplings
4–5 and 5–7, i.e., if pigment 5 is moving, this imposes a change in the geometric
relationship between pigments 4 and 7 and, therefore, causes a correlation between the two
couplings. Nevertheless, only very few couplings showed at the same time correlated
fluctuations, large coupling values, and broad distributions. If one of these criteria is not
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fulfilled, the effect of correlated couplings is negligible. Only if two couplings are relatively
large, have large fluctuations and have a non-negligible correlation, will an effect in the
dynamics be observed. This is not directly visible from the correlation values since the
distributions are normalized.

Transition dipole moments
The transition dipole moments (TDM) of the individual BChls determine the optical
properties of the FMO complex. The direction of each BChl’s TDM is indicated in Figure 1.
The dipole moment of individual BChls are often assumed to be in the direction of the NB-
ND axis within the molecule.35 In the present study the transition dipole moments have been
determined through ZINDO/S calculations as detailed in Methods. The absolute values of
the TDMs have been rescaled by a factor of 0.567 to a value of 6.3 Debye, when averaged
over all BChls, which corresponds to the experimentally measured TDM value.49 The
relative TDM magnitudes of the individual BChls after this common rescaling are shown in
the inset of Figure 6. Pigments 1–6 have similar magnitudes of their TDM, namely, 6.39
±0.41 Debye. BChl 8 has a slightly smaller value (6.19 ±0.50 Debye) as has chromophore 7
(5.97 ±0.54 Debye). These are only averages with non-negligible fluctuations as indicated
by the standard deviations. We note that there is significant deviation between the average
magnitude of the transition dipole moments based on the MD simulations and the
corresponding crystal structure data (also rescaled to an average value of 6.3 Debye).

In addition to the magnitude of the dipole moments, the orientation of the TDM is of
importance. The deviation of the TDM direction from the NB-ND axis has previously been
discussed. 35 As can be seen in Figure 6 the values fluctuate between 0° and 10°.
Concerning this property, pigments 1, 4, and 7 behave similarly. Also the pigment triple 2,
5, and 6 and the pigment pair 3 and 8 behave similarly in regard to the distribution of
deviation angles. Though high precision calculations of the direction of the TDM are
certainly of importance, this example shows that one should not forget in carrying out such
calculations that there is quite a spread along a trajectory due to thermal fluctuation.

Supplementary to TDMs stemming from the ZINDO/S calulations, one can compute TDMs
using predefined transition charges from the TrEsp approximation (see section about
couplings). Compared to the distributions in Figure 6 the deviations of the directions from
the NB-ND axis are Gaussian distributed between 0° and 5° with a peak maximum at around
2.2°(data not shown). The averaged magnitude is quite similar to that in the inset of Figure
6.

Excitation dynamics
The dynamics of the electronic properties along the room-temperature MD trajectory can be
used to describe the effect of the environment on the exciton dynamics. This is sometimes
called a ground-state classical path description since the MD trajectory is a ground state
trajectory based on classical dynamics, i.e., it does not include the dynamics on excited
electronic states. Nevertheless, this procedure is expected to yield a rather useful description
for excitation energy transfer processes. For charge transfer scenarios this might be less
accurate since a moving charge influences a classical MD simulation much more than a
rather localized excitation. For the present purpose one may first determine the spectral
density and then compute exciton dynamics and optical spectra.23,27 Here we employ an
alternative strategy and use the time-dependent site energies of the pigments and their
couplings in a wave packet calculation40,41,55–57 employing the NISE approach. In this
approach the evolution of the wavefunction is calculated by solving the time-dependent
Schrödinger equation for the fluctuating Hamiltonian. As this cannot be done directly time is
divided into short time intervals during which the Hamiltonian can be assumed to be
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constant. The time-independent Schrödinger equation is then solved successively for each
time interval providing the solution of the time-dependent Schrödinger equation as long as
the short time intervals are brief enough. This implies that the actual fluctuating Hamiltonian
is used directly in determining the exciton dynamics and no assumptions on the nature of the
spectral density or density of states is made. The averaging of the fluctuations is achieved by
averaging over multiple starting configurations along the trajectory. For calculating the
exciton dynamics this was done assuming that the excitation was initially localized on one
of the sites. The exciton dynamics was determined using the complete trajectory length
available, i.e., 300 ps for the monomer and 200 ps for the trimer simulations with 5 fs time
steps between snapshots. The calculations of 1000 fs length were repeated with starting
times 100 fs apart in order to average over sufficient starting configurations of the bath. This
sample rate is chosen because temporal correlation of the individual site energies is
negligible after 50 fs.

Before analyzing the population dynamics in the FMO complex we want to emphasize once
more that the present calculations are based on room-temperature MD simulations. Many
previous results for the excitation dynamics in the FMO complex are based on model
assumptions for a spectral density and often have been performed at 77 K.15–19,21,22,25 This
lower temperature in previous studies lead to less dephasing in the excitation dynamics
compared to the one shown below. To illustrate the resulting population dynamics we
excited individual pigments in the FMO monomer. In Figure 7 the corresponding population
decay is shown for the initially excited chromophore. In case that BChl 1 is excited, 50 % of
the excitation remains at this pigment for 1000 fs while for BChl 4 it remains there only for
100 fs. The time difference agrees with the coupling values resulting from the monomer
simulation as seen in Figure 4. The coupling to pigment 1 is small while the largest coupling
is found to chromophore 4. Interestingly, the situation changes when performing the same
kind of simulations for the trimer, as shown in Figure 8. Of course, in case of the trimer
simulations there are three different population decays for initially exciting a specific
pigment in one of the three monomers. The three respective curves are seen to be similar but
not identical. With sufficient sampling, these curves should become identical. In the trimer
case the population transfer away from the initially excited pigments 1 or 2 is much faster
than in case of the monomer simulations. As can be seen in Figure 8 and discussed above,
the coupling between BChl 1 and 2 is lower by a factor of 2.5 in the monomer case leading
to slower population transfer from the initially excited BChl 1 to BChl 2 in the same
monomer and vice versa. Furthermore, one single coherent oscillation is observed in the
population transfer from BChl 1. Initially exciting BChl 8 leads to the slowest transfer to the
other pigments. Transfer from the other chromophores proceeds at similar speed in the cases
of monomer and trimer. The difference between monomer and trimer simulations is partly
due to the different long-time limits imposed by the theory. The wave packet simulations
employed here implicitly include a high-temperature limit, i.e., in the thermodynamics limit
all sites are equally populated. Since the number of sites in the monomer and trimer case are
different in the different simulations, also the long-time populations of the two different
simulations are not the same.

In vivo, the FMO complex is supposed to transfer excitation energy from the chlorosomes to
the reaction center. This motivates one to take a closer look at energy transfer in this
direction. In Figure 9 the population transfer from site 1 to site 3 is shown, i.e., in the
simulation site 1 was initially excited and the population increase at site 3 was monitored.
The same is shown for the transfer from site 6 to 4. The population transfer is fitted with a
function assuming direct transfer between the pairs: P(t) = A(1 − exp(−t/T1)). The transfer
times T1 for the transfer between site 1 and 3 is 58 fs and between 4 and 6 is 29 fs. The
deviation in the initial parts of the fit is due to the actual involvement of intermediate steps.
The long-time decay observed for the 6 to 4 transfer arises because the population is first
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transferred quickly between those sites and only slowly to other sites in the complex. If one
knows the number of intermediate steps the transfer can be treated using Poisson statistics.58

Instead of attempting to construct a complex model for the transfer, we will here simply
make the observation that the transfer across several BChls within the FMO complex and
involving BChls 1 to 7 is predicted to be very quick within our model with transfer times
below 100 fs. Though BChl 7 has the largest average energy, it is nevertheless involved in
some of the energy transfer pathways. Initially exciting BChl 6, for example, leads to
roughly the same excitation on chromophores 5, 6, and 7 after 1 ps. In case BChl 1 is
initially excited, basically no excitation energy goes through BChl 7.

In addition to the intra-monomer dynamics discussed, transfer from BChl 8 of the three
different monomers to BChl 3 in a specific monomer is displayed in Figure 9. The fastest
transfer between BChls 8 and 3 does not take place within one monomer, but between
different monomers with a transfer time T1 of about 1.4 ps. As mentioned above, the
coupling of this pigment to the other BChls in the same monomer is smaller than that to one
of the other two neighbouring monomers. This is due to the spatial organisation of the BChls
in the FMO complex as already indicated in Figure 1. Inter-monomer transfer is mainly due
to BChl 8; transfer away from BChl 8 in Figure 8 is mainly caused by transfer to a
neighboring monomer.

Spectroscopy
Linear absorption and two-dimensional spectra were calculated for the FMO trimer using
the NISE approach,41 describing the exciton dynamics in the same way as in the previous
section. To calculate the response functions governing the linear and two-dimensional
spectra we employed a recently developed sparse matrix algorithm45 including the split
operator propagation scheme for propagating two-exciton states.59 This sparse scheme was
only applied during the coherence times (t1 and t3), while the exact one-exciton Hamiltonian
was propagated during the waiting time (t2). This scheme was developed for treating
coupled three level systems, i.e., systems where two-exciton states with double excitation on
the same site are also allowed. Here, this third level was effectively eliminated by adding a
large artificial anharmonicity moving the third level far away from the off-site two-eciton
states.60 The spectra were calculated for 100 ps of the trimer trajectory with 5 fs between the
snapshots and for the full 300 ps of the monomer trajectory. The spectral calculation was
repeated with starting times 50 fs apart resulting in a total of 1975 samples for the two-
dimensional spectra for the trimer. In case of the monomer the calculation was repeated 100
fs apart resulting in a total of 2988 samples. For the linear absorption the sample times were
5 fs apart resulting in a total of 19360 samples for the trimer and 59744 samples for the
monomer. The coherence times were sampled using 5 fs intervals up to 640 fs for both
monomer and trimer. Furthermore, the waiting time was probed with 25 fs intervals up to
1000 fs. Orientational averaging was performed by averaging over the 21 unique molecular
frame polarization directions and adding those up with the proper weight factors to obtain
the parallel and perpendicular polarization spectra.61 Finally, the 2D CS spectra were
obtained by a double Fourier transform of the coherence times into the two frequency axes
ω1 and ω3.

In Figure 10 the linear absorption spectra are shown. The monomer as well as the trimer
spectra contain one peak with a long tail stretching to higher frequencies. In both cases the
position of this peak is at 12020 cm−1 (1.49 eV), i.e., close to the typical position of the
single site energies (see Figure 2). The overall peak shape also resembles the single site
DOS. The full-width-half-maximum (FWHM) of the absorption peak is 320 cm−1 (40 meV)
for the trimer and 391 cm−1 (49 meV) for the monomer. For the FMO complex of
Chlorobaculum tepidum the linear absorption at room temperature was measured by
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Freiberg et al.62 The experimental absorption peak is at 12350 cm−1 (1.53 eV) and the
FWHM of the spectrum is 448 cm−1 (56 meV). As in the calculated spectrum a tail
stretching to higher frequencies is observed, which indicates that the non-Gaussian site
energy distribution that we find is real. To obtain the same peak position for both, the
simulated and the experimental spectra, one could introduce a common shift for all site
energies of 42 meV as discussed above. Both the simulated and the experimental widths are
smaller than the typical width of the DOS of about 525 cm−1 (62 meV). This means that the
spectrum is narrowed due to exchange and motional narrowing effects. To analyze this in
more detail we calculated the spectra in the static limit, where the effect of motional
narrowing is neglected. We found that the linear spectra are comparable in width to the
DOS, leading to the conclusion that the narrowing of the spectrum is due to fast fluctuations
of the site energies. This is further supported by the observation that the delocalization
length according to the definition of Thouless63 is only 1.4 for the monomer and 1.6 for the
trimer indicating that the excitations are predominantly localized.

The bandwidth in the discussed spectra is about 60 meV, which corresponds to kBT for a
temperature of 700 K. This value implies that one needs to be concerned with finite
temperature effects. For the linear spectra temperature effects should not be significant,
however, since the spectral dephasing time (~30 fs) is shorter than the population transfer
times. As stated in Introduction, previous simulations of the exciton transfer for the OH-
stretch vibration, where the bandwidth is about 2 kBT, 45 found good agreement with
experiment.

The 2D CS spectra with parallel polarization of the monomer and trimer are shown in Figure
11 and Figure 12 for a representative subset of waiting times. Since no excited state
absorption can be recognized, only one peak is observed, originating from ground state
bleach and stimulated emission. Experimentally such peak was detected (also for
Chlorobaculum tepidum) above the main peak at lower temperatures.11 The excited state
absorption decreases in experiment with increasing temperature and is almost gone at 277 K.
The magnitude and position of the ground state bleach and stimulated emission peak is a
signature of strong exitonic coupling and delocalization.26,64 The present spectra thus
demonstrate that excitations at 300 K are predominantly localized, in agreement with the
delocalization length discussed previously. For the linear absorption, the peak position in the
calculated 2D CS spectra is at lower energies than in the experiment11 and the line width is a
bit narrower. It is noteworthy that the trimer spectrum is narrower than the monomer
spectrum demonstrating that the trimer is more ordered. Comparing the shape obtained for
the monomer in a 300 K simulation for a waiting time of 400 fs with that observed at the
same waiting time but at 277 K, the calculated spectrum has more pronounced wings, which
is typical for faster site energy fluctuations. The difference might simply arise since the
higher temperature in the simulation results in faster fluctuations or it can be an indication
that the fluctuations caused by the dynamics in our molecular dynamics simulations are too
fast.

We extracted the frequency integrated anisotropy from the 2D CS spectra as shown in
Figure 13. This anisotropy is a frequently used measure of the orientational motion or
population transfer.41,65 For the extraction, we fitted the anisotropy to a biexponential
function with offset. For the monomer we found decay constants 55 fs and 240 fs, and for
the trimer we found 50 fs and 420 fs. Apart from a bump at 300 fs for the trimer and at 600
fs for the monomer with heights of these bumps smaller than the error bars in the simulation
results, there is no indication of coherent oscillations. The obtained time scales compare well
with the time scales typically found in population transfer analysis. The anisotropy decay is
completely attributed to exciton transfer between different sites, since the BChls are not
reorienting significantly on the sub-picosecond time scale. This attribution is also supported
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by calculating the anisotropy from the autocorrelation of the TDM as given by equation 9 in
Ref. 66. For the trimer the anisotropy decays to below 0.1 within a picosecond, indicating
that the average excitation at this time is delocalized over more than two units. If only two
units are involved the anisotropy cannot decay below 0.1, unless the molecules rotate into
the third dimension not spanned by their initial transition dipole moment vectors. In contrast,
the monomer anisotropy never decays below 0.1. The faster decay in the trimer is a direct
reflection of the fact that the population dynamics is faster than in the monomer.

The diagonal peak intensity for the parallel and perpendicular polarization directions is
given in Figure 14. The intensities were extracted near the peak maximum at ω1/2πc =
ω3/2πc =12000 cm−1. The peak for the parallel polarization is particularly sensitive to
population transfer. The anisotropy in the perpendicular polarization spectra remains
constant on the time scale shown, while the anisotropy in the parallel polarization spectra
exhibit biexponential decays similar to those observed in the anisotropy decay. Neither of
the peaks exhibit signatures of coherent oscillations.

Finally, we extracted the absolute value of the off-diagonal intensity taken 150 cm−1 below
the peak (see Figure 15). This particular point is chosen for comparing with the off-diagonal
point examined by Engel et al.11 At this point no cross peak is resolved at room temperature,
but a hidden cross peak between two BChl a chromophores might affect the spectrum. For
the parallel polarization no oscillations can be resolved. The decay behavior is again typical
for population transfer. For the perpendicular polarization a weak damped oscillation is
observed. The oscillation is slightly larger for the trimer, but longer lived for the monomer.
Attempts to fit the oscillations reveal that the dominant frequency is 136 cm−1 in both cases.
In particular for the monomer it is, however, difficult to obtain a unique fit and due to the
level of noise we refrain from attributing significance to the oscillations. We do, however,
note that the dominant frequency coincides with the 160 cm−1 frequency experimentally
observed at lower temperature.11

Conclusions
In this study we have performed simulations of the exciton dynamics and optical spectra for
the FMO complex starting from MD simulations and employing quantum chemistry
calculations to generate a time-dependent exciton Hamiltonian. Simulations were performed
for both a single FMO monomer and a trimer. Interestingly, in the monomer simulations, an
eighth BChl, only recently found in a new crystal structure, did not form a stable complex
with the rest of the protein. The main monomer simulations were therefore carried out with
only seven BChls. The MD trajectories at room temperature show the thermal fluctuations
of the atoms within the protein and the BChl molecules.

In subsequent semi-empirical quantum chemical calculations along the MD trajectory, the
effect of thermal fluctuations on ground and first excited state of the BChl molecules was
calculated. We found that the gaps between first excited state and ground state, denoted as
site energies, show similarities and differences with previous studies. The distributions of
calculated site energies show rather broad non-Gaussian fluctuations which are much
broader than the splitting between individual site energies; the distributions also exhibit
pronounced blue tails. The distribution widths of the intra-monomer and inter-monomer
BChl couplings are roughly proportional to the absolute value of the couplings. In a previous
study we already showed that at ambient temperatures no relevant spatial correlation could
be found in the site energies or the couplings.24

Based on the results from the electronic structure calculations, we were able to parametrize a
time-dependent model of coupled sites. The solution of the Schrödinger equation in this
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model revealed the excitation energy transfer within the FMO complex as well as optical
properties. Due to the different coupling values in the monomer and trimer results,
especially between BChls 1 and 2, the exciton dynamics based on monomer and trimer MD
simulations were found to differ significantly. Within the trimer the coupling between the
pigments 1 and 2 is so large that faint coherent oscillations are observed despite the
fluctuating environment. This observation may be connected to the experimentally observed
coherences at room temperature.11 In general the population transfer between different states
was faster in the trimer due to larger couplings and narrower site energy distributions. One
can therefore expect coherent oscillations to be larger in the trimer than those already
observed in the monomer.

Transfer between individual chromophores, whether directly or indirectly connected by
strong couplings, occurs on time scales below 100 fs. Interestingly, although the 8th BChl is
situated closest to the chlorosome baseplate,67 indicating that it could be the first pigment to
receive excitation from the chlorosome, it has the slowest transfer rate to any other pigment.
The role of 8th BChl may thus only be to assist excitation transfer between FMO monomers
within the trimer and not to directly receive excitation from the chlorosome.

Optical properties of the FMO monomer and trimer complex were determined. For the
monomer the simulated peak position of the linear absorption is only about 3% off the
experimental value and the width is 15% narrower than the observed width. The skewed
shape of the experimental absorption line shape is well reproduced by the simulation. The
skewness originates from the non-Gaussian distribution of the individual site energies. The
overly narrow line width may be a result in the simulations from inaccuracies in the force
field parameters, use of ground-state classical path dynamics, undersampling of protein
conformations, neglect of polarization effects, low sensitivity to fluctuations in the
environment, errors in site energies based on the semi-empirical ZINDO/S method or too
fast environmental fluctuations resulting in too much exchange narrowing. Furthermore, the
TrEsp couplings are based on fixed transition charges and have been mapped onto
dynamical structures which might also change the effect of exchange narrowing. On the
positive side we note that the calculated 2D CS spectra show no distinct features just as in
the experimental counterparts at 277 K. In the absolute value of the off-diagonal intensity
taken 150 cm−1 below the peak, very small oscillations are visible, which might be
connected to what is seen in experiment at lower temperatures. To establish a clearer
connection one would have to repeat simulations at lower temperatures. Here we considered
the energy transfer through the FMO complex at room temperature. At lower temperatures
the transfer mechanism is surely different as the magnitude and speed of the dynamics of the
environmental will be smaller and slower.

From our simulations we find that even though little coherent population transfer between
sites is observed in the FMO complex at room temperature the overall excitation transfer is
very efficient with transfer times across the complex of only 100 fs. The transfer is
predominantly occurring through the individual monomers which can be thought of as
individual energy transfer channels due to small couplings between sites in different
monomers. The transfer is more efficient in the naturally ocuring trimer than in the
monomer due to smaller energy fluctuations and larger couplings. The reason that the
transfer, even though incoherent, can be highly efficient is that the site energy fluctuations
are very fast, resulting in non-adiabatic population transfer occurring every time the site
energies of coupled sites are close, which happens on a 100 fs time scale.
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Figure 1.
A: The FMO trimer with the protein structure in cartoon representation. B: Shown are the
eight BChls of one monomer together with the close BChl 8’ of the neighbouring monomer.
C: The directions of the transition dipole moments between the ground state and the first
excited state within each monomer are depicted. Figures drawn using VMD.46
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Figure 2.
DOS of the energy gaps from monomer and trimer simulations. The vertical lines indicate
the energy values obtained for the static crystal structure neglecting environmental effects,
i.e., without accounting for the MD point charges of the environment.

Olbrich et al. Page 17

J Phys Chem B. Author manuscript; available in PMC 2012 July 7.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
Comparison of averages for individual site energies based on the trimer simulations to the
results from Vulto et al.,51 Renger and May,52 and results from electrochromatic shift
calculations by Adolphs et al.53 as well as recent results from Schmidt and Busch et al.54 In
addition, a shifted version of the present site energies is shown that reproduces the peak
value of the experimental linear absorption spectrum.
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Figure 4.
Density of couplings based on monomer and trimer simulations calculated using the TrEsp
approach. Shown are couplings with an average absolute value above 1 meV. The sticks
represent the corresponding values for the crystal structure conformation.
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Figure 5.
Scheme of the trimer complex and the included inter-monomer couplings: The grey ellipses
represent the single monomers A–C. There are two different 1–8 couplings between
different monomers. The red ellipse describes the coupling between pigment 1 and the
closest BChl 8 of a neighboring monomer (also depicted as 8B). Furthermore, the blue
ellipse describes the coupling between pigment 1 and the more distant pigment 8 of the third
monomer. Because of symmetry there is only one 1–1 coupling.

Olbrich et al. Page 20

J Phys Chem B. Author manuscript; available in PMC 2012 July 7.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 6.
Magnitude and angle distributions of the TDM. The inset shows the magnitude of the
transition dipole moment averaged over the trimer trajectory and the three monomers as
explained in the text. The main graph shows the corresponding distribution of angles (in
degrees) between the TDM and the NB-ND axis of the individual BChls (solid lines) together
with the values based on the crystal structure (doted sticks, open squares).
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Figure 7.
Population dynamics based on the monomer simulation. Shown is the population decay from
the respective initially excited chromophore in a monomer, i.e., the decay shown results
from calculations with seven different initial conditions.
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Figure 8.
Same as in Figure 7 based on the trimer simulation. The line style distinguishes the three
monomers.
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Figure 9.
Population transfer across the FMO complex trimer over the three monomers. Shown as
solid line is the increase of population on sites 3 and 4, respectively. The dashed lines
indicate the corresponding fits. BChls 8′ and 8″ belong to neighbouring monomers.
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Figure 10.
Linear absorption spectrum for FMO at room temperature calculated for the trimer (black
solid line) and monomer (red solid line) along with the experimental data for the monomer
(dashed line) extracted from Freiberg et al.62
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Figure 11.
The 2D correlation spectroscopy spectrum with parallel polarization and different waiting
times of the monomer. To amplify weak features, the contours are plotted at equidistant
(10%) intervals of arcsinh(10×S), where S is the signal normalized to the peak height for
waiting time zero.
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Figure 12.
The 2D correlation spectroscopy spectrum with parallel polarization and different waiting
times for the trimer. The contours are plotted as in Figure 11.
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Figure 13.
Calculated polarization anisotropy of the peak in the 2D correlation spectroscopy spectra at
different waiting times for monomer (red, solid line) and trimer (black, solid line), along
with biexponential fits (dotted lines). In addition, the calculated anisotropy from the
autocorrelation of the transition dipole moments (dashed lines) is shown.
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Figure 14.
The diagonal peak intensity of the 2D correlation spectroscopy spectra at different waiting
times for the monomer (red) and the trimer (black). The solid lines are biexponential fits
with an offset.
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Figure 15.
The absolute value of the off-diagonal peak intensity of the 2D correlation spectroscopy
spectra at different waiting times. Taken at ω1/2πc=12000 cm−1 and ω3/2πc=11850 cm−1.
The monomer data is given in red and the trimer data in black. The full lines are fits.
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