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Purpose: To propose a quality assurance procedure for routine clinical diffusion tensor imaging

(DTI) using the widely available American College of Radiology (ACR) head phantom.

Methods: Analysis was performed on the data acquired at 1.5 and 3.0 T on whole body clinical

MRI scanners using the ACR phantom and included the following: (1) the signal-to-noise ratio

(SNR) at the center and periphery of the phantom, (2) image distortion by EPI readout relative to

spin echo imaging, (3) distortion of high-b images relative to the b¼ 0 image caused by diffusion

encoding, and (4) determination of fractional anisotropy (FA) and mean diffusivity (MD) measured

with region-of-interest (ROI) and pixel-based approaches. Reproducibility of the measurements

was assessed by five repetitions of data acquisition on each scanner.

Results: The SNR at the phantom center was approximately half of that near the periphery at both

1.5 and 3 T. The image distortion by the EPI readout was up to 7 mm at 1.5 T and 10 mm at 3 T.

The typical distortion caused by eddy currents from diffusion encoding was on the order of 0.5

mm. The difference between ROI-based and pixel-based MD quantification was 1.4% at 1.5 T and

0.3% at 3 T. The ROI-based MD values were in close agreement (within 2%) with the reference

values. The ROI-based FA values were approximately a factor of 10 smaller than pixel-based val-

ues and less than 0.01. The measurement reproducibility was sufficient for quality assurance (QA)

purposes.

Conclusions: This QA approach is simple to perform and evaluates key aspects of the scanner per-

formance for DTI data acquisition using a widely available phantom. VC 2011 American Association
of Physicists in Medicine. [DOI: 10.1118/1.3595111]
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I. INTRODUCTION

Diffusion tensor imaging (DTI)1 is increasingly being used

clinically for quantitative assessment of white matter integ-

rity in normal maturation, aging, and disease states2–6 and

may be affected by numerous technical factors.7 Quantitative

results derived from single center and multicenter studies

using DTI may be biased by technical issues unrecognized

in the absence of a rigorous quality assurance (QA) program.

Thus far, such QA procedures are not supported by commer-

cial MR vendors. Although many if not most clinical sites in

the United States maintain certification of MR units by

American College of Radiology (ACR), the ACR quality

control procedure by itself is not adequate to ensure high-

quality DTI studies. Many sites use MRI phantoms provided

by the manufacturers for DTI QA scans, but the QA phan-

toms from different vendors vary in size, shape, and chemi-

cal content. This makes direct comparison difficult for

multicenter studies. Furthermore, these phantoms do not

contain internal structures which are extremely valuable for

assessing image distortions.8,9 We propose a QA procedure

for DTI using the widely available ACR head phantom. It

contains both a uniform section ideal for signal-to-noise ratio

(SNR), fractional anisotropy (FA), and mean diffusivity

(MD) measurements and sections with internal structures

which can be exploited for assessing image distortions.

II. MATERIALS AND METHODS

II.A. Image acquisition

The ACR MRI phantom for head coils is available for

purchase from J. M. Specialty Parts, Inc. (San Diego, CA).

The phantom diameter is 190 mm, the length is 148 mm, and

it is filled with a solution of 10 mM NiCl2 and 75 mM NaCl.

The phantom was brought to the scanner room for at least 24

h to reach thermal equilibrium and then placed in the eight
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channel SENSE head coil as specified by ACR [for a

description of the phantom and the standard scanning proto-

col, see “Site Scanning Instructions for Use of the MR Phan-

tom for the ACRTM MRI Accreditation Program,” December

2002 (Ref. 34)]. The DTI QA scan protocol consisted of a

survey scan, a SENSE reference scan, the standard axial spin

echo (SE) T1 scan as specified by ACR (ACR T1 scan), and

a DTI scan using a protocol for clinical imaging. Details of

the parameters are listed in Table I. MRI data were acquired

at 1.5 and 3.0 T (Achieva, Philips HealthCare Systems,

Cleveland, OH). Scanner room temperature was recorded

during the study. To estimate the reproducibility, the entire

measurement procedure was carried out five times consecu-

tively at both 1.5 and 3.0 T. Between repetitions, the phan-

tom was removed from the coil and repositioned.

II.B. Image analysis

The DTI data were registered using vendor proprietary

software10 [Philips Research Imaging Development Environ-

ment (PRIDE)] simultaneously applying rotation, translation,

shear, and scale corrections to high-b (diffusion weighted)

image volumes and aligning them to the b¼ 0 image volume,

thereby correcting small drifts in phantom position that

occurred during scanning and removing some eddy current

distortions in the high-b-value images without changing the

b¼ 0 image. Image registration is a standard step for DTI

processing for all vendors, although software may differ in

details. Further analyses focused on the position of slices 5

and 7 (not to be confused with the fifth and seventh slices of

DTI) defined in “Phantom Test Guidance.”34 Data analyses

were carried out with internally developed software using IDL

8.0 (ITT, Boulder, CO) described in the following sections.

II.B.1. Signal-to-noise ratio

Due to the use of the phased array head coil and parallel

imaging, the noise level in the image is not uniform, and the

noise in the background is not the same as that on the

object.11 Consequently, noise levels need to be assessed in

multiple areas across the phantom.12

The SNR analysis was performed on the registered data at

the location of ACR slice 7, where the phantom is uniform.

The noise level was measured from the high-b-value images.

The DTI protocol employed the Jones30 scheme,13 a com-

monly used diffusion-encoding scheme with 30 directions

determined by applying the theory of electrostatic repulsion

forces to obtain “optimal” gradient directions.14 We divided

the 30 registered high-b images into two groups, with each

group containing images of 15 encoding directions. The

images within each group were summed, and the subtraction

of the two group sums was divided by
ffiffiffiffiffi
30
p

to obtain a noise

image for one NSA. The SNR of nine circular regions of in-

terest (ROIs), each with a radius of 10 mm, were measured.

There was an ROI placed at the center of the phantom and

eight periphery ROIs with the same size. The eight periphery

ROIs were distributed evenly on the horizontal and vertical

axes or at 45� angles, with equal distance of 65 mm from the

center of the ROIs to the center of the phantom [Fig. 1(A)].

For each ROI, the SNR was obtained as average signal in

b¼ 0 image divided by the standard deviation of the noise

over the ROI. The SNR for the central ROI and the median

and range of the periphery ROIs were reported.

TABLE I. Image acquisition parameters at 1.5 and 3.0 T. The survey scan and SENSE reference scan were performed first but not included in the table.

Image sequence 1.5 T 3.0 T

Spin echo (ACR axial

T1 sequence)

TR=TE¼ 500=20 ms

fov¼ 250 mm, 11 slices

slice thickness¼ 5 mm, gap¼ 5 mm

acquisition matrix¼ 256� 256

phase-encoding direction¼AP

bandwidth¼ 109.3 Hz=pixel

NSA¼ 1

SENSE¼ no

TR=TE¼ 601=20 ms

fov¼ 250 mm, 11 slices

slice thickness¼ 5 mm, gap¼ 5 mm

acquisition matrix¼ 256� 256

phase-encoding direction¼AP

bandwidth¼ 207.8 Hz=pixel

NSA¼ 1

SENSE¼ no

Spin echo DTI with single

shot EPI readout (a clinical

scan protocol)

TR=TE¼ 8802=110 ms, b¼ 1000 s=mm2

Fov¼ 256 mm, 56 slices

slice thickness¼ 2 mm, gap¼ 0 mm

acquisition matrix¼ 128� 128

encoding scheme: Jones30a

phase-encoding direction¼AP

fat shift direction¼P

bandwidth (phase-encoding direction)

¼ 18.9 Hz=pixel

bandwidth (frequency-encoding direction)

¼ 1786.7 Hz=pixel

Halfscan factor¼ 0.806

NSA¼ 1, b¼ 0 average¼ 5

SENSE reduction (AP)¼ 2.0

clear¼ yes

TR=TE¼ 8000=74 ms, b¼ 1000 s=mm2

Fov¼ 256 mm, 72 slices

slice thickness¼ 2 mm, gap¼ 0 mm

readout acquisition matrix¼ 128� 128

encoding scheme: Jones30a

phase-encoding direction¼AP

fat shift direction¼P

bandwidth (phase-encoding direction)

¼ 26.5 Hz=pixel

bandwidth (frequency-encoding direction)

¼ 2742.3 Hz=pixel

Halfscan factor¼ 0.889

NSA¼ 1, b¼ 0 average¼ 5

SENSE reduction (AP)¼ 2.5

clear¼ yes

aJones 30 is a gradient-encoding scheme for DTI with 30 encoding directions (see Ref. 13 for details).
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II.B.2. EPI readout geometry distortions

Image distortion in DTI b¼ 0 image was assessed relative

to the ACR SE T1 image at 21 grid points at slice 5

[Fig. 2(A)]. The ACR SE image of slice 5 and DTI b ¼ 0

image were both displayed on a computer monitor. The

operator used a land-marking technique to read the x and y
coordinates of the crossing grid points. Both DTI and SE

images were interpolated to 512� 512 matrix size, allowing

the grid position to be determined with approximately 0.5

mm step size. The range and median value of the relative

displacement along the phase-encoding direction (AP) were

obtained.

II.B.3. Image distortion caused by eddy current
induced by diffusion-encoding gradients

Distortion from eddy currents associated with diffusion-

encoding gradients was assessed by quantifying the shift and

broadening of the grid line profile along the phase-encoding

direction (AP) on the high-b image relative to the b¼ 0

image at 16 points on gridlines in ACR slice 5 [Fig. 3(A)].

With one acquisition of the DTI data, SNR on one diffusion

weighted image may not be sufficiently high for reliably

measuring the gridline profile, especially if the b-value is

large, TE is long, and B0 is 1.5 T. Therefore, for the chosen

slice, the DW images for all encoding directions were aver-

aged to enhance the SNR. Furthermore, the AP-profile at

each location was obtained by averaging over nine consecu-

tive vertical lines on both b¼ 0 and high-b images for data

at 1.5 T (see Appendix). For each diffusion-encoding step,

the gridline position may be shifted on the high-b image rel-

ative to the b¼ 0 image. These distortions may change the

center position of the gridline on the averaged high-b profile,

broaden the width of the downward valley, and reduce the

depth of the valley. We assume the shift in gridline position

due to encoding gradient can be modeled by a Gaussian dis-

tribution, and the averaged high-b profile is the b¼ 0 profile

convoluted by this Gaussian distribution:

Fav
b ðyÞ ¼ A

ð
F0ðy� y0Þ � exp

�ðy0 � ybÞ2

2r2

 !
dy0 (1)

where A is a proportional constant, Fav
b is the profile of the

gridline along phase-encoding direction (we use y for this

direction although different vendors may have different con-

ventions) on the averaged high-b image, F0 is the gridline

profile along y on the b¼ 0 image, yb is the average shift of

the gridline position, and r is standard deviation of the Gaus-

sian distribution. The parameters, A, yb, and r, in the above

equation are determined by a nonlinear least squares curve

fit routine. The center position yb and the standard deviation

r of the Gaussian were quantified at the 16 locations shown

in Fig. 3(A). The DTI data before and after registration were

both analyzed. The median and range of yb and r were

reported.

II.B.4. FA and MD measurements

Using registered DTI data, FA and MD measurements

were done at the ACR slice 7. Because the solution con-

tained in the phantom is isotropic, the true FA value is zero.

The diffusivity of water is also known as a function of tem-

perature.15 These measurements assess the bias and uncer-

tainty in the measured FA and MD. Image data inside a

circular ROI at the center of the phantom with a radius 70

mm was used for analysis.

Both pixel-based and ROI-based FA and MD measure-

ments were done. The pixel-based measurements mainly

demonstrate the effects of random noise on the pixel-wise

FA and MD values. The ROI-based measurements are more

sensitive for testing systematic bias caused by factors not

related to randomness of noise. For example, a small misca-

libration of diffusion-encoding gradients may be revealed by

increased FA or altered MD value in the ROI-based tests.

In pixel-based measurement, the FA and MD values of

each pixel inside the circular ROI in the image slice were

obtained. The mean and standard deviation of pixel-wise FA

and MD were reported. In the ROI-based measurements, the

average signal intensity within the circular ROI for the b¼ 0

image and each diffusion weighted high-b image was meas-

ured first. Using these values, a diffusion tensor was calcu-

lated, and FA and MD values were obtained. The reference

MD value was extracted from Table 1 of Holz et al.15 by a

second order polynomial interpolation. The experimental

error of the reference MD values is less than 1%.15

FIG. 1. SNR was quantified from circular ROIs at slice 7. (A) The b¼ 0

image was used for signal measurement. (B) The noise image was generated

from 30 high-b-value DW images as described in the text.

FIG. 2. Locations of 21 grid points where the relative shift in EPI and SE

images was measured at slice 5. (A) T1 weighted SE image. (B) DTI b¼ 0

image.
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II.B.5. Reproducibility assessment

The average value and standard deviation (SD) of the five

scans were obtained for each measurement location. The SD

averaged over all locations was reported as the uncertainty

or error bar of the measurement.

The radio frequency heating16 will increase the phantom

temperature and the MD value; therefore, the SD of repeated

MD measurement does not reflect the true uncertainty of

each MD measurement. To estimate the uncertainty of MD

measurement, the MD values over repeated scans were fitted

by linear regression. The standard error of the linear fit is

considered as the uncertainty of individual MD measure-

ment. The intercept to the first measurement was reported as

“average” MD value corresponding to the scanner room

temperature.

III. RESULTS

Figure 1(B) shows the noise image of diffusion weighted

images obtained at 1.5 T. Figure 2 shows both the SE image

and DTI b¼ 0 image at slice 5, and the distortion in Fig.

2(B) is typical of EPI images. The horizontal curves will

bend in the opposite direction if the fat shift direction is

changed from P to A (not shown). Figure 3(B) shows the

AP-profile of one segment in Fig. 3(A) for both b¼ 0 and

averaged high-b image, together with the results of fitting by

Eq. (1) at 3.0 T.

The results of testing on the two scanners are summarized

in Table II. The SNR measurements showed a large variabil-

ity from the center to peripheries of the image slice at both

1.5 and 3 T. The uncertainty of SNR measurement was

approximately 10% at the center and 7%–9% at peripheries

at 1.5 T. This became 4% at the center and 11%–15% at

peripheries at 3.0 T. The median value of image distortion

on the DTI b¼ 0 image was 5 mm at 1.5 and 7 mm at 3 T,

with measurement uncertainty of 0.4 and 0.6 mm, respec-

tively. Gridline shifts caused by diffusion-encoding gradients

were characterized by a mean (yb) and SD (r) of the shift

distribution for all encoding directions before and after

image registration. The median and range of these distribu-

tion parameters for locations in Fig. 3(A) are listed in Table

II. Imaging registration decreased the yb values at both 1.5

and 3 T. The SD of the shift distribution r decreased after

image registration at 1.5 T but increased at 3 T. The uncer-

tainty of yb measurements was no more than 4% of the imag-

ing acquisition pixel size, and the uncertainty of r was

below 7% of the pixel size. The average value derived from

pixel-based FA was below 0.1 and 0.05 at 1.5 and 3 T,

respectively. The ROI-based FA was less than 0.01 at both

1.5 and 3.0 T. The uncertainties of these FA measurements

were on the order of 0.001. The difference between ROI-

based and pixel-based MD quantification was 1.4% at 1.5 T

and 0.3% at 3 T. The ROI-based MD values were in close

agreement with the reference values (0.5% and 2.0% differ-

ences at 1.5 and 3.0 T). The uncertainty of MD quantifica-

tions was 0.05%–0.1% of the measured values.

IV. DISCUSSION

IV.A. The need for specific DTI QA scan

DTI is technically demanding, requiring magnet stability,

excellent B0 homogeneity and eddy current compensation,

and adequate SNR to achieve reliable diffusion tensor quan-

tification. The ACR quality control measures are necessary

but not sufficient for acquiring high-quality DTI data. For

example, a miscalibration of enhanced gradient, which is

mainly used for diffusion encoding for Philips scanners,

does not affect routine imaging but may affect both FA and

diffusivity in DTI. Many centers are therefore moving to QA

protocols specific for DTI.

IV.B. Considerations on action criteria based on the
phantom DTI QA scan

After the QA results are obtained, on what criteria is scan-

ner performance deemed to be acceptable? The establish-

ment action criteria, or the standards for minimally

acceptable scanner performance, may be based on many

practical considerations and should also depend on the spe-

cific aims of the study or examination. One utility of a QA

procedure is to track the scanner performances over a long

period of time. For this purpose, a site may perform the QA

procedure over a period of time when the DTI image quality

are satisfactory and determine the range of acceptable varia-

tions. When a measured parameter is beyond 2 or 3 SD from

the average value, service will be required.17 In addition, the

FIG. 3. Evaluation of distortion by diffusion-encoding

gradient at 3 T. (A) The segments indicate the locations

where the gridline profile was compared between the

B0 and average of high-b-value images. (B) The grid

profile for a segment in (A). The solid line was the grid-

line profile on b¼ 0 image, the dashed line was the pro-

file of the averaged high-b images, and dotted line was

fit by Eq. (1). The intensity of the high-b-value profile

was multiplied by 7.5.
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measurement results from the QA scan could also be used to

help determine whether the scanner performance is sufficient

for specific tasks. Some considerations are discussed in the

following.

IV.B.1. SNR considerations

In DTI studies, acquiring images with high SNR is very

important. It has been shown that high noise level will intro-

duce uncertainty and bias in the measurement of FA, and

fiber tracking is also less reliable.18–20 Therefore, SNR

assessment is always an important component of QA for

DTI scans.

In this study, the QA data was collected when the scanner

was performing normally. Based on our experience, a 20%

decrease in the SNR will not substantially impact the image

quality. However, a 50% decrease is associated with very

grainy images. A 30% decrease in SNR should prompt cor-

rective intervention by service engineers.

This QA approach is based on scanning the phantom

using clinical DTI protocol. With different vendors and the

different protocols in use, the acceptable minimum SNR at

the center and peripheries will need to be established based

on the scanning protocol for site specific DTI QA. If the

minimum SNR for human studies can be specified based on

requirement of accuracy and precision needed for the study,

the phantom scan SNR requirement can be calibrated against

human subjects for establishing the minimum SNR required

for the QA test.

In a multicenter study, a standard scanning protocol may

be used by all participating sites. The central site may spec-

ify the SNR requirement for sites with similar scanners

based on the local experience.

IV.B.2. Distortion of EPI relative to SE images

Routine brain DTI scans employ single-shot EPI readout

and is susceptible to susceptibility artifacts. The distortion

depends on the homogeneity of the B0 field, also depends on

the acquisition parameters including acceleration factor in

parallel imaging, receiver bandwidth, phase-encoding direc-

tion and fat shift directions, etc. The distortion is mainly

along the phase-encoding direction. These distortions cause

misregistration between DTI and anatomical images and are

undesirable. Efforts have been made to correct these distor-

tions using B0 maps.21–24 Although these distortions are

unavoidable due to intrinsic properties of the head, they

should be consistent in both cross-sectional and longitudinal

studies. If automated image analysis method such as Tract

Based Spatial Statistics25 is used for voxel-wise whole brain

TABLE II. Measurement results in two MRI scanners. Values are average of five repetitions.

1.5 T scanner 3.0 T scanner

SNR

Phantom center 20.7 60.2

Uncertainty 2.1 2.5

Phantom periphery

Median (minimum, maximum) 37.9 (34.0, 42.0) 106.7 (87.2, 125.7)

Uncertainty 3.0 13.3

EPI readout distortion along phase-encoding direction (mm)

Median (minimum, maximum) �4.6 (�6.9, �0.4) �7.1 (�10.0, �0.5)

Uncertainty 0.4 0.6

Image distortion from diffusion-encoding gradient in

phase-encoding direction (mm)

Median (minimum, maximum)

yb, before registration 0.06 (0.01, 0.16) 0.09 (�0.20, 0.41)

r, before registration 0.49 (0.27, 0.77) 0.40 (0.08, 0.69)

yb, after registration 0.04 (�0.04, 0.11) 0.00 (�0.20, 0.11)

r, after registration 0.58 (0.41, 0.81) 0.33 (0.08, 0.53)

uncertainty of yb 0.08 0.06

uncertainty of r 0.13 0.13

FA

Pixel-based, mean 6 SD 0.098 6 0.037 0.044 6 0.017

Uncertainties in mean 6 SD 0.001 6 0.001 0.001 6 0.001

ROI-based 0.0083 0.0098

Uncertainty 0.0008 0.0007

MD (10�3 mm2=s)

Pixel-based, mean 6 SD 2.025 6 0.065a 2.038 6 0.039b

Uncertainties in mean 6 SD 0.001 6 0.002 0.001 6 0.002

ROI-based 1.998 2.033

Uncertainty 0.001 0.002

aTemperature¼ 19.3 �C, reference MD value 1.988� 10�3 mm2=s.
bTemperature¼ 19.4 �C, reference MD value 1.993� 10�3 mm2=s.
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analysis of all subjects, inconsistent fat shift direction may

increase the difficulty for aligning the brain structures and

increase the nonlinear transform displacement. Inconsistency

in the fat shift direction is obvious on the phantom image.

Since the image distortion on b¼ 0 images is related to

the sensitivity of EPI readout to susceptibility effects, this

test contains information similar to that in B0 mapping. With

the DTI parameters in Table I, a 5 mm pixel shift in the EPI

phase-encoding direction corresponds to 0.5 ppm B0 field at

3 T and 0.7 ppm at 1.5 T. Consequently, the action criteria

for EPI distortion need to be established in conjunction with

practically achievable B0 homogeneity within the image

volume.

IV.B.3. Distortion caused by eddy current induced by
diffusion-encoding gradients

In DTI, the need to minimizing distortion due to eddy cur-

rent is well appreciated. The eddy current distortions for dif-

ferent diffusion-encoding directions are different,

introducing relative image misregistration of brain struc-

tures. For uniform phantoms, this effect only manifests itself

on the edge of the phantom through the width of the annulus.

Using slice 5 of the ACR phantom, the relative distortion

can be assessed throughout the object at both the center and

periphery areas. Our results showed the image registration

decreased yb, the average position shift of the gridline. How-

ever, it is not effective for decreasing r, the variation of the

shifts (Table II). This underlines the need for regular pre-

ventative maintenance in order to minimize the eddy current

effects.

Ideally, the pixel shift of high-b images relative to the

b¼ 0 image caused by the diffusion-encoding gradient

should be much smaller than the acquisition pixel size. For

our two scanners in Table II, the standard deviation of the

gridline shift distribution is typically on the order of several

tenths of 1 mm, and the mean of gridline shift is typically

about 0.1 mm. Hence, the size of a typical relative pixel shift

is a substantial fraction of a 2 mm acquisition pixel and can-

not be neglected. This distortion mainly affects thin fibers

running along the EPI readout direction but have little effects

on structures along the phase-encoding direction. Further

studies correlating image quality and the size of distortion

measured by the QA test may be needed. With current tech-

nology, it may not be practical to reduce this distortion to

much less than reported here.

IV.B.4. Deviation of FA from zero

Higher mean FA from pixel-based measurement is associ-

ated with deterioration of SNR. The ROI-based FA should

be close to zero because the effects of random noise have

been averaged out. If the encoding gradient along one direc-

tion is miscalibrated, the effects should be readily detectable

from ROI-based FA value. Technically, keeping ROI-based

FA value near or below 1% should not be difficult. However,

our experience is only limited to scanners from one vendor

presently.

IV.B.5. Deviation of MD from the reference value

Mean diffusivity is an important index for characterizing

pathology. Two factors may cause the measured MD value

to deviate from the reference value, i.e., bias in MD caused

by low SNR and deviation of the actual b-value from the

nominal value. Acceptable MD values need to be established

after the encoding gradient is carefully calibrated and when

the SNR is at an acceptable value. Measurement at a lower

b-value (e.g., b¼ 700 s=mm2) may help to check agreement

between the actual and nominal b-values with smaller bias

caused by low SNR. Technically, it should not be difficult to

keep the deviation of the average actual b-value from the

nominal value within 1%.

IV.C. Practical aspects

The ACR head phantom is widely available in clinical

settings for accreditation and routine QA purposes as

required by ACR. The built-in structures in the phantom

effectively dampen the flow inside after handling and posi-

tioning on the MR table. This QA protocol requires collect-

ing one DTI and one SE data set in typically 8 min. This

short data acquisition time is easy to accommodate for rou-

tine use. This QA procedure evaluates key aspects of scanner

performance that are directly relevant to DTI data quality.

Further analysis may be added to what have been demon-

strated here. For example, ghosting analysis can be done for

both b¼ 0 and high-b images. Other scans, such as an EPI

stability and interference tests,26 may be added to the proto-

col using the ACR phantom. Although we employ the

Jones3013 encoding scheme, the method should be applica-

ble for other schemes as well.

The DTI phantom image may have some SENSE arti-

facts, as can be seem in Fig. 3(A). These artifacts arise

because the reconstruction algorithm is optimized for human

studies and may not be optimal for the ACR phantom. In our

case, the artifacts are not present in human scans and have

no impact for clinical studies. The artifacts do not seem to

interfere with the analysis of the QA data.

Note that the TE of the DTI pulse sequence at our 3.0 T

scanner is substantially shorter than that at 1.5 T, due to the

availability of “enhanced gradient” for diffusion encoding.

Enhanced gradient is an optional upgrade for Philips scan-

ners which doubles the gradient strength, thus shortening the

diffusion-encoding time and TE of the pulse sequence.

IV.D. Limitations

The phantom used for DTI QA ideally should have built-

in anisotropy. Much work has been devoted to design and

construct such phantoms.27–31 However, such phantoms

have not been available for routine use. Another limitation is

that the diffusivity of the ACR head phantom is higher than

that of human brain tissues. Phantoms with diffusivity closer

to human brain have also been described,32 but these lack in-

ternal structures and are not readily available. These defi-

ciencies may be overcome by including periodic scanning of

human volunteers as part of a quality assurance procedure.33
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V. CONCLUSION

A QA approach is demonstrated to address key issues in

DTI data quality using the ACR MRI head phantom. This

procedure may be used for routine DTI quality assurance for

both single center and multicenter studies.
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APPENDIX: SIGNAL AVERAGING FOR THE GRIDLINE
PROFILE

The SNR of high-b images are lower at 1.5 T than at 3.0

T. Therefore, in the analysis of Sec. II B 3, additional signal

averaging was done at 1.5 T for obtaining the gridline profile

along the phase-encoding (y) direction. Nine adjacent y-pro-

files were averaged. Before taking the average, the lines

were sinc-interpolated to a resolution of 0.1 mm and were

aligned to yield a minimum valley on the b¼ 0 profile. The

same alignment was applied to high-b image profile with the

parameters determined from the b¼ 0 image. The resulting

b¼ 0 and average high-b profiles were used in Eq. (1) to cal-

culate the mean shift yb and the standard deviation r.
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4P. C. Sundgren, Q. Dong, D. Gómez-Hassan, S. K. Mukherji, P. Maly, and

R. Welsh, “Diffusion tensor imaging of the brain: Review of clinical

applications,” Neuroradiology 46, 339–350 (2004).
5N. K. Rollins, “Clinical applications of diffusion tensor imaging and trac-

tography in children,” Pediatr. Radiol. 37, 769–780 (2007).
6A. L. Alexander, J. E. Lee, M. Lazar, and A. S. Field, “Diffusion tensor

imaging of the brain,” Neurotherapeutics 4, 316–329 (2007).
7D. Le Bihan, C. Poupon, A. Amadon, and F. Lethimonnier, “Artifacts and

pitfalls in diffusion MRI,” J. Magn. Reson Imaging 24, 478–488 (2006).
8J. C. Haselgrove and J. R. Moore, “Correction for distortion of echo-planar

images used to calculate the apparent diffusion coefficient,” Magn. Reson.

Med. 36, 960–964 (1996).
9S. Mattila, V. Renvall, J. Hiltunen, D. Kirven, R. Sepponenm, R. Hari, and

A. Tarkiainen, “Phantom-based evaluation of geometric distortions in

functional magnetic resonance and diffusion tensor imaging,” Magn.

Reson. Med. 57, 754–763 (2007).
10T. Netsch and A. van Muiswinkel, “Quantitative evaluation of image-

based distortion correction in diffusion tensor imaging,” IEEE Trans.

Med. Imaging 23, 789–798 (2004).
11O. Dietrich, J. G. Raya, S. B. Reeder, M. Ingrisch, M. F. Reiser, and S. O.

Schoenberg, “Influence of multichannel combination, parallel imaging and

other reconstruction techniques on MRI noise characteristics,” Magn.

Reson. Imaging 26, 754–762 (2008).
12S. B. Reeder, B. J. Wintersperger, O. Dietrich, T. Lanz, A. Greiser, M. F.

Reiser, G. M. Glazer, and S. O. Schoenberg, “Practical approaches to the

evaluation of signal-to-noise ratio performance with parallel imaging:

Application with cardiac imaging and a 32-channel cardiac coil,” Magn.

Reson. Med. 54, 748–754 (2005).

13S. Skare, M. Hedehus, M. E. Moseley, and T. Q. Li, “Condition number as

a measure of noise performance of diffusion tensor data acquisition

schemes with MRI,” J. Magn. Reson. 147, 340–352 (2000).
14D. K. Jones, M. A. Horsfield, and A. Simmons, “Optimal strategies for

measuring diffusion in anisotropic systems by magnetic resonance imag-

ing,” Magn. Reson. Med. 42, 515–525 (1999).
15M. Holz, S. R. Heil, and A. Sacco, “Temperature-dependent self-diffusion

coefficients of water and six selected molecular liquids for calibration in

accurate 1H NMR PFG measurements,” Phys. Chem. Chem. Phys. 2,

4740–4742 (2000).
16F. G. Shellock, “Radiofrequency energy-induced heating during MR pro-

cedures: A review,” J. Magn. Reson. Imaging 12, 30–36 (2000).
17A. Simmons, E. Moore, and S. C. R. Williams, “Quality control for func-

tional magnetic resonance imaging using automated data analysis and She-

whart charting,” Magn. Reson. Med. 41, 1274–1278 (1999).
18A. W. Anderson, “Theoretical analysis of the effects of noise on diffusion

tensor imaging,” Magn. Reson. Med. 46, 1174–1188 (2001).
19D. K. Jones and P. J. Basser, “Squashing peanuts and smashing

pumpkins”: How noise distorts diffusion-weighted MR data,” Magn.

Reson. Med. 52, 979–993 (2004).
20J. A. D. Farrell, B. A. Landman, C. K. Jones, S. A. Smith, J. L. Prince, P.

C. van Zijl, and S. Mori, “Effects of signal-to-noise ratio on the accuracy

and reproducibility of diffusion tensor imaging-derived fractional anisot-

ropy, mean diffusivity, and principal eigenvector measurements at 1.5 T,”

J. Magn. Reson. Imaging 26, 756–767 (2007).
21P. Jezzard and R. S. Balaban, “Correction for geometric distortion in echo

planar images from B0 field variations,” Magn. Reson. Med. 34, 65–73

(1995).
22A. N. Priest, E. De Vita, D. L. Thomas, and R. J. Ordidge, “EPI distortion

correction from a simultaneously acquired distortion map using TRAIL,”

J. Magn. Reson. Imaging 23, 597–603 (2006).
23H. Huang, C. Ceritoglu, X. Li, A. Qiu, M. I. Miller, P. C. van Zijl, and S.

Mori, “Correction of B0 susceptibility induced distortion in diffusion-

weighted images using large-deformation diffeomorphic metric mapping,”

Magn. Reson. Imaging 26, 1294–1302 (2008).
24M. Wu, L. C. Chang, L. Walker, H. Lemaitre, A. S. Barnett, S. Marenco,

and C. Pierpaoli, “Comparison of EPI distortion correction methods in dif-

fusion tensor MRI using a novel framework,” Med. Image Comput. Com-

put. Assist. Interv. 11, 321–329 (2008).
25S. M. Smith, M. Jenkinson, H. Johansen-Berg, D. Rueckert, T. E. Nichols,

C. E. Mackay, K. E. Watkins, O. Ciccarelli, M. Z. Cader, P. M. Matthews,

and T. E. J. Behrens, “Tract-based spatial statistics: Voxel wise analysis of

multi-subject diffusion data,” NeuroImage 31, 1487–1505 (2006).
26L. Friedman and G. H. Glover, “Report on a multicenter fMRI quality

assurance protocol,” J. Magn. Reson. Imaging 23, 827–839 (2006).
27M. Perrin, C. Poupon, B. Rieul, P. Leroux, A. Constantinesco, J. F. Man-

gin, and D. LeBihan, “Validation of q-ball imaging with a diffusion fibre-

crossing phantom on a clinical scanner,” Philos. Trans. R. Soc. B 360,

881–891 (2005).
28N. Yanasak and J. Allison, “Use of capillaries in the construction of an

MRI phantom for the assessment of diffusion tensor imaging: Demonstra-

tion of performance,” Magn. Reson. Imaging 24, 1349–1361 (2006).
29R. Lorenz, M. E. Bellemann, J. Hennig, and K. A. Il’yasov, “Anisotropic

phantom for quantitative diffusion tensor imaging and fiber-tracking vali-

dation,” Appl. Magn. Reson. 33, 419–429 (2008).
30C. Reischauer, P. Staempfli, T. Jaermann, and P. Boesiger, “Construction

of a temperature-controlled diffusion phantom for quality control of diffu-

sion measurements,” J. Magn. Reson. Imaging 29, 692–698 (2009).
31P. Pullens, A. Roebroeck, and R. Goebel, “Ground truth hardware phan-

toms for validation of diffusion-weighted MRI applications,” J. Magn.

Reson. Imaging 32, 482–488 (2010).
32P. S. Tofts, D. Lloyd, C. A. Clark, G. J. Barker, G. J. M. Parker, P.

McConville, C. Baldock, and J. M. Pope, “Test liquids for quantitative

MRI measurements of self-diffusion coefficient in vivo,” Magn. Reson.

Med. 43, 368–374 (2000).
33T. Zhu, R. Hu, X. Qiu, M. Taylor, Y. Tso, C. Yiannoutsos, B. Navia, S.

Mori, S. Ekholm, G. Schifitto, and J. Zhong, “Quantification of accuracy

and precision of multi-center DTI measurements: A diffusion phantom

and human brain study,” NeuroImage 56, 1398–1411 (2011).
34http://www.acr.org/accreditation/mri.

4421 Wang et al.: DTI QA protocol using the ACR head phantom 4421

Medical Physics, Vol. 38, No. 7, July 2011

http://dx.doi.org/10.1016/S0006-3495(94)80775-1
http://dx.doi.org/10.1002/jmri.v13:4
http://dx.doi.org/10.1002/nbm.v15:7/8
http://dx.doi.org/10.1007/s00234-003-1114-x
http://dx.doi.org/10.1007/s00247-007-0524-z
http://dx.doi.org/10.1016/j.nurt.2007.05.011
http://dx.doi.org/10.1002/jmri.v24:3
http://dx.doi.org/10.1002/mrm.v36:6
http://dx.doi.org/10.1002/mrm.v36:6
http://dx.doi.org/10.1002/mrm.v57:4
http://dx.doi.org/10.1002/mrm.v57:4
http://dx.doi.org/10.1109/TMI.2004.827479
http://dx.doi.org/10.1109/TMI.2004.827479
http://dx.doi.org/10.1016/j.mri.2008.02.001
http://dx.doi.org/10.1016/j.mri.2008.02.001
http://dx.doi.org/10.1002/mrm.v54:3
http://dx.doi.org/10.1002/mrm.v54:3
http://dx.doi.org/10.1006/jmre.2000.2209
http://dx.doi.org/10.1002/(SICI)1522-2594(199909)42:3<>1.0.CO;2-3
http://dx.doi.org/10.1039/b005319h
http://dx.doi.org/10.1002/1522-2586(200007)12:1<>1.0.CO;2-9
http://dx.doi.org/10.1002/(SICI)1522-2594(199906)41:6<>1.0.CO;2-A
http://dx.doi.org/10.1002/mrm.v46:6
http://dx.doi.org/10.1002/mrm.v52:5
http://dx.doi.org/10.1002/mrm.v52:5
http://dx.doi.org/10.1002/jmri.v26:3
http://dx.doi.org/10.1002/mrm.v34:1
http://dx.doi.org/10.1002/jmri.v23:4
http://dx.doi.org/10.1016/j.mri.2008.03.005
http://dx.doi.org/10.1016/j.neuroimage.2006.02.024
http://dx.doi.org/10.1002/jmri.v23:6
http://dx.doi.org/10.1098/rstb.2005.1650
http://dx.doi.org/10.1016/j.mri.2006.08.001
http://dx.doi.org/10.1007/s00723-008-0087-7
http://dx.doi.org/10.1002/jmri.21665
http://dx.doi.org/10.1002/jmri.22243
http://dx.doi.org/10.1002/jmri.22243
http://dx.doi.org/10.1002/(SICI)1522-2594(200003)43:3<>1.0.CO;2-8
http://dx.doi.org/10.1002/(SICI)1522-2594(200003)43:3<>1.0.CO;2-8
http://dx.doi.org/10.1016/j.neuroimage.2011.02.010

	s1
	s2
	s2A
	s2B
	s2B1
	T1
	TF1-n1
	s2B2
	s2B3
	E1
	s2B4
	F1
	F2
	s2B5
	s3
	s4
	s4A
	s4B
	F3
	s4B1
	s4B2
	T2
	TF2-n2
	TF3-n3
	s4B3
	s4B4
	s4B5
	s4C
	s4D
	s5
	A1
	B1
	B2
	B3
	B4
	B5
	B6
	B7
	B8
	B9
	B10
	B11
	B12
	B13
	B14
	B15
	B16
	B17
	B18
	B19
	B20
	B21
	B22
	B23
	B24
	B25
	B26
	B27
	B28
	B29
	B30
	B31
	B32
	B33
	B34

