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Abstract: The 3-D spectral-domain optical coherence tomography
(SD-OCT) images of the retina often do not reflect the true shape of the
retina and are distorted differently along thex and y axes. In this paper,
we propose a novel technique that uses thin-plate splines in two stages
to estimate and correct the distinct axial artifacts in SD-OCT images.
The method was quantitatively validated using nine pairs of OCT scans
obtained with orthogonal fast-scanning axes, where a segmented surface
was compared after both datasets had been corrected. The mean unsigned
difference computed between the locations of this artifact-corrected surface
after the single-spline and dual-spline correction was 23.36± 4.04 µm
and 5.94± 1.09 µm, respectively, and showed a significant difference
(p < 0.001 from two-tailed pairedt-test). The method was also validated
using depth maps constructed from stereo fundus photographs of the optic
nerve head, which were compared to the flattened top surface from the
OCT datasets. Significant differences (p < 0.001) were noted between
the artifact-corrected datasets and the original datasets, where the mean
unsigned differences computed over 30 optic-nerve-head-centered scans (in
normalized units) were 0.134± 0.035 and 0.302± 0.134, respectively.
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1. Introduction

Opticalcoherence tomography (OCT) is a non-invasive imaging modality and is widely used in
the diagnosis and management of ocular diseases. The new spectral-domain optical coherence
tomography (SD-OCT) [1, 2] scanners not only show a higher signal-to-noise ratio than the
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previous generation time-domain OCT scanners, but also provide close-to-isotropic volumetric
images(see Fig. 1(a)) of the retina. However, these images often show large artifactual shifts
of the individual A-scans, which are thought to be the result of a number of factors, including
motion of the eye and positioning of the camera. Furthermore, these distortions differ along the
slow scanning axis (Bs-scans oryz slices) and the fast scanning axis (Bf -scans orxz slices), as
depicted in Figs. 1(b) and 1(c). The Bf -scans often show large tilts, which are thought to be
caused by imaging paraxially to the optical axis of the eye, while the high frequency artifacts
seen in the Bs-scans are attributed to eye and head motion.

(a)

(b) (c)

Fig. 1. (a) Fundus photograph depicting the regions scanned in macula-centered and ONH-
centered OCT images. (b) A typical central Bs-Scan from a macula-centered image show-
ing artifacts characteristic toyz-slices. (c) A typical central Bf -scan (xz-slice) from an un-
processed ONH-centered volume, showing the tilt artifact commonly seen in these slices.

These artifacts not only make it difficult to visualize the data, but they also affect the further
processing of the images. Of course, the retina in these scans is also curved due to the natural
scleral curvature and while this is not an artifact, it can be advantageous to at least temporarily
also remove this curvature for some applications. For instance, segmentation algorithms that
incorporate learned information about the layers [3, 4] do so by modeling the behavior of the
surfaces of interest. But this is hard to do in the presence of unpredictable artifacts such as those
that are seen in the Bs-scans of the OCT images. Surface behavior is also of interest clinically,
where it could be used to compare pathological changes to normal data. Bringing the data into
a consistent format is also important in 3-D registration applications [5], such as registering
ONH to macular scans. Here, a predictable consistent shape can have a significant impact on
the result. Thus, the need to correct these artifacts and bring the dataset into a more consistent,
predictable shape is compelling.

Since the correction process is intended to be a preprocessing step, it should alter as little
as possible of the actual A-scans to avoid losing any information. To this end, numerous ap-
proaches have been reported that use correlation in 1-D [6] and 2-D rigid registration [7–13]
to correct these artifacts. These registration based methods, while effective, are 2-D methods
and thus, do not incorporate 3-D contextual information. The new availability of orthogonal
scans has also led to methods [14, 15] that incorporate information from both scans to realign
the dataset and remove motion artifact. This is an effective method that not only removes mo-
tion artifact but also reconstructs the “true” shape of the retina. However, the application of
these methods is restricted by the availability of the orthogonal scans, which are not typically
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acquired clinically.
Garvin et al. [3], as a preprocessing step for a 3-D intraretinal segmentation algorithm,

described a 3-D segmentation-based method that corrects motion artifacts by re-aligning the
columns of the image with respect to a smooth “reference” plane. This reference plane is con-
structed by fitting a smoothing thin-plate spline (TPS) to a surface segmented in a lower resolu-
tion. The small number of control points and the large regularization term used in the spline-fit
process reduces the dependence on the segmentation result, but the spline is not able to model
the fast variations seen along the slow scanning axis. A smaller regularization term would have
provided a closer fit to the control points, but this would increase the dependence of the artifact
correction on the segmentation result.

In this paper, we describe a segmentation-based method for the correction of distortions seen
along the fast and slow scanning axes in OCT retinal scans. The method focuses on correcting
the artifacts along each axis separately while retaining the overall 3-D context, which makes
our approach able to better address the differences in the types of artifacts characteristic of each
axis. This is done by incorporatinga priori information regarding the different artifacts seen
along these two axial directions and correcting them using dual-stage thin-plate splines fitted
to a segmented surface. Additionally, we also present a method to reconstruct the “true” scleral
curvature (which is removed by the artifact correction method) given the new availability of
orthogonal scans. Note that having orthogonal scans for the optional scleral curvature recon-
struction step is important as the scleral curvature is severely disrupted along the slow scanning
axis by motion artifact. However, not all applications need the scleral reconstruction step (such
as segmentation, registration and thickness-measurement applications).

In addition to visual assessments, the artifact-correction method was validated using pairs of
datasets obtained from the same eye using orthogonal fast-scanning directions and depth maps
created from stereo fundus photographs. In both validation techniques, significant differences
(which are visually apparent) were noted between the original datasets, datasets corrected using
a single spline-fit and the datasets corrected using the proposed dual-spline fit process.

2. Methods

The artifact correction process needs a stable surface to which a thin-plate spline can be fit.
We therefore, begin by segmenting a surface using an automated graph-theoretic approach [3],
which incorporates contextual information (as the segmentation is carried out in 3-D) and also
ensures the global optimality of the segmented surface. The surface between the inner and outer
segments of the photoreceptor cells (depicted in Fig. 2) is used, as it can be easily and reliably
detected in OCT volumes. Two stages of smoothing thin-plate splines (described below) are
then used to estimate the distinct artifacts seen in OCT images. In the first stage, a smoothing
thin-plate spline is used to estimate and correct the tilt artifacts commonly seen in the Bf -scans.
At this stage, the scleral curvature is also removed. A second spline-fit is then used to model
and correct the rapidly varying motion artifact characteristic of the Bs-scans.

Thin-plate splines were first formulated by Duchon [16], who compared the process to the
physical bending of a thin sheet of metal. The TPS formulation [17, 18] used in our method
generates a smoothing interpolation function as follows:
We begin by definingf to be a function that mapsR2 to R for a given set ofN points inR2,
ν = {νi: i = 1,2, ...,N}. Then, the thin plate spline interpolation functions will be one that
minimizes the energy equation:

Et ps(s) =
N

∑
i=1

||s(νi)− f (νi)||+λ
∫

R2

(∂ 2s(θ)

∂x2

)2
+ 2

(∂ 2s(θ)

∂x∂y

)2
+

(∂ 2s(θ)

∂y2

)2
dθ , (1)
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Fig. 2. Selected slices from an OCT dataset showing the two surfaces segmented in the
original volume. The reference plane is created by fitting a spline in two stages to the
lower surface. The inner limiting membrane (ILM) as well as the lower surface are used in
validation processes.

wherex andy are the two components ofθ . Let us also define[φ1(t),φ2(t),φ3(t)] = [1, x, y].
Now, for the above energy equation there exists a unique minimizersλ given by

sλ (θ) =
3

∑
k=1

dkφk(θ)+
N

∑
i=1

ciE(θ −νi), E(r) = r2logr (2)

The parametersdk andci can be estimated by solvingN linear equations. Thus, a 2-D TPS
can be fit to a 3-D segmented surface to obtain a smooth (where the smoothness is controlled by
λ ) 3-D reference plane with respect to which the dataset is flattened. Henceforth in this paper,
we shall refer to the surface obtained through the 2-D TPS fit as the 3-D spline surface, and the
curve obtained through the 1-D TPS fit as the 2-D spline curve.

To compensate for the two different artifacts seen in the dataset, the flattening is done in two
steps (see Fig. 3):

1. A 2-D TPS is fit to the surface, where the number of control points used is determined
by the size of the surface along each axial dimension. At this stage, the number is set to
10% and 5% of the dimensions along thex andy axial directions, respectively, and the
control points are evenly distributed along each direction. A relatively large smoothing
regularization term (λ = 0.1) is used so that the 3-D spline-fit surface thus created is
relatively smooth and approximates the overall curvature of the retinal surfaces seen in
the Bf -scans. (Experimentally, we found that values ofλ between [0.07, 0.13] provide
consistent results.) However, at this stage, the large regularization term used makes it
difficult to accurately estimate the artifacts in the slow-scanning direction (Bs-scans). The
dataset is now flattened with respect to this reference plane by realigning the columns of
the dataset, which eliminates the curvature seen in the Bf -scans as well as any tilt artifacts
that may be present.

2. The rapid variations seen in the Bs-scans can be corrected in one of two ways:

(a) The previously computed 3-D spline surface estimates and corrects the artifact
along the fast-scanning axis, thus a single 2-D spline curve (computed using a 1-D
TPS) can be used to model the artifacts in the Bs-scans. The segmented surface
is averaged across the fast-scanning direction to create a single 2-D vector, which
approximates the artifact seen in the Bs-scans. A single 1-D spline can now be fit
to this vector using evenly spaced control points (totaling 25% of the axial dimen-
sion) and a relatively small regularization term (λ = 0.07) to give us a 2-D spline
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Fig. 3. Overview of method to determine flattening plane. The flattening plane is deter-
minedby fitting a spline to a surface twice, to eliminate the two distinct artifacts seen in
these images.

curve, which is used to correct the motion artifact in all the Bs-scans. (Consistent
results were obtained forλ = [0.01, 0.07].) Note that the initial creation of the av-
eraged 2-D vector (across all of the Bs-scans) helps to ensure that only the motion
artifacts in this direction will be corrected rather than also flattening local retinal
distortions, such as those from pathology. This method can be used to correct arti-
facts in macula scans as the volumes do not contain any regions where the surfaces
are discontinuous.

(b) In the case of optic nerve head (ONH) centered scans (where the surfaces become
indistinct at the optic disc), a second 2-D thin-plate spline is fit to the new surface.
The 2-D TPS now uses a larger number of control points in they-direction (25%
of the axial dimension) than thex-direction (5% of the axial dimension). These
control points are chosen from outside the optic disc region, where the margin is
approximated using a circle (2.1mm in diameter). Note that in the case of abnormal
optic discs, this margin can be more precisely (and still automatically) determined
[19]. The regularization term used in this step is also smaller (λ = 0.05), enabling
the resulting 3-D spline surface to model the rapid variations seen along the slow
scanning axis. (Consistent results were obtained forλ = [0.03, 0.07].)

The final artifact-corrected dataset is now obtained by flattening the image once more
with respect to the plane obtained in one of the two ways described above.

3. Experimental Methods

The proposed artifact correction technique was validated using the following two approaches:

1. The first approach uses pairs of macula OCT scans acquired from the same eye, using
orthogonal fast scanning axes. The pairs of OCT scans also made the reconstruction
of the ocular curvature in OCT volumes possible. Nine pairs of macula-centered OCT
scans were obtained on a SD-OCT1000 spectral-domain scanner (Topcon Corp., Tokyo,
Japan) from 9 normal subjects participating in the Rotterdam Study, which is a prospec-
tive population-based cohort study investigating age-related disorders. The study popula-
tion consisted of 7983 individuals aged 55 years and older living in the Ommoord district
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of Rotterdam, the Netherlands [20–22]. These OCT images, wich were obtained as part of
latestfollow up in addition to other ophthalmic tests, had dimensions of 512×128×480
voxels obtained from a 6× 6 × 2 mm3 region centered on the macula.

2. The second approach uses 3-D reconstructions of the ONH from stereo fundus pho-
tographs. The stereo fundus photographs and the ONH-centered OCT scans were ac-
quired from the same patient on the same day, from both eyes of 15 patients from the
Glaucoma Clinic at the University of Iowa. The scans were obtained from a Cirrus
spectral-domain scanner (Carl Zeiss Meditec, Dublin, CA, USA), and had dimensions
of 200× 200× 1024 voxels obtained from a 6× 6 × 2 mm3 region centered on the
ONH.

These two validation methods were used for the macula and ONH-centered scans, respec-
tively, and provided a quantitative assessment of the two variations of the artifact-correction
method.

3.1. Validation Using Paired OCT Scans with Orthogonal Fast-Scanning Axes

Since the artifacts seen in OCT images are strongly dependent on the orientation of the fast
scanning axis, a pair of OCT scans acquired from the same eye with orthogonal fast scanning
axes can be used to assess the accuracy of the artifact correction process. The tilt and low
variation artifacts associated with Bf -scans now appear in perpendicular scans in the second
dataset, and the same is true of high frequency variations associated with Bs-scans.

Central 
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Fig.4. Schematics showing acquisition of OCT datasets with orthogonal fast scanning axes
from the same patient. (a) Central Bf -scan and Bs-scan from an OCT image with horizontal
fast-scanning axis. (b) Central Bf -scan and Bs-scan from an OCT image acquired from the
same eye with vertical fast-scanning axis. Note that the Bf -scan from the first dataset comes
from the same location as the Bs-scan from the second dataset.

Figure 4 shows an example of a pair of OCT images and their mode of acquisition. The central
B f -scan in Fig. 4(a) corresponds to the central Bs-scan in Fig. 4(b), and it is easily seen that
the artifacts in the two slices are very different. The curvature and tilt artifacts associated with
the Bf -scans are far easier to correct than the rapid variations seen in the Bs-scans, thus, the
B f -scans from one artifact corrected dataset can be used quantitatively to validate the ability of
the proposed method to correct artifacts in the Bs-scans of the second dataset.
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The quantitative measure of the accuracy of the artifact correction process is expressed using
themean unsigned difference in the location of a particular surface before and after the artifact
correction process. The surface between the inner and outer segments of the photoreceptors
was segmented and used in the spline-fit, and thus is available for use in the validation as well.
An absolute comparison in microns is possible since this surface is flattened to the same depth
in thez-axis.

The acquisition process of the OCT datasets creates volumes that are roughly rotated by
90o degrees with respect to each other. Thus, the datasets must first be registered to each other
before any comparisons can be made. This was done by manually selecting two correspondence
points in the 2-D projection images of the paired datasets. The projection images were created
from a small number of slices near the segmented surface (between inner and outer segments
of the photoreceptors), as the vessels are much clearer in projection images created in this
manner [23]. Vessel crossings and bifurcations can be used as correspondence points. A rigid
transformation (as expressed below) can now be used to align the Bf -scans of one dataset with
the Bs-scans of the second. It is easily apparent that two points are sufficient to compute the
transformation matrix.





x′

y′

1



 =





cosθ sinθ δx
−sinθ cosθ δy

0 0 1









x
y
1



 (3)

In addition to the orthogonality of the scans, the images are also anisotropic in thex andy
directions. In order to register the volumes better and make a true comparison between the seg-
mented surface from the orthogonal scans, the projection images and the segmented surface are
interpolated (along the smaller dimension) to make them isotropic. The mean unsigned differ-
ence between the segmented surface in both datasets can now be computed (within the common
registered area) from the original, partially corrected (using a single 3-D spline surface) and the
final artifact-corrected image.

3.2. Validation Using 3-D Reconstructions of the Optic Nerve Head

Tanget al. [24] reported a method for the reconstruction of the shape of the ONH from stereo
fundus photographs. The 3-D shape estimate is obtained by finding corresponding pixels from
two stereo images of the ONH, taken from two slightly different angles. The two image planes
are known to be horizontally displaced, but can be assumed to be co-planar. Since the hor-
izontal disparity is known to be inversely proportional to the depth associated with the 3-D
pixel, a depth map can be created using pixel correspondences. The depth maps thus created
(Fig. 5(b)) show the shape of the retina at the ONH region, and since they are created from
fundus photographs they are free of the axial artifacts associated with OCT scans.

The structure obtained from the OCT images that is most comparable to the depth maps
is the location of the inner limiting membrane (ILM). Before any comparison can be made
between the depth maps and the location of the ILM, we have to compensate for three important
characteristics of stereo fundus photographs.

1. The fundus photographs are not in the same reference frame as the OCT images, thus
the depth maps must first be registered to the OCT dataset. Vessel locations were used
to guide the rigid registration of the fundus images to the 2-D projection image created
from the OCT image, as described in Section 3.1.

2. The depth from stereo estimations contain noise, which is seen in the depth maps. Thus,
the depth maps must first be smoothed to validate the artifact correction process. The
smoothing was done so that the noise was suppressed while the shape information from
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(a) (b) (c)

Fig. 5. Fundus photograph and its corresponding disparity maps. (a) One of a pair of stero
fundus photographs of a glaucomatous eye. (b) The disparity map constructed from the
stereo fundus photographs. (c) The smoothed disparity map in 3-D showing the overall
shape of the opic nerve head.

the depth maps was retained. Figure 5 shows the fundus photograph, its corresponding
depth map and 3-D rendering of a smoothed depth map.

3. The depth maps do not provide quantitative depth information, as these are serial stereo
photos and stereotactic positions (angle between camera positions) is not available. Thus,
the location of the segmented surface from the OCT images must be scaled and expressed
in normalized units. For this, we consider the depth of the surface from the top of the OCT
dataset and normalize this depth by dividing by 200. We then scale this normalized depth
to match the scale of the depth maps. Thez-axis depth location of the reference plane for
all datasets is maintained at the same value to minimize variations between the datasets.

A pixel by pixel comparison can now be made between the smoothed depth maps and the
normalized depth of the ILM in the flattened OCT datasets.

4. Modeling the Shape of the Eye

The pairs of OCT datasets acquired from the same eye can be used to estimate the shape of
the eye since the Bf -scans, which contain information about the retinal curvature, are available
along two perpendicular axis. Thus, in datasets with small or no tilts induced by the incorrect
positioning of the camera, the Bf -scans from one dataset can be used to “correct” the Bs-
scans in the second dataset, creating a dataset where the retinal surfaces now reflect a better
approximation of the shape of the eye.

A 2-D TPS is fit to the segmented surface from each of the datasets to create a 3-D interpo-
lated isotropic surface. The 3-D spline surface thus created is not only smooth and isotropic,
but is also less dependent on the segmentation result. Figures 6(a) and 6(b) show the isotropic
surfaces created from the datasets with the horizontal and vertical fast scanning axes, respec-
tively. The Bf -scans from the dataset with the vertical fast scanning axis can now be used to
correct the artifacts in the Bs-scans of the dataset with the horizontal fast scanning axis. Since
the datasets are acquired from the same area of the retina, the isotropic surfaces can now be
used to estimate thez-axis translations required to correct the rapid variations seen along the
slow scanning axis. Correcting the artifact in this manner will retain the ocular shape of the
retina. The final shape corrected surface is as shown in Fig. 6(c).
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(a) (b) (c)

Fig. 6. Estimating the shape of the eye from paired OCT datasets with orthogonal fast
scanning axes. The isotropic surfaces obtained by fitting a thin-plate spline to a segmented
surface from (a) the dataset with the horizontal fast scanning axes, and (b) the dataset with
the vertical fast scanning axes. (c) The estimate of the “true” curvature of the retina.

5. Results

The quantitative results are summarized in Table 1. In the first validation technique (using the
paired macula-centered scans), a segmented surface from the two datasets was compared before
and after the artifact-correction process. The mean unsigned differences seen in the original and
partially corrected (single spline-fit) datasets were 98.97± 39.45µm and 23.36± 4.04 µm,
respectively. The artifact-corrected datasets, on the other hand, only showed a mean unsigned
difference of 5.94± 1.10µm, which is significantly smaller (p < 0.001, from two-tailed paired
t-test) when compared to the partially corrected datasets. Figure 7 shows an example of the 3-D
representation of the original surface used to create the reference plane, the surface after the
first spline-fit and the surface in the final artifact-corrected image.

Table 1. Mean Unsigned Difference Seen in the Original, Partially Corrected and Final
Artifact-Corrected Images

Original Volume Single Spline Fit Artifact-Corrected Volume

Validation Technique 1⋄ 98.97± 39.45 23.36± 4.04 5.94± 1.10
Validation Technique 2⋆ 0.302± 0.134 0.142± 0.036 0.134± 0.035
⋄ Meanunsigned difference was computed between the location of a segmented surface in the paired OCT datasets

and expressed inµm.
⋆ Mean unsigned difference was computed between the disparity maps and the normalized depth of the ILM. Average

value is expressed as mean± standard deviation in normalized units. Differences were computed in regions where
the disparity maps were well defined. The optic disc was avoided.

Figure 7(b) shows the segmented surface in a macula-centered OCT dataset after the first
spline fit, and it is easy to see the periodic nature of the artifact along they-axis. The single
2-D spline curve computed (using a 1-D TPS fit to an averaged 2-D vector) along this axis
is more than sufficient to estimate this artifact and eliminate it, as can be seen in Fig. 7(c).
Figures 8(a) and 8(b) shows the central Bf -scan and Bs-scan, respectively, from a macula-
centered OCT dataset before the artifact correction process. The same slices after the artifact
correction process are depicted in Figs. 8(c) and 8(d).

In the second validation method, 3-D depth maps created from stereo fundus images were
compared to the ILM. As the depth maps are created from the fundus photographs and can
sometimes show only a small region around the optic disc, care was taken to ensure that the
difference was only calculated in areas where the disparity map was well defined. The optic
disc region was also avoided. The mean unsigned difference (computed in normalized units)
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(a) (b) (c)

(d) (e) (f)

Fig. 7. Examples of the surface used to create the reference plane. (a), (b) and (c) show the
segmented surfaces from a macula-centered OCT dataset in the original, partially corrected
and final artifact-corrected image, respectively. (d), (e) and (f) show the segmented surface
from an ONH centered OCT dataset in the original, partially corrected and final artifact-
corrected image, respectively.

(a) Bf -scanOriginal (b) Bs-scan Original

(c) Bf -scanCorrected (d) Bs-scan Corrected

Fig. 8. Central Bf -Scan and Bs-scan slices from an OCT dataset before and after flatten-
ing. Original (a) Bf -Scan and, (b) Bs-Scan before artifact correction, respectively. Artifact
corrected (c) Bf -Scan and (d) Bs-Scan, respectively.
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Original ILM Surface ILM After Single Spline-Fit

(a)

Flattened ILM Surface Smoothed Depth Map

(b)

Fig. 9. An ONH-centered dataset before and after the axial artifact correction. (a) The ILM
in the original dataset and after the first spline fit. Bf -scan and Bs-scan from the original
dataset from the locations as indicated by arrows in red. (b) The ILM in the flattened artifact
corrected dataset with the same Bf -scan and Bs-scans from the flattened dataset. Smoothed
depth image also included.
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seen in the original and partially corrected (single spline fit) datasets was found to be 0.321±
0.134and 0.142±0.036, respectively. The artifact-corrected datasets showed a mean unsigned
difference of 0.134± 0.035, which is significantly smaller (p < 0.001, from two-tailed paired
t-test) when compared to the original datasets.

Figures 7(d), 7(e) and 7(f) show the segmented surface from an ONH centered dataset in the
original datatset, the dataset after correction with a single 3-D spline surface, and the dataset
after the second 3-D spline surface correction process, respectively. The optic disc disrupts the
surfaces (as seen in Figs. 7(d) and 7(e)) necessitating the use of a second 3-D spline surface
instead of a 2-D spline curve. Figure 9 shows the ILM and two slices from an ONH-centered
dataset in different stages of artifact correction. The vast difference between the original and
artifact-corrected images is easily apparent in the slices depicted in Figs. 9(a) and 9(b), respec-
tively.

6. Discussion and Conclusion

Eliminating motion artifacts in OCT images is important as it brings the dataset into a consistent
shape and makes visualization and subsequent analysis easier. While the removal of the scleral
curvature seen in the Bf -scans is undiserable in some applications, numerous applications such
as the automated segmentation of intraretinal layers [3, 4], and the volumetric registration of
OCT-to-OCT [5] datasets would benefit from the consistency of an artifact-corrected dataset.

In this work, we have presented a method for the correction of axial artifacts using thin-
plates splines that estimate the distortions along the fast and slow scanning axes in OCT retinal
scans. Our results show that the TPS approach is effective, as it is able to create a globally
smooth surface whose properties are easily controlled by the regularization parameter and the
number of control points used. The proposed method aims to eliminate all of the artifacts, and
therefore does not retain any information about the shape of the retina; however, given the new
availability of orthogonal OCT scans on clinical OCT machines, the shape can be estimated
and reconstructed. It is also important to note that the approach does not alter the data in any
way other than thez-axis translation (which is a reversible transformation), and thus does not
affect any measurements derived from the A-scans. The time complexity of the method largely
depends on the number of control points used in the TPS fit, as the surface segmentation takes
under a minute. Our implementation (in C++, on a 2.8GHz six-core AMD Opteron processor)
took a total time of 7-9 minutes to segment the surface and correct the artifacts in the OCT
volumes.

The robustness of the correction procedure is evident from the results obtained on a diseased
set of OCT scans, where the surface segmentation is more prone to error. While the dependence
on the segmentation result is undesirable, it does provide vital information in scans where the
camera has been incorrectly positioned and the retinal surfaces appear skewed. In such situa-
tions, the 3-D spline surface flattening procedure would show better results than 2-D rigid regis-
trations methods, as the 2-D registration approaches only aim to correct the motion artifacts, but
do not address the tilt artifacts. Furthermore, the 2-D registration could introduce artifacts into
the image in the form of unwanted translational or rotational changes, as the they are not guided
by 3-D contextual information. The use of SLO images [13] or fundus photography would be
necessary to ensure that the such artifacts do not affect the end result. Alternatively, a combi-
nation of segmentation and registration-based methods could be used to retain 3-D contextual
information during the artifact correction process.

Thus, in summary, with our two-stage flattening approach, we are able to correct multiple
types of axial artifacts (some for which the initial 3-D surface segmentation is necessary or
useful for artifact-modeling purposes), while still demonstrating a robustness against any small
local disruptions or errors in the initial segmentation result. With orthogonal scans, we are then
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further able to estimate the true shape of the retina.
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