
Research Articles

70    	 Public Health Reports  /  2011 Supplement 3  /  Volume 126

Identifying the Impact of Social 
Determinants of Health on Disease  
Rates Using Correlation Analysis of  
Area-Based Summary Information

Ruiguang Song, PhDa

H. Irene Hall, PhDa

Kathleen McDavid Harrison, 
PhD, MPHb

Tanya Telfair Sharpe, PhDb

Lillian S. Lin, PhDa

Hazel D. Dean, ScD, MPHc

aCenters for Disease Control and Prevention, National Center for HIV/AIDS, Viral Hepatitis, STD, and TB Prevention, Division of HIV/
AIDS Prevention, Atlanta, GA
bCenters for Disease Control and Prevention, National Center for HIV/AIDS, Viral Hepatitis, STD, and TB Prevention, Office of Health 
Equity, Atlanta, GA
cCenters for Disease Control and Prevention, National Center for HIV/AIDS, Viral Hepatitis, STD, and TB Prevention, Office of the 
Director, Atlanta, GA

Address correspondence to: Ruiguang Song, PhD, Centers for Disease Control and Prevention, National Center for HIV/AIDS, Viral 
Hepatitis, STD, and TB Prevention, Division of HIV/AIDS Prevention, 1600 Clifton Rd. NE, MS E-48, Atlanta, GA 30333; tel. 404-639-4801; 
fax 404-639-8642; e-mail <RSong@cdc.gov>.

ABSTRACT

Objectives. We developed a statistical tool that brings together standard, 
accessible, and well-understood analytic approaches and uses area-based 
information and other publicly available data to identify social determinants of 
health (SDH) that significantly affect the morbidity of a specific disease.

Methods. We specified AIDS as the disease of interest and used data from 
the American Community Survey and the National HIV Surveillance System. 
Morbidity and socioeconomic variables in the two data systems were linked 
through geographic areas that can be identified in both systems. Correlation 
and partial correlation coefficients were used to measure the impact of socio-
economic factors on AIDS diagnosis rates in certain geographic areas.

Results. We developed an easily explained approach that can be used by a 
data analyst with access to publicly available datasets and standard statistical 
software to identify the impact of SDH. We found that the AIDS diagnosis rate 
was highly correlated with the distribution of race/ethnicity, population density, 
and marital status in an area. The impact of poverty, education level, and 
unemployment depended on other SDH variables.

Conclusions. Area-based measures of socioeconomic variables can be used 
to identify risk factors associated with a disease of interest. When correla-
tion analysis is used to identify risk factors, potential confounding from other 
variables must be taken into account.
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In recent years, scientists have come to understand 
that genetic influence and personal behavior do not 
fully explain disparities in infectious diseases.1–3 Com-
plex, integrated, and overlapping social structures and 
economic systems, collectively referred to as social 
determinants of health (SDH), are now thought to 
affect disease morbidity and mortality.4 The structural 
inequities in societal resources that contribute to bet-
ter health outcomes for some people are apparent. 
However, inequities in societal resources are not always 
detectable by traditional methods for measuring disease 
burden to establish causal links. Improving the mea-
surement of social determinants and connecting them 
with disease burden will provide evidence to support 
policy development and action.

In public health, we are interested not only in reduc-
ing the morbidity and mortality of diseases in the entire 
population, but also in achieving equity of health out-
comes among subpopulations, particularly those with 
socioeconomic disadvantages. To accomplish this goal, 
we first need a system for measuring and monitoring 
the status of health in the population. For infectious 
diseases, we have population-based surveillance systems 
to monitor morbidity and mortality rates. Although 
information on demographic and geographic variables 
at the individual level is collected, little information 
on social environment and health service variables is 
typically collected in those data systems.

Each person’s health is affected by the person’s 
behavior, which, in turn, is associated with his or her 
social or economic status (e.g., income, education, 
and marital status) and the corresponding environ-
mental conditions (e.g., the proportion of people in a 
neighborhood who live below the federal poverty level 
[FPL] or who do not have a high school education). 
Although SDH variables at the individual level are 
important for evaluating the equity of health among 
groups, SDH variables at the group level are also impor-
tant because people do not live in isolation and some 
infectious diseases are transmitted through physical 
contact. Another advantage of using SDH variables at 
the group level is that they are available from many 
data sources that cannot be linked with morbidity and 
mortality data at the individual level. For example, the 
National Health Interview Survey5 and the Behavioral 
Risk Factor Surveillance System6 collect data not only 
on health conditions, but also on health-related risk 
and health-care services. The decennial U.S. Census 
data and the American Community Survey (ACS) data 
are particularly useful because summary information is 
available for small geographic areas and that informa-
tion can be linked to surveillance data systems.

SDH typically represent social and physical envi-

ronmental factors that cannot be controlled by the 
individual but that have significant impact on the 
individual’s health.7 Public health entities such as the 
Centers for Disease Control and Prevention (CDC), the 
U.S. Department of Health and Human Services, and 
the World Health Organization recognize that address-
ing SDH can contribute to health equity.4,8,9 SDH may 
explain overlapping risk factors that are common 
among groups that bear a disproportionate burden of 
some diseases. Studying the SDH of infectious diseases 
is challenging because of the limited amounts and types 
of SDH data available in population-based surveillance 
systems in the U.S.10–17

In this article, we introduce a quantitative method 
for identifying the SDH variables that influence morbid-
ity of a specific disease—acquired immunodeficiency 
syndrome (AIDS). We present the results of linking 
U.S. AIDS surveillance data with SDH data from ACS 
and determining the significant SDH variables by cor-
relation analysis of summary statistics at a local level.

METHODS

A disease of interest in a population can be measured 
by the incidence, or diagnosis rate, of the disease in 
the population during a specific period. This rate may 
or may not depend on a person’s geographic area of 
residence. Differences in rates in geographic areas may 
reflect differences in the environmental conditions or 
the socioeconomic structures in these areas.

Data sources

American Community Survey. In the United States, a 
census is conducted every 10 years to get a snapshot 
of the entire population.18 For a dynamic and time-
lier picture of the nation, the U.S. Census Bureau 
also conducts the ACS.19 The ACS is a nationwide 
survey that collects essentially the same information 
on people and housing status that was collected on 
the long-form questionnaire used in past decennial 
censuses. In 2010 and thereafter, the ACS replaces the 
long-form questionnaire by collecting long-form–type 
information throughout the decade rather than only 
once every 10 years. The ACS collects not only housing 
and demographic information, but also socioeconomic 
variables, including marital status, education, language 
spoken at home, employment, occupation, and family 
income. Each year, the ACS sample comprises about 
1% of the total population.

Geographic area for analysis of SDH. Individual-level data 
from the ACS are available for public use. To main-
tain confidentiality, the geographic location of each 
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individual can be identified only by public-use micro-
data area (PUMA), defined for the 2000 Census as a 
geographic area with a population of at least 100,000. 
Because of the confidentiality requirement, we cannot 
link the ACS data with disease case surveillance data 
at the individual level, but we can link data from ACS 
geographic areas with surveillance data.

To identify the impact of SDH variables on the 
morbidity of AIDS, we compared the population by 
geographic area of residence. The areas can be as 
large as (multistate) census region, as small as census 
tract, or something in between (e.g., state or county). 
If the areas are too large, we have fewer data points 
with which to assess the association. In many situations, 
county is the most appropriate area. However, if the 
areas are too sparsely populated, the data points may 
vary so much that the association cannot be deter-
mined. The PUMA, as defined in ACS, avoids this 
problem. On the other hand, the PUMA may be small 
in terms of square miles in population-dense areas. 
Ideally, the areas for SDH studies should be defined so 
that most of the people live and conduct daily activities 
in the same area. Taking these concerns into account, 
we defined an area, called county-PUMA overlap area 
(CPOA), as either a county or a PUMA (whichever was 
larger) so that the area could be identified in both the 
ACS data and the case surveillance data.

AIDS surveillance data. Since 1982, all 50 U.S. states and 
the District of Columbia have reported AIDS cases to 
CDC in a uniform format. All cases are reported to 
CDC without identifying information. We used data on 
people with a diagnosis of AIDS (all ages) reported to 
CDC through June 2009 to calculate AIDS diagnosis 
rates. Rates per 100,000 person-years were calculated 
for CPOAs.

Data analysis
First, we estimated the diagnosis rate for each CPOA. 
Depending on the study objectives and the frequency 
of the disease, this rate may be based on a single year 
or multiple years of data. If too many CPOAs had no 
cases in a calendar year, then the rate was estimated 
for a three- or five-year period. When too many CPOAs 
have no cases, the data will be less likely to differenti-
ate rates according to the characteristics associated 
with CPOAs.

Next, we used the ACS data to measure SDH 
variables in each CPOA during the period for which 
the AIDS diagnosis rate was based. Except for the 
population density variable, which is the population 
divided by the land area in the CPOA, we measured 
all demographic and SDH variables as proportions. 

For example, we measured poverty in a CPOA as the 
proportion of people living below the FPL. There are 
often two ways to define a proportion. For example, 
an analysis of the effect of gender in a population can 
be based on the proportion of males or the propor-
tion of females. If one of the two defined variables is 
positively correlated with a variable, then the other 
will be negatively correlated with the variable, and vice 
versa. For ease of comparison of correlations among 
demographic and SDH variables, in each such instance, 
we chose the variable that was positively correlated with 
the AIDS diagnosis rate.

Using ACS data, we examined the following demo-
graphic and socioeconomic variables (variable names 
used in our analyses are in parentheses; q indicates a 
log-transformed proportion):

  1.	 Population density (log_dens)

  2.	 Proportion female (p_female)

  3.	 Proportion aged 30 years (p_young)

  4.	 Proportion Hispanic (q_hisp)

  5.	 Proportion non-Hispanic black (q_black)

  6.	 Proportion of minority race/ethnicity (q_xwhite)

  7.	 Proportion not currently married (p_single)

  8.	 Proportion below the FPL (p_pov)

  9.	 Proportion with less than a high school educa-
tion (p_hsch)

10.	 Proportion unemployed (p_unemp)

11.	 Proportion moved in the past 12 months 
(p_moved)

12.	 Proportion foreign-born (q_foreign)

After determining the diagnosis rate and the demo-
graphic and SDH variables at the CPOA level, we 
estimated the Pearson product moment correlations 
among these variables. Correlation measures the linear 
relationship between variables, but many relationships 
are not linear. Whether the relationship is linear can 
be assessed visually by using scatter plots. When the 
relationship is not linear, transformations can be per-
formed on variables to make the relationship close to 
linear so that the relationship can be detected through 
the measure of correlation. Also, outliers and the dis-
tribution of a variable can affect the measure of the 
correlation between this variable and other variables. 
In other words, transformation should be considered 
to make either the distribution resemble a normal dis-
tribution or the relationship with other variables close 
to linear. In our study, the following variables were log-
transformed: AIDS diagnosis rate, population density, 
proportion of foreign-born people, and proportions of 
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subpopulations—Hispanic, non-Hispanic black, and all 
racial/ethnic minority groups (including both Hispanic 
and non-Hispanic black people). 

Demographic and SDH variables are often corre-
lated. However, correlations between these variables 
and the diagnosis rate could be caused by, or con-
founded with, other demographic or SDH variables. To 
control, or adjust, for the confounding, we estimated 
partial correlations20—the correlation between two 
variables, with an adjustment for a third variable. If 
the correlation of a variable (e.g., X) with the AIDS 
diagnosis rate does not change after adjustment for 
a third variable, then the third variable is considered 
to have no impact on the effect of variable X on the 
AIDS diagnosis rate.

An indirect effect of an SDH variable (X) on the 
AIDS diagnosis rate through a third variable (Y) can be 
defined as a product of two correlations: the correlation 
between X and Y and the correlation between Y and 
the AIDS diagnosis rate. By contrast, the partial correla-
tion can be considered a direct effect. The crude, or 
unadjusted, correlation between an SDH variable and 
the AIDS diagnosis rate can be roughly decomposed 
into two parts: the direct or partial correlation and the 
indirect correlation through a third variable.

To visualize the relationships among the AIDS diag-
nosis rate, demographic variables, and SDH variables 
and the strength of correlation, we applied multidimen-
sional scaling.21 This technique projects all variables 
of interest onto a two-dimensional plane so that each 
variable is represented by a point on the plane, and 
the relative strength of the correlation between two 
variables is reflected by the distance between the two 
points. Each pair of highly correlated variables is con-
nected with a line. Arrows are added at the end(s) of 
each line to denote potential causal directions. The 
health outcome variable (e.g., the AIDS diagnosis rate) 
is connected only by unidirectional lines with arrows 
pointed to the health outcome variable. A line with 
arrows on both ends indicates that the relationship is 
posited to be mutually causal.

RESULTS

The ACS data showed 3,141 counties and 1,153 PUMAs 
in the 50 states and the District of Columbia (DC). 
After combining counties within a PUMA and merging 
PUMAs within a county, we identified 949 CPOAs in 
the 50 states and DC. The median population among 
CPOAs was 163,848 from 2006 through 2008 (range: 
93,125 to 9,831,675). In 2008, more than 3% of CPOAs 
(32 of 949) had no AIDS diagnosis. When we included 
all three years (2006, 2007, and 2008), the number of 

CPOAs with no AIDS diagnoses was four (0.4%), so 
we selected 2006 through 2008 as our study period. 

During these three years (2006, 2007, and 2008), 
the AIDS diagnosis rate in all CPOAs (combined) was 
about 12 cases per 100,000 person-years. However, 
AIDS diagnosis rates in the 949 CPOAs were not simi-
lar (range: zero to 122 cases per 100,000 person-years; 
standard deviation [SD] 5 14.3). This variation was not 
just due to random variation. If the AIDS diagnosis 
rate was constant in all CPOAs and the rate was 12 
cases per 100,000 person-years, then the SD of AIDS 
diagnosis rates in the 949 CPOAs would be 1.98 based 
on binomial variation in each CPOA, with a possible 
range of three to 25 cases per 100,000 person-years.

To answer the question of what caused, or was 
associated with, the difference in rate among CPOAs, 
we examined 12 demographic and socioeconomic 
variables derived from the ACS data. Histograms and 
scatter plots of the log AIDS diagnosis rate and the 
demographic and socioeconomic variables (or their 
log transformations) are shown in Figure 1.

Using the transformed variables, we estimated the 
correlation of each demographic or SDH variable with 
the AIDS diagnosis rate (Table 1). The correlations 
with the AIDS diagnosis rate ranged from 0.06 to 0.74. 
All correlations were significantly different from zero. 
The demographic variables most strongly correlated 
with AIDS diagnosis rates were the proportion of 
the black population (correlation coefficient [r] 5 
0.74) and the proportion of people of minority race/
ethnicity (r50.65). The SDH variables most strongly 
correlated with AIDS diagnosis rates were the propor-
tion of unmarried people (r50.59) and population 
density (r50.52).

Demographic and SDH variables were often cor-
related. For example, a higher proportion of foreign-
born population in a CPOA was highly associated with 
a higher proportion of Hispanic population (r50.84); 
a higher proportion of people of minority race/ethnic-
ity in a CPOA was associated with a higher proportion 
of unmarried people (r50.63); and a higher propor-
tion of young people in a CPOA was associated with a 
higher proportion of people who had moved during 
the past 12 months (r50.57).

We calculated the partial correlation between each 
demographic or SDH variable and the AIDS diagnosis 
rate, adjusting for each of the other demographic or 
SDH variables, one at a time (Table 2). The strong cor-
relation between the proportion of black people and 
the AIDS diagnosis rate was not significantly affected by 
other demographic or SDH variables, although there 
was some minor impact from population density, the 
proportion of people of minority races/ethnicities, 
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and the proportion of unmarried people. On the 
other hand, the effects of many SDH variables on the 
AIDS diagnosis rate disappeared after adjusting for the 
proportion of black people. For example, because a 
disproportionate number of black people lived below 

the FPL, the effect of poverty on the AIDS diagnosis 
rate was reduced from a correlation of 0.17 to 0.02.

To understand these relationships better, we used 
the partial correlations to examine the interactions 
between SDH variables and their effects on the AIDS 
diagnosis rate. For example, poverty was highly cor-
related with marital status, and both were correlated 
with AIDS diagnosis rates (Table 1). Adjusting for 
poverty did not change the effect of marital status 
on AIDS diagnosis rates (Table 2). The unadjusted 
correlation (r50.59) was almost the same as the 
correlation adjusted for poverty (r50.60). However, 
adjusting for marital status changed the effect of 
poverty on AIDS diagnosis rates from positively cor-
related (r50.17 unadjusted) to negatively correlated 
(r5–0.19 adjusted).

Similarly, adjusting for education level did not 
change the effect of the minority race/ethnicity propor-
tion on the AIDS diagnosis rate. The unadjusted corre-
lation (r50.65) was almost the same as the correlation 
adjusted for education level (r50.66). However, adjust-
ing for minority race/ethnicity proportion changed 
the effect of education level on the AIDS diagnosis 
rate from positively correlated (r50.15 unadjusted) 
to negatively correlated (r5–0.26 adjusted).

The proportion of young people in a CPOA was not 
highly associated with AIDS diagnosis rates (Table 1). 
However, the proportion of young people was highly 
correlated with the proportion of people of minor-
ity race/ethnicity and the proportion of unmarried 
people. Because the proportion of people of minority 
race/ethnicity and the proportion of unmarried people 
in a CPOA were highly correlated with AIDS diagnosis 
rates, the proportion of young people in a CPOA had 
a significant indirect and positive impact on AIDS 
diagnosis rates (Table 3). On the other hand, given 
the proportion of people of minority race/ethnicity or 
the proportion of unmarried people in a CPOA, the 
proportion of young people had a significant direct, 
but negative, impact on AIDS diagnosis rates (Table 2). 

We calculated the indirect effect of each demo-
graphic or SDH variable on the AIDS diagnosis rate 
through each of the other demographic or SDH vari-
ables. A comparison of the direct correlations in Table 
2 with the indirect correlations in Table 3 shows that 
demographic and SDH variables with high unadjusted 
correlations with AIDS diagnosis rates had mostly 
direct effects on AIDS diagnosis rates. Indirect effects 
of other demographic and SDH variables were mostly 
through these variables.

On the basis of the estimated correlations in Table 1, 
the 12 demographic and SDH variables and the AIDS 
diagnosis rate were projected on a plane by using mul-

Figure 1. Histograms and scatter plots of the AIDS 
diagnosis rate and demographic and SDH variables: 
National HIV Surveillance System and American 
Community Survey data, 2006–2008a

continued on p. 75
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tidimensional scaling (Figure 2). Each pair of variables 
with a correlation coefficient of 0.4 was connected 
with a line. Racial/ethnic group variables were con-
nected with a two-headed arrow line, indicating that 
an increase in one of the two variables resulted in a 
decrease in the other variable. Also, lines connecting 
a racial/ethnic group variable with another variable 
were unidirectional and always pointed from the racial/
ethnic group variable to the other variable.

DISCUSSION

Our study uncovered the complexity of measuring the 
exact contribution of SDH to AIDS diagnoses. When 
correlation analysis is applied to area-based measures of 
socioeconomic variables, potential confounding effects 
from other variables must be taken into account. As 
demonstrated in our study, complicated interactive 
relationships between race/ethnicity and other vari-
ables such as poverty and education exist. Black people 
are more likely to live in densely populated areas and 
to experience higher rates of poverty, lower levels of 
educational attainment, and lower marriage rates com-
pared with people of other racial/ethnic groups.22,23

Results show that the correlation of a specific SDH 
variable with the morbidity or mortality rate of a disease 
could be superficial. Part or most of the correlation 
could be caused by other SDH variables. For example, 
the effect of poverty on the AIDS diagnosis rate was 
reduced from a correlation of 0.17 to 0.02 after adjust-
ing for the proportion of black people in the popula-
tion in a given area. Moreover, the interaction between 
SDH variables can completely change the direction of 
the correlation of an SDH variable with the morbidity 
or mortality rate. For example, poverty was positively 
correlated with the AIDS diagnosis rate (r50.17), 
but the correlation became negative (r5–0.19) after 
adjusting for marital status. This finding suggests that 
SDH variables should not be examined in isolation. 
Interactions between SDH variables must be consid-
ered in studying the impact of SDH variables on a 
specific disease.

The partial correlation separates the direct cor-
relation from the indirect correlation through other 
variables. Higher orders of partial correlations (cor-
relations adjusted for, or controlled by, more than 
one  variable) can be considered, but the results will 
be difficult to interpret (similar to interpreting interac-
tions in which more than two variables are involved).

A correlation between two variables may or may not 
be due to a causal relationship. Some variables may be 
correlated with AIDS diagnosis rates through other 
variables (observed or unobserved). From a statistical 
point of view, these variables could be confounding, 
mediation, or effect-modification variables. The stron-
ger the correlation, the more likely that the variable is 
causal because a strong correlation means that it is less 
likely that a variable with an even stronger correlation 
is lurking in the background.

To uncover possible causal relationships, we can 
use partial correlation. A partial correlation measures 
the strength of a relationship between two variables 
while controlling the effect of other variables. Whether 
the partial correlation indicates a causal relationship 

Figure 1 (continued). Histograms and scatter plots 
of the AIDS diagnosis rate and demographic and 
SDH variables: National HIV Surveillance System and 
American Community Survey data, 2006–2008a

aLog transformations have been applied to AIDS diagnosis rate, 
population density, and proportions of racial/ethnic and foreign-born 
population groups.

AIDS 5 acquired immunodeficiency syndrome

SDH 5 social determinants of health

log_rate 5 AIDS diagnosis rate

log_dens 5 population density 

p_female 5 proportion female 

p_young 5 proportion aged 30 years 

q_hisp 5 proportion Hispanic

q_black 5 proportion non-Hispanic black 

q_xwhite 5 proportion of minority race/ethnicity 

p_single 5 proportion not currently married 

p_pov 5 proportion below the federal poverty level 

p_hsch 5 proportion with less than a high school education 

p_unemp 5 proportion unemployed 

p_moved 5 proportion moved in the past 12 months 

q_foreign 5 proportion foreign-born
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requires knowledge beyond statistics. With additional 
knowledge of causal relationships, we can apply path 
analysis and causal modeling using structural equa-
tions.24 In structural equation models, as opposed to 
functional models, all variables can be considered 
random rather than fixed. Structural equations express 
relationships among several variables that can be either 
directly observed variables (manifest variables) or 
unobserved hypothetical variables (latent variables).

The approach we have described can be used to 
assess the SDH of other diseases by linking ACS data 
to other surveillance systems—for example, sexually 
transmitted diseases and tuberculosis surveillance 
systems. The value of this approach is that ACS data 
collection is ongoing, and the data are accurate and 
readily available. Also, this approach does not require 
specialized software or sophisticated statistical methods.

SDH variables can be measured at various geographic 
levels. The choice of geographic level may affect the 
analysis results for area-based measures. For example, 
the health inequality measures at the geographic ZIP-
code level can be different from the measures at U.S. 
census block group or census-tract level.25,26 From a 
statisticial point of view, if the geographic area is too 
small, the area-based SDH measures may be too vari-
able to be meaningful. On the other hand, if the area 
is too large, important geographic differences may 
become unidentifiable. The smaller the geographic 
area, the closer the area-based measures are related 
to the individual’s socioeconomic position. However, 
if the area is too small, then the area-based measures 
do not necessarily reflect the socioeconomic conditions 
that would affect the individual’s social behavior. For 
instance, very few people would live, work, and have 
social activities only in an area defined by census block 
or tract. We think the area should be large enough to 
cover the normal activities of most of the people who 
live in the area. Our proposed area, the CPOA, is a 
combination of county and PUMA, and is probably 
the geographic area that best meets these criteria. The 
CPOA is clearly defined, rarely changes over time, and, 
most importantly, is identifiable in many data sources. 
Of cause, if data are available to identify smaller geo-
graphic areas, one can follow the method proposed 
in this article to identify and compare the impacts of 
SDH variables measured at different geographic levels.

Although information at the group level is very 
useful for identifying SDH factors, results based on 
group-level SDH information may not apply to individu-
als. For example, we found that a higher proportion 
of unmarried people in a CPOA was associated with a 
higher rate of AIDS diagnoses. However, this associa-
tion does not necessarily mean that the rate of AIDS 
diagnoses in an area was higher for unmarried people. 
To draw conclusions at the individual level, one needs 
SDH information at the individual level.

CONCLUSIONS

Area-based measures of socioeconomic variables can be 
used to identify risk factors associated with a disease of 
interest. However, the health effects of demographic 

Figure 2. Strength of correlations and potential  
causal relationships among demographic and 
SDH variables and the AIDS diagnosis rate using 
multidimensional scaling: National HIV Surveillance 
System and American Community Survey data, 
2006–2008a

aEach pair of variables with a correlation coefficient of .0.4 is 
connected with a line. Racial/ethnic group variables are connected 
with a two-headed arrow line, indicating that an increase in one of 
the two variables results in a decrease in the other variable. Lines 
connecting a racial/ethnic group variable with another variable are 
unidirectional and always point from the racial/ethnic group variable 
to the other variable.

SDH 5 social determinants of health

AIDS 5 acquired immunodeficiency syndrome

log_rate 5 AIDS diagnosis rate

log_dens 5 population density 

p_female 5 proportion female 

p_young 5 proportion aged #30 years 

q_hisp 5 proportion Hispanic

q_black 5 proportion non-Hispanic black 

q_xwhite 5 proportion of minority race/ethnicity 

p_single 5 proportion not currently married 

p_pov 5 proportion below the federal poverty level 

p_hsch 5 proportion with less than a high school education 

p_unemp 5 proportion unemployed 

p_moved 5 proportion moved in the past 12 months 

q_foreign 5 proportion foreign-born



80    Research Articles

Public Health Reports  /  2011 Supplement 3  /  Volume 126

and socioeconomic variables are complex. The impact 
can be direct or indirect through other variables. The 
magnitude or even the direction of the impact can be 
changed due to interactions between variables. When 
correlation analysis is used to identify risk factors, 
potential confounding from other variables must be 
taken into account. The complexities of measuring 
SDH contributions to disease morbidity, as illustrated 
in this article, call for careful consideration when 
developing interventions, programs, and policies to 
reduce disease transmission and provide access to care. 

The authors thank Timothy A. Green, PhD, and Marie Morgan 
of the Centers for Disease Control and Prevention (CDC) for 
their helpful comments and editorial suggestions, which led to a 
significant improvement of the original article.

The findings and conclusions in this article are those of the 
authors and do not necessarily represent the views of CDC.
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