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Abstract
In this study, we examined whether the feedback-related negativity (FRN) is associated with both
subjective and objective (model-estimated) reward prediction error (RPE) per trial in a
reinforcement learning task in healthy adults (n = 25). The level of RPE was assessed by 1)
subjective ratings per trial and by 2) a computational model of reinforcement learning. As results,
model-estimated RPE was highly correlated with subjective RPE (r = .82), and the grand-averaged
ERP waves based on the trials with high and low model-estimated RPE showed the significant
difference only in the time period of the FRN component (p < .05). Regardless of the time course
of learning, the FRN was associated with both subjective and model-estimated RPEs within
subject (r = .47, p < .001; r = .40, p < .05) and between subjects (r = .33, p < .05; r = .41, p < .005)
only in the Learnable condition where the internal reward prediction varied enough with a
behavior-reward contingency.
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1. Introduction
To respond optimally to our environment it is critical that we modify our predictions about
the world following mistakes. Understanding how we use information about mistakes
(henceforth “feedback”) to subsequently modify our behaviors is critical for learning,
behavioral modification, and maximizing future rewards in any situation with discernable
contingencies. Yet, how we respond to the knowledge that we have made an error, and
particularly, whether subsequent adjustments in behavior are necessarily conscious or
explicit is not well understood. The state-of-the-art in decision literature, derived primarily
from animal models, is to use computational models which assess responses to reward to
estimate a participant’s subjective understanding of the meaning of error feedback. Yet, the
crucial assumption that decision models reflect conscious processes has not been tested.
Positive results would suggest that error modeling in animal studies may accurately reflect
subjective processes in humans, allowing model based work to proceed in humans with
interpretability. Negative results would suggest a dissociation between observed
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environmental contingencies and how humans subjectively use them, which could have
important implications for how we understand people’s awareness of their decision
processes. Thus, this study examined how brain response to negative feedback is modulated
by reward expectation using both subjective ratings and objective model estimation.

Brain responses to negative feedback, that is, the “feedback-related negativity” (FRN) in
response to negative feedback is an event-related potential (ERP) component observed at
central locations (Cz or FCz) around 200-400 ms after the presentation of external feedback
(Gehring and Willoughby, 2002; Luu et al., 2003; Ruchsow et al., 2002; Taylor et al., 2007).
The FRN has been regarded to reflect neural processes associated with violation of
expectation (Holroyd and Coles, 2002; Nieuwenhuis et al., 2002).

Violation of expectation has been operationalized as “reward prediction error” (RPE), or the
difference calculated between one’s internal prediction of what feedback they will receive
and the actual feedback received from the environment (e.g., Holroyd and Coles, 2002).
This theory is based on animal single-unit recording studies which suggest that the activity
of midbrain dopamine neurons encodes reward prediction error (Schultz, 1998; 2002; 2006).
These results are consistent with decision making in the reinforcement learning (RL) models
(e.g., Montague et al., 2004). Human neuroimaging studies (Knutson and Wimmer, 2007;
Samejima and Doya, 2007; Ullsperger and von Cramon, 2003) have suggested that
prediction error calculated by computational modeling is associated with the functional
activity of medial prefrontal cortex (MPFC), basal ganglia, specifically ventral and dorsal
striatum, and cingulate cortex, which have been regarded as possible sources of FRN signal.
Although generally ERP indices do not have good spatial resolution, the FRN would be the
prospective and practical neural index with good time resolution to explore human decision
making process. In addition, the merit of human study is that in contrast to animal studies
that are constrained by forced choice behavior (e.g., to choose, or not to choose), we can ask
participants to report on gradations of subjective reward prediction, allowing insight into the
extent to which responses to feedback are conscious. Put another way, examining
relationships between subjective RPE and objective (model-estimated) RPE in human study
can help to understand the extent to which model estimates, which are the staple of animal
research, represent conscious information. Such subjective reports on the internal RPE might
be a better index than a behavioral output which is influenced by many other processing
other than the internal RPE.

Subjective ratings on the level of reward prediction in each trial would allow prediction of
trial-by-trial differences in the FRN based on internal reward prediction magnitude. Only a
few previous studies have used subjective reports in each trial. Hajcak et al. (2005, 2007)
used subjective confirmation (i.e., “Do you think you will win on this trial? - ”yes or no.”),
and Yeung et al. (2005) showed that change of subjective ratings on task involvement was
associated with FRN reduction during the task in which participants were required no active
choice or no overt action. However, no previous study has tested on the relationships
between subjective ratings on the level of internal reward prediction and FRN magnitude.

A key point to differentiate the studies which clearly supported the association between the
FRN and RPE from others might be subjectively perceived frequency of reward feedback
during a task, or reward contingency. The previous studies which showed a larger FRN in
the higher reward prediction condition compared to the lower reward prediction condition
have manipulated reward prediction by the frequency of reward feedback during gambling
tasks as a bottom-up experience (Holroyd et al., 2003; Yasuda et al., 2004). In contrast, the
studies that didn’t clearly show a relationship between the FRN and RPE manipulated
reward prediction by top-down information on the reward probability using a cue stimulus
presented at the beginning of each trial in gambling tasks (Hajcak et al., 2005, 2007) except
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one study which used cue stimuli showing extreme differences in reward probability and
gave twenty choices in each trial (Holroyd et al., 2009; Experiment 1). If reward
contingency or perceived reward frequency is associated with the internal subjective reward
prediction to maximize the association between the FRN and RPE, then such an association
would be the strongest in the situation where we can learn the choice behavior-reward
contingency compared to the other situation where we get a random reward regardless of our
choice behavior. In that case, the association between the FRN and RPE would be stronger
in the situation where a reward contingency is “learnable” compared to the other situation
where a reward contingency is “unlearnable”.

In order to examine whether reward contingency is critically important to the association
between the FRN and RPE, we used a reinforcement learning task in which reward
prediction would be naturally formed based on the history of choice and reward for each
participant (i.e., reward contingency is learnable). As a secondary analysis, the data were
contrasted with an unlearnable condition (i.e., reward contingency is unlearnable) which is
more analogous to gambling tasks in the extant literature.

To examine the association between FRN and reward prediction, we focused only on trials
in which a reward was expected but not received. Our conceptual question regards how
people respond to negative information which is associated with reward omission. Trials in
which an unexpected reward is received are affectively ambiguous in the point that negative
information is being provided (i.e., having committed an error regarding information), but
also positive reward is achieved. Thus, brain processes associated with such trials may be
more difficult to understand. Increasingly data suggests that unexpected rewards are a
function of different brain processes potentially involving reward receipt and positive affect
which our model does not account for (Holroyd et al., 2008), and thus different brain regions
may be involved in positive and negative prediction error (e.g., different subregions of
striatum; Seymour et al., 2007). More technically, mechanisms for negative and positive
reward prediction error might be different as these prediction errors may be associated with
different patterns of modification of internal reward prediction.

Our hypothesis is that the FRN magnitude would be associated with both of subjective and
model-estimated (objective) RPE at each trial. The subjective and objective RPEs were
assessed by 1) subjective ratings in each trial and by 2) the prior history of choice and
reward feedback using a computational reinforcement learning model. In addition, as it is
possible that people learn over time, thereby creating systematic time-varying changes in
reward prediction error (e.g., Holroyd and Coles, 2002), we checked whether observed
reward prediction effects may be better explained by variation in the time course of learning
by comparing the FRN in the first third of trials to that in the last third. In addition, a
behavior-reward contingency would be important to vary the reward prediction enough to
yield detectable change in the association between the FRN and RPEs.

1.1. Formulation Using Computation Modeling
Because prediction error can not be measured from observable responses directly, we used a
well-known computational modeling approach to reinforcement learning in which prediction
error is estimated from the history of choice behavior and reward feedback. Many such
models calculate the estimated reward value of a selected choice option in each trial. We
hypothesized this could be equal to the internal reward prediction value in the computational
reinforcement learning model (e.g., Samejima et al., 2005; Samejima and Doya, 2008). In
order to get the model-estimated reward prediction, we applied the reinforcement learning
model by Samejima et al. (2005) to our data, in which action values are updated by a
Rescorla-Wagner model; parameters were estimated using Sequential Monte Carlo (SMC)
methodology. As our instructions to participants did not include information regarding rules
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governing outcomes or the structure of task, it would be appropriate to apply this type of
model to our data instead of using a simple Rescorla-Wagner model without any
randomness in choice behavior (see section 2.3 for details).

In a Rescorla-Wagner type of reinforcement learning model, the model-estimated value of
choice a (action) in t-th trial is defined as Qa (t). As shown in equations 1 and 2, the
prediction error is defined as the difference between the value of reward feedback and the
model-estimated value of choice. The model-estimated value of choice is updated using both
the learning rate and prediction error. We assumed that the model-estimated value of choice
for the selected action in trial t (Qa (t)) would be approximated as internal prediction, and
used it as the model-estimated reward prediction value.

(1)

(2)

If the FRN is associated with prediction error, it should largely be based on the external
reward feedback value itself such that it would not be susceptible to information values
determined by the learning rate. Generally, the learning rate finds solutions quickly with the
exponential decay in well-behaved spaces (e.g., Kirkpatrick et al., 1983) so that it has been
used for optimization in the computational modeling. Thus, if the FRN is primarily driven
by the learning rate, it would decrease throughout an experiment since the amount of
learning available decreases. If the FRN is primarily driven by prediction error, it might
increase with errors as expectation of reward increase with learning (i.e., larger FRN to the
negative feedback with higher subjective reward prediction compared to the one with lower
subjective reward prediction). This would lead to comparatively smaller prediction error
early in an experiment because expectations are low, but large changes in learning rate with
error. Later it is expected there will be increased prediction error, but fewer changes in
learning rate given the more stable acquired task representation. Alternately, if both of these
factors operate in parallel and both affect the FRN, the net effect could be no observed
change in the FRN with time, as has been observed and discussed in previous studies
(Eppinger et al., 2008; Santesso et al., 2008). This experiment is designed to quantify the
effects of prediction error on the FRN using a simple task in which the learning rate was
observed to stabilize within a few trials (see Figure 3C for an example of model-estimated
learning rate). To the extent that the model accurately estimates the learning rate, we assume
that we will be able to examine prediction error effects on the FRN rather than learning rate
related effects.

1.2. Study Summary
In this study, we used a simple two-alternative reinforcement learning task paradigm with
two types of feedback (Gain, No-Gain), which is similar to stochastic tasks that has been
used in previous studies (e.g., Hampton et al., 2006; Ohira et al., 2010). First, we
hypothesized that the FRN magnitude would be associated with both of subjective and
objective RPEs. Using subjective ratings or model-estimated values on reward prediction
allows estimation of prediction error as a continuous value over time. Second, choice
response would be more biased to the advantageous stimulus in a “learnable” condition (80
% contingency of the advantageous choice and 20 % for the alternative disadvantageous
choice), and it would be associated with a reward prediction bias to positive feedback (Gain)
as the reinforcement learning process goes on. Although such a reward prediction bias might
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be fluctuating during a task, the larger FRN amplitude would be associated with larger
subjective reward prediction error only in the Learnable condition compared to an
“unlearnable” condition (50 % contingency for both of two alternative choices). This would
be because the ratings on subjective reward prediction are not expected to change in time
course and vary enough to yield detectable changes in the Unlearnable condition. Because
RPEs would not be large enough without confidence on a choice behavior-reward
contingency in the Unlearnable condition.

In summary, we examined the trial-to-trial relationships of the FRN magnitude and reward
prediction error by averaging ERPs based on 1) subjective RPE by ratings in each trial and
2) model-estimated RPE by a computational reinforcement learning model.

2. Methods
2.1. Participants

Twenty-five healthy volunteers (16 males and 9 females; Mean 22.1 years old, S.D. 2.2 yrs.)
who were undergraduate or graduate students in Nagoya University participated in the
experiment. They reported that they have no history of any kind of psychiatric disease or
brain injury. All study participants provided written informed consent. Data from one
subject was excluded from ERP analyses because of technical problems in recording their
EEG.

2.2. Task Design and Procedures
Stimuli—Target stimuli were selected from the set of Novel Shapes (Endo et al., 2001),
which is based on evaluation of the level of verbalization, association, and simpleness. Two
different shapes were used as the target stimuli in each session (Learnable, Unlearnable),
and only those two shapes were presented on the left or right side of the central fixation all
through the session.

Task—A stochastic learning task which involved probabalistic mapping of target stimuli to
responses was employed (see Figure1A). After a fixation cue was presented for 500
milliseconds (ms), two types of the target shapes are presented on the left or right side of the
fixation for 500 ms. Participants were asked to choose either of the two shapes by
responding with their right hand within 500 ms after the target onset; the index finger was
used to choose the shape on the left side, and the middle finger was used to choose the shape
on the right side. After a blank screen was presented for 1000 ms, participants were asked to
rate the probability they would get a monetary reward in that trial on a 4-point scale (20 %,
40 %, 60 %, or 80 %) within 2000 ms using the index, middle, ring, or little finger of the
right hand. The extreme options, including 0 % and 100 %, were not used because of a
tendency to avoid extremes found in the previous studies (e.g., Hersen et al., 1984 for
review). After a blank screen was presented for 2000 ms, positive (Gain: + 10 yen) or
negative (No-Gain: 0 yen) feedback associated with the participant’s choice in a trial was
presented for 700 ms and followed by a blank screen for 2300 ms (9 seconds per trial). In
the task instructions, participants were told that their goal was to maximize the amount of
money they accumulated and that they would receive that amount after the experiment.

Conditions—In a Learnable condition, selection of the advantageous shape led to a
monetary reward (10 yen) with probability of 0.8 and no reward (0 yen) with the probability
of 0.2, while selection of the disadvantageous shape led to a monetary reward (10 yen) with
probability of 0.2 and no reward (0 yen) with the probability of 0.8. In an Unlearnable
condition, there was no optimal selection strategy; selection of both the shapes led to a
monetary reward or no reward with probability of 0.5 There were 120 trials (20 trials × 6
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blocks) in each condition. The entire task for a single condition took approximately 20
minutes. Between the blocks, participants could take a short break or elect to continue by
themselves. There was a rest for 10 minutes between the conditions. The order of the
conditions was counterbalanced between the participants.

2.3. Computational Model
In order to estimate the objective value of internal reward prediction, we applied the
computational reinforcement learning model by Samejima et al. (2005; model code available
at http://www.tamagawa.ac.jp/sisetu/gakujutu/brain/tanji/samejima/samejima-e/Codes.html)
to our data.

Samejima et al’s (2005) model was applied to a reinforcement learning two-alternative
choice task. The two model-estimated values of choices were updated by a type of Rescorla-
Wagner rule. One of the choices was selected based on a Boltzman distribution which
defines the ‘inverse temperature’ to regulate the randomness of choice. Their model uses
Bayesian inference via Monte Carlo approximation to estimate the hidden variables (model-
estimated value of choice for each choice, see Figure 1B), and two parameters (learning rate,
inverse temperature). A detailed explanation of the computational model is in the
supplement of Samejima et al’s (2005) paper
(http://www.sciencemag.org/cgi/content/full/310/5752/1337/DC1).

In our study, we calculated the model-estimated values of choices individually for each
option in each trial as recommended by Cohen (2006) which compared the results using
individual learning parameters with the results using fixed learning parameters. Model-
estimated reward prediction error was calculated as the difference between the feedback
value and model-estimated value of the choice for each trial. We compared model
parameters to subjective ratings on reward prediction as follows:

We sorted the trials based on the subjRPE or modelRPE, and made ERP waves separately
for each individual using the third of trials with the highest values and the third of trials with
the lowest values. ANOVA analyses examined the effect of subjRPE and modelRPE.

2.4. Physiological Measures and Data Analyses
Recordings—Electroencephalogram (EEG) data was recorded from Ag/AgCl electrodes
placed on five mid-line scalp sites (Fz, Cz, Pz, C3, C4) using the 10-20 system. All the
electrodes were referenced to nose tip. Vertical electrooculogram (EOG) was recorded
through two electrodes placed above and below the left eye in order to monitor eyeblink
activity and remove associated noise from EEG data. Electrocardiogram (ECG) was
collected simultaneously though we will not report the results of it in this paper. All the
electrophysiological data were recorded by BIOPAC MP-100 Systems at 250Hz, low-pass
filtered at 35Hz and high-pass filtered at 0.01Hz. EEG Electrode impedance was kept below
10kohm.

ERP Definition and Analyses—FRN amplitude was defined as the mean value of the
signal 250–350 ms following the feedback stimuli, relative to a 200 ms pre-feedback
baseline. To analyze the FRN, EEG segments were extracted offline, cut around the reward
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feedback onset, from 1000 ms before to 2000 ms after the feedback onset. We averaged the
time period from 200 ms to 0 ms before the feedback presentation as a baseline, using
EEGLAB 4.311 (Delorme and Makeig, 2004) and MATLAB®. Then, EEG trial epochs
from 200 ms pre to 500 ms post reward feedback onset in which the amplitude deviation
exceeded 50 microvolts in a 100 ms interval were regarded as containing EOG or motion
artifacts, and were removed before averaging. The artifact-free EEG data were low-pass
filtered at 15 Hz off-line and averaged for each participant and each condition. ERP data
were analyzed using repeated measures analysis of variance (ANOVA) with factors of
electrode (Fz, Cz, Pz), condition (Learnable, Unlearnable), and feedback (Gain, No-Gain) or
time (Former third, Latter third) or negative reward prediction error (High third, Low third).
To account for violations of sphericity in our ANOVAs, a Greenhouse-Geisser correction
was applied where appropriate. For the comparisons between high and low of the subjective
reward prediction, model estimated reward prediction, and the comparisons between early
and late period of the time course, we averaged the third of highest (or earliest) and lowest
(or latest) data for analyses. In order to explore relationships between the FRN and RPE
within single subjects, first, the EEG data was preprocessed and divided into single-trial
EEG epochs. Second, we sorted those epochs from high to low by the value of RPE
calculated based on subjective ratings, and did the same thing using the value of model-
estimated RPE. Third, we applied a 10-trial moving average to increase signal-to-noise ratio
(SNR) for the FRN and RPE single-trial waveforms. This technique allowed us to correlate
RPE with FRN magnitude within subjects. ERP and behavioral results were statistically
evaluated using SPSS (ver. 16.0).

3. Results
3.1. Behavioral Measures

As a manipulation check, we examined the results of response bias on choice behavior,
subjective ratings, and model-estimation on reward prediction. Group results are shown in
Figure 2 and examples of individual results are shown in Figure 3. In the group results, a
repeated measures ANOVA (condition × block) on the choice rate of a certain stimulus
(with an 80 % contingency in the Learnable condition, or, with a 50 % contingency in the
Unlearnable condition) revealed that a response bias to the advantageous stimuli was formed
only in the Learnable condition (see Figure 2A, main effect of condition F(1, 24) = 27.91, p
< .0005, Partial Eta Squared = .54). Subjective ratings of reward prediction were high only
in the time course of Learnable condition compared to that of Unlearnable condition (Figure
2B illustrates the interaction of condition × block: F(5.42, 130) = 2.92, p < .05, Partial Eta
Squared = .11 with Greenhouse-Geisser correction). We checked the distribution of
subjective ratings to make sure that this four-alternative rating method did work. Both of the
average and standard deviation (SD) of subjective ratings in the Learnable condition
(Average: M(SE) = 2.35 (.12), SD: M(SE) = .87 (.04)) and those in the Unlearnable
condition (Average: M(SE) = 2.05 (.13), SD: M(SE) = .74 (.05)) were significantly different
(Average: t(24) = 5.09, p < .001; SD: t(24) = 3.11, p < .005). Model-estimated reward
prediction increased only in the Learnable condition compared to the Unlearnable condition
as well as subjective ratings on reward prediction (see Figure 2C, the interaction of
condition × block: F(6.98, 168) = 2.66, p < .05, Partial Eta Squared = .10 with Greenhouse-
Geisser correction). As subjective and model-estimated reward prediction showed the
similar pattern of time course in a group level. We computed the Pearson’s correlation
coefficient between subjective and model-estimated RPE for each subject. The correlation of
subjective and model-estimated RPE was lower in the Learnable condition (M(SE): r = .82 (.
02)) compared to that in the Unlearnable condition (M(SE): r = .91 (.01)) ; t(23) = 7.05, p < .
001; see the distribution of correlation in Figure S5 in the supplementary material).
Although subjective and model-estimated RPE seemed to show high correlation described
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above, in the following ERP analysis, just around half of the trials overlapped each other
between subjective RPE and model-estimated RPE conditions both in the Learnable
condition (overlapped trials: High-RPE M(SE) = 5.9 (.5) trials, Low-RPE M(SE) = 6.4 (.5)
trials) and in the Unlearnable condition (overlapped trials: High-RPE M(SE) = 7.0 (.5) trials,
Low-RPE M(SE) = 6.3 (.6) trials). This is because we used only the highest third and the
lowest third trials for High and Low RPE conditions in the ERP analysis in order to get clear
contrast of the FRN result.

To examine the relationships between choice behavior and reward prediction, we smoothed
the actual choice and subjective ratings on reward prediction via a 10 trial kernel moving
average filter, as previous studies have used (e.g., Cohen and Ranganath, 2007; Samejima et
al., 2005). Because the actual choice (measured as 0 or 1) and subjective ratings on reward
prediction (four alternative choices) are discrete values whereas the model-estimated choice
probability and reward prediction are continuous values, this method had the effect of
allowing those values to slowly accumulate and decay rather than varying from 0 to 1
between trials. The smoothing method was applied only to the discrete values (i.e., actual
choices, subjective ratings) when we computed correlations between the time courses of
choice behavior (i.e., actual choice vs. model-estimated choice probability), reward
prediction error (i.e., subjective RPE vs. model-estimated RPE), or correlations across both
choice behaviors and RPEs.

In order to check whether the task order was not critical for participants to form a response
bias successfully, we made two groups, ‘learners (n = 12)’ who successfully formed a
response bias and ‘non-learners (n = 12)’ who did not, as shown in previous studies
(Krigolson et al., 2009; Santesso et al., 2008). Those two groups were defined based on their
response bias in the last third (9-12 blocks) in the Learnable condition. One subject who had
no ERP data because of a recording problem was not included in either of the groups. As a
result, the task order didn’t seem to have a serious carry-over effect for learning
performance because 58 % of “non-learners” and 50 % of “learners” got the Learnable
condition first. In addition, only “learners” showed an interaction of condition × block
(F(3.84, 42.3) = 2.96, p < .05, Partial Eta Squared = .21 following Greenhouse-Geisser
correction), whereas “non-learners” did not (F(5.30, 58.3) = .70, n.s., Partial Eta Squared
= .06 with Greenhouse-Geisser correction. The time course of subjective ratings was
associated with that of choice behavior (M(SE): r = .36 (.06)), and increased for ‘learners’
(M(SE): r = .51 (.07)) compared to ‘non-learners’ (M(SE): r = .23 (.08); t(22) = 2.59, p < .
01, after converting in Fisher Z’ scores). Moreover, model-estimated reward prediction
value (Qs) and subjective ratings on reward prediction (SR) were correlated (M(SE): r = .30
(.05)); correlations were stronger for ‘learners’ (M(SE): r = .43 (.06)) compared to ‘non-
learners’ (M(SE): r = .19 (.06); t(22) = 2.77, p < .01, after converting in Fisher Z’ scores).

Figures 2D and 2E shows the between-subjects correlations between response bias (i.e.,
average of choice rate) and either subjective reward prediction (i.e., average of subjective
ratings), or model-estimated reward prediction during the last third of trials (i.e., average of
action value of selected choice option; showing that the computational model is working as
a manipulation check). The correlation between response bias and reward prediction was
significant for model-estimated prediction (Learnable condition: r = .96, p < .001;
Unlearnable condition: r = .41, p < .05) but it was not significant for subjective prediction
(Learnable condition: r = .35, p < .10; Unlearnable condition: n.s.). One subject in
Unlearnable condition was removed from this correlation analysis and the following ERP
analysis as an outlier which has too low response bias in Unlearnable condition (Response
Bias = .10), it was smaller than the mean minus three standard deviations.
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Figure 3 shows examples from one participant whose choice behavior fit well to the model-
estimated probability of advantageous choice in the Learnable condition (Figure 3A; r = .
69). The time course of subjective ratings (SR) and model-estimated value (Qs) on reward
prediction also fit well (Figure 3B; r = .55). The time course of the estimated learning rate is
shown in Figure 3C. Model fits to behavior were moderate on average (M(SE): r = .23 (.
05)). They were significantly better for ‘learners’ (M(SE): r = .37 (.08)) compared to ‘non-
learners’ (M(SE): r = .12 (.06); t = 2.66, p < .01, after converting in Fisher Z’ scores).

3.2. ERPs
Grand-averaged, feedback-locked ERPs are shown in Figure 4A-D for the Learnable
condition and in Figure 5A-D for the Unlearnable condition. In order to check if there is a
clear difference between these conditions only in the time period of FRN, the time points
with significant differences (p < .05) between conditions are highlighted in different colors
(as in Siegle et al., 2008). To control Type I error for the large number of tests, as
recommended by Guthrie and Buchwald (1991), differences between conditions were
considered significant only when there were at least 10 significant contiguous tests in a row
at p < .05 (40 ms), which exceeds the expected threshold given the autocorrelation of
component waveforms (r = .96) in the length of simulated time interval for FRN (200-400
ms). The period which is significant above the contiguous threshold was marked with
asterisk (“*”; p < .05). The same number of trials was used to make ERP waves for both
High-RPE and Low-RPE, Early and Late, in each condition (Learnable: Figure 4B, 4C, and
4D; Unlearnable: Figure 5B, 5C, and 5D).

3.2.1. Number of Trials Needed to Achieve a Reliable FRN—To achieve stable and
reliable error-related ERP analysis, Olvet and Hajcak (2009) suggested that a minimum of
between 6 and 8 error trials for single subject ERPs are required. As they examined
response-onset ERPs (i.e., error-related negativity: ERN), we checked whether the similar
number of negative feedback trials is required for single subject feedback-onset ERPs (i.e.,
FRN). We computed Cronbach’s alpha for the FRNs at Cz as increasing number of trials
which were pseudorandomly selected from the trials with negative feedback in the
Learnable condition in which subjects had smaller number of negative feedback trials
compared in the Unlearnable condition. Our results were consistent with those of Olvet and
Hajcak (2009). A minimum of 6 negative feedback trials were required for single subject
FRNs to achieve moderate internal reliability (alpha from .50 to .70; Olvet and Hajcak,
2009). That is, Cronbach’s alpha increased from -.037 with 2 trials (n = 24) to .48 with 4
trials (n = 24), .65 with 6 trials (n = 24), .74 with 8 trials (n = 23), .75 with 10 trials (n =
19), .78 with 12 trials (n = 10), and .80 with 14 trials (n = 6); see Figure S1 in the
supplemental material). We also computed Pearson’s correlation coefficient between the
FRNs based on increasing number of negative feedback trials and the FRN averaged with all
the negative feedback trials. The correlation was high with 6 negative feedback trials (r = .
94, p < .001); As shown in Supplementary Figure S2, the correlation increased with the
number of trials.

Thus, we believe our results to be reliable, as the average number of the trials we used for
making individual ERPs was 11.9 trials (SE = 0.8, max = 23, min = 7) in the Learnable
condition, and 16.6 trials (SE = 0.8, max = 23, min = 9) in the Unlearnable condition. These
trial numbers for averaging were different between conditions because participants received
more negative feedbacks in Unlearnable condition compared to Learnable condition.

3.2.2. Feedback effects—As a manipulation check, we compared ERPs with Negative
and Positive feedback to make sure that we could find FRN as the previous studies have
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suggested. Figure 4A and 5A show ERPs averaged by feedback type, using the conventional
method for computing the FRN.

In the Learnable condition (Figure 4A), a two-way feedback (Negative: 0 yen, Positive: +10
yen) × location (Fz, Cz, Pz) ANOVA suggested that the interaction effect was not
significant (F(1.35, 31.1) = 1.62, n.s.) and the FRN was larger to negative feedback
compared to positive feedback as a main effect of feedback (F(1,23) = 6.86, p < .05, Partial
Eta Squared = .23), and larger in the following order, Fz, Cz, and Pz as a main effect of
electrode (F(1.47, 33.9) = 8.76, p < .005, Partial Eta Squared = .28).

In the Unlearnable condition (Figure 5A), the same two-way ANOVA (feedback × location)
suggested that the feedback × location interaction was not significant (F(2, 44) = .867, n.s.)
and the FRN was larger to negative feedback compared to positive feedback as a main effect
of feedback (F(1, 22) = 7.62, p < .05, Partial Eta Squared = .26), and larger in the following
order, Fz, Cz, and Pz as a main effect of electrode (F(2, 44) = 14.26, p < .001, Partial Eta
Squared = .39).

3.2.3. Time Course of Learning effects—Figure 4B and 5B show the ERPs with
negative feedback for the first third of trials versus the last third of trials. We examined the
temporal change of FRN amplitude, focusing on the early and late periods in order to see
whether the results were similar to those of subjective prediction or not. As we were
interested in the time course of learning effect especially on the trials with negative
feedback, we checked the results of a two-way ANOVA of time course (Early, Late) ×
location on the FRN amplitude in the trials with negative feedback.

In the Learnable condition (Figure 4B), The results showed that there was no significant
interaction effect associated with the time course of learning effect on the FRN in the trials
with negative feedback (F(2, 46) = .72, n.s., Partial Eta Squared = .03). No statistical test at
each time point for the temporal range of FRN was significant.

In the Unlearnable condition (Figure 5B), there was no significant interaction effect
associated with the time course of learning effect on the FRN in the trials with negative
feedback (F(2, 44) = .25, n.s., Partial Eta Squared = .01). But the FRN was larger in the
following order, Fz, Cz, and Pz as a main effect of electrode (F(2, 44) = 15.77, p < .001,
Partial Eta Squared = .42).

3.2.4. Subjective Prediction Effects—Figure 4C and 5C show the ERPs to trials with
negative feedback averaged by the third of trials with the highest versus lowest subjective
RPE.

In the Learnable condition (Figure 4C), a two-way ANOVA of subjective RPE (High, Low)
× location on the FRN amplitude in the trials with negative feedback showed an interaction
effect of subjective RPE and location (F(1.34, 30.84) = 4.23, p < .05, Partial Eta Squared
= .16). The following pairwise comparisons with Bonferroni correction showed that there
was a significant difference of FRN magnitude between Fz and Pz (p < .05) with low RPE
while there was no difference in FRN among electrodes with high RPE. The difference
between high and low subjective RPE was significant on Pz (p < .05).

In the Unlearnable condition (Figure 5C), there was no significant interaction effect (F(1.35,
29.7) = .52, n.s., Partial Eta Squared = .02). The FRN was larger in the following order, Fz,
Cz, and Pz as a main effect of electrode (F(2, 44) = 13.90, p < .001, Partial Eta Squared = .
39).
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3.2.5. Model estimated reward prediction effects—Figure 4D and 5D show the
ERPs from trials with negative feedback, contrasting the highest and lowest third of trials
averaged by model-estimated RPE.

In the Learnable condition (Figure 4D), a two-way ANOVA of model-estimated RPE (High,
Low) × location didn’t show an interaction effect (F(1.42, 32.65) = 1.41, n.s., Partial Eta
Squared = .06) and all of the main effects were significant. High model-estimated RPE was
associated with a large FRN compared to low model-estimated RPE (F(1, 23) = 6.35, p < .
05, Partial Eta Squared = .22). FRN magnitude was more negative in the following order,
Fz, Cz, and Pz as main effect of electrodes (F(2, 46) = 7.33, p < .005, Partial Eta Squared
= .24).

In the Unlearnable condition (Figure 5D), there was no significant interaction effect (F(1.36,
30.0) = 1.21, n.s., Partial Eta Squared = .05). The FRN was larger in the following order,
Fz, Cz, and Pz as a main effect of electrode (F(2, 44) = 12.7, p < .001, Partial Eta Squared
= .37).

3.2.6. Correlations between FRN and subjective RPE, model-estimated RPE—
As previously described, in order to test our primary hypotheses, we focus here on the
results of the Learnable condition because both of subjective and model-estimated reward
prediction didn’t vary enough in the Unlearnable condition (see Figure 2D, 2E) so that the
FRN amplitudes based on the trials with high and low reward prediction error didn’t show
any differences in the Unlearnable condition (see Figure 5C, 5D). The scatter plots of FRN
magnitude and RPEs (i.e., subjective, model-estimated) between subjects in the Learnable
condition are shown in Figure 6A. These plots are based on the FRNs from the trials with
the highest and lowest thirds of negative RPE for each subject. The middle third trials were
excluded because they had higher variability on both indices. The FRN magnitudes were
significantly associated with subjective RPE (r(23) = .33, p < .05) and model-estimated RPE
(r(23) = .41, p < .005) across participants. These relationships were not significantly
different by the test of dependent r’s (t(21) = -.62, n.s.).

To test correlations between the FRN and RPE within subjects, we made moving-averaged
ERP waves using every ten trials of the single-trial EEG data sorted by RPE value from high
to low. Using the FRN magnitudes from those moving-averaged ERP waves, we calculated
Pearson’s product-moment correlation coefficients between FRN and RPE individually for
each single subject. Examples of scatter plots within subject are shown in Figure 6B (two
examples of single subject results). We conducted one sample t-tests on the correlation
coefficients of all the subjects after Fisher’s z transformation. The correlations within
subjects were significant between FRN magnitude and subjective RPE (M(SE): r = .47 (.13);
t(23) = 3.69, p < .001), and between FRN magnitude and model-estimated RPE (M(SE): r
= .40 (.19); t(23) = 2.11, p < .05). These relationships were not significantly different (t(23)
= .44, n.s.).

4. Discussion
In this study, at first we examined whether the model-estimated RPE is highly correlated
with the subjective RPE assessed by ratings in each trial in a reinforcement learning task.
Then, we examined whether the FRN is associated with both RPEs (subjective, model-
estimated) in the Learnable condition where RPEs would vary enough with the confidence
on a choice-reward contingency. We used enough error trials to assure reliability of our
estimates.
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As we hypothesized, both subjective and model-estimated RPEs were significantly
correlated with each other, and the FRN magnitude was associated with both RPEs
(subjective, model-estimated) between and within subjects in the Learnable condition. The
FRN magnitude was larger in the trials with larger negative RPE, and this was consistent
with the explanation of a reinforcement learning theory. As predicted, these differences were
not observed in the Unlearnable condition and that is consistent with a role of reinforcement
learning. For a secondary analysis, we examined whether or not the FRN is associated with
RPE even regardless of reward contingency in the Unlearnable condition. As results, there
were no differences between high and low prediction error related FRNs in the Unlearnable
condition, for both of subjective and objective model-estimated prediction error. This could
be because both of subjective and objective reward predictions didn’t vary enough to assess
differences in the Unlearnable condition (see Figure 2D, 2E) or experience of reward
contingency might be associated with FRN amplitudes.

For subjective prediction error, little research has focused on relationships between the FRN
and internally generated prediction error. Hajcak et al. (2005, 2007) suggested that the FRN
might be sensitive to reward prediction error and that it may depend on the close coupling of
prediction and outcome. They compared two separate gambling experiments in which
subjective prediction ratings were acquired before or after a choice response. Moser and
Simons (2009) further examined relationships between the FRN and change of subjective
prediction before and after the task-related choice response in a gambling task. They found
that the FRN was largest when subjective reward prediction increased during the trial (i.e.,
predicted ‘no-win’ before their choice, but predicted ‘win’ after their choice). Our results are
consistent with these results, in that higher subjective reward prediction rated after choice
response was associated with a larger FRN.

We applied a computational reinforcement learning model to estimate the internal reward
prediction (Samejima et al., 2005). The unique point of this study is that we used the model
only for calculating objective RPE, and our goal was not simulating FRN itself (e.g.,
Holroyd and Coles, 2002; Nieuwenhuis et al., 2002). Our results regarding to model-
estimated RPE were as follows. First, the objectively estimated RPE by the reinforcement
learning model showed high correlation with the RPE based on subjective ratings. Second,
the ERP wave based on the trials with high model-estimated RPEs was significantly
different from the ERP wave based on the trials with low RPEs regardless of the time course
of reinforcement learning. The FRN differences associated with prediction error was
observed more clearly only in the time period of FRN based on the model-estimated RPE
(Figure 4D) compared to when we used time course of learning (Figure 4B) or subjective
ratings method (Figure 4C). For the concern whether the “dynamic” learning rate that we
used in this paper was appropriate, we also checked the FRN results at Cz based on the
model-estimated RPE computed by the model with the “fixed” learning rate (fLR = 0.05,
0.1, 0.15, 0.2, 0.25, 0.3; analogous to Figure 4D) and showed them in the supplementary
material (Figure S3). As a result, the models with a fixed learning rate did not seem to show
clearer results compared to the model with a dynamic learning rate. In addition, we
compared the original model with a dynamic learning rate to the model with an optimized-
fixed learning rate (optimized for each individual’s data). The results suggested that the
issue of dynamic vs. fixed learning rate did not critically affect model fit (see Figure S4 in
the supplementary material for more details). Thus, whether the learning rate parameter was
dynamic or fixed was not critical to our primary conclusions regarding the association
between prediction error and FRN.

Differences in FRN amplitude between conditions could reflect contributions from early
P300 responses in part. In fact, for “subjective” reward prediction error, high and low
prediction error related FRN showed significant difference on Pz so that the FRN observed
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here might contain not only the prediction error signal from anterior cingulate cortex as the
previous reinforcement learning hypothesized (Holroyd and Coles, 2002) but also influenced
by some other signals from different brain regions which are associated with a reinforcement
learning. However, it is also hard to say that these results just reflect the influence of P300
because of the following two reasons. First, the narrow time-window of condition-related
differences (250-350 ms after feedback-onset) observed in our sample-wise tests which did
not seem to include the P300 latency (Figure 4C, 4D). Second, if these FRN results were
really overlapped with P300, the time course effects (Figure 4B) should show clear
differences between early and late negative feedback trials in the same latency of FRN
(250-350 ms) instead of the latency of P300. In that case, Figure 4B should show larger
P300 in Late negative feedback trials compared to Early negative feedback trials because
participants received less negative feedback in the late third compared to the early third in
the Learnable condition as we see in the figure of choice rate of the Learnable condition
(Figure 2A). As we see in the ERP results on Pz in Figure 4, the significant time periods (p
< .05) in Figure 4C (240-380 ms) and 4D (270-370 ms) seem to be overlapping with the
earlier significant time period of FRN latency in Figure 4A (270-360 ms). The significant
time period in Figure 4B (500-640 ms) seems to be overlapping with the late significant time
period of Figure 4A (520-660 ms). Although it would be hard to say whether the late
significant period is P300 or late positive component (LPP), this component doesn’t seem to
be overlapping with the latency of FRN.

For the differences of the ERPs during the pre-stimulus and early post-stimulus period
observed in Figure 4, they might not be due to noise, but instead they might reflect the
condition differences of prediction or expectation of the feedback that occurred in the long
pre-stimulus interval. The stimulus-preceding negativity (SPN; Brunia, 1988) has been
occurred prior to the feedback stimulus, and it might be associated with these differences.
The SPN has been enhanced when participants expected more negative (noise) or more
positive (reward) feedback compared to less negative (pure tone) or less positive (no reward)
feedback (Kotani et al., 2001). Furthermore, the SPN has been associated with the
motivational significance of the previous outcomes (Masaki et al., 2006) so that it would be
possible that there would be differences between the ERPs with High RPE and Low RPE
regarding the SPN. However, we focused on the FRN in this study and used the pre-
feedback period (from -200 to 0 ms) as a baseline, we will examine the association between
reward prediction and the SPN separately in the future study.

There were a number of limitations to this study. The low number of employed electrodes
prevented source localization which would be interesting to examine in a future study. The
collection of subjective prediction data could have biased the natural course of feedback-
related reactivity, though this request came long after the examined components were
generated. We tried to avoid extreme choices of 100 % and 0 % in the four-alternative
subjective ratings on reward prediction by using 20, 40, 60, and 80 % because of a tendency
to avoid extremes (e.g., Hersen et al., 1984). However, even the highest and the lowest
confident predictions on reward were rated as only 80 % or 20 %, and these could be new
extreme choices. The employed computational model made the standardly applied
assumption that people have a moderate learning rate (i.e., not changing their behavior
completely based on one trial, but eventually acquiring the rule); this convention appeared
acceptable as model fits were generally good. As we were using a published model, we
made only standard assumptions associated with this model. We showed that a minimum of
6 negative feedback trials were required for single subject FRNs using the same methods
employed by (Olvet and Hajcak, 2009). However, the replication of this result with larger
numbers of negative feedback trials would be needed in the future study.
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In summary, our results suggest that the model-estimated reward prediction error (RPE) was
highly correlated with subjective RPE assessed by ratings in each trial, and the FRN was
associated with both subjective and model-estimated RPEs regardless of the time course of
learning, only in the Learnable condition where the internal reward prediction varies enough
with the confidence of choice-reward contingency.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.

Acknowledgments
This research was supported by Research Fellowship for Young Scientist in Japan Society for the Promotion of
Science (JSPS) and MH082998.

References
Brunia CH. Movement and stimulus preceding negativity. Biol Psychol. 1988; 26:165–178. [PubMed:

3061478]
Cohen MX. Individual differences and the neural representations of reward expectation and reward

prediction error. Soc Cogn Affect Neurosci. 2006; 2:20–30. [PubMed: 17710118]
Cohen MX, Ranganath C. Reinforcement learning signals predict future decisions. J Neurosci. 2007;

27:371–378. [PubMed: 17215398]
Delorme A, Makeig S. EEGLAB: an open source toolbox for analysis of single-trial EEG dynamics. J

Neurosci Methods. 2004; 134:9–21. [PubMed: 15102499]
Endo N, Saiki J, Saito H. Determinants of Occurrence of Negative Priming for Novel Shapes with

Matching Paradigm. Shinrigaku Kenkyu. 2001; 72:204–212. in Japanese. [PubMed: 11697274]
Eppinger B, Kray J, Mock B, Mecklinger A. Better or worse than expected? Aging, learning, and the

ERN. Neuropsychologia. 2008; 46:521–539. [PubMed: 17936313]
Gehring WJ, Willoughby AR. The medial frontal cortex and the rapid processing of monetary gains

and losses. Science. 2002; 295:2279–2282. [PubMed: 11910116]
Guthrie D, Buchwald JS. Significance testing of difference potentials. Psychophysiology. 1991;

28:240–244. [PubMed: 1946890]
Hajcak G, Holroyd CB, Moser JS, Simons RF. Brain potentials associated with expected and

unexpected good and bad outcomes. Psychophysiology. 2005; 42:161–170. [PubMed: 15787853]
Hajcak G, Moser JS, Holroyd CB, Simons RF. It’s worse than you thought: the feedback negativity

and violations of reward prediction in gambling tasks. Psychophysiology. 2007; 44:905–912.
[PubMed: 17666029]

Hampton AN, Bossaerts P, O’Doherty JP. The role of the ventromedial prefrontal cortex in abstract
state-based inference during decision making in humans. J Neurosci. 2006; 26:8360–8367.
[PubMed: 16899731]

Hersen, M.; Michelson, L.; Bellack, AS. Issues in psychotherapy research. New York: Plenum Press;
1984. p. 100-101.

Holroyd CB, Coles MG. The neural basis of human error processing: reinforcement learning,
dopamine, and the error-related negativity. Psychol Rev. 2002; 109:679–709. [PubMed:
12374324]

Holroyd CB, Krigolson OE, Baker R, Lee S, Gibson J. When is an error not a prediction error? An
electrophysiological investigation. Cogn Affect Behav Neurosci. 2009; 9:59–70. [PubMed:
19246327]

Holroyd CB, Nieuwenhuis S, Yeung N, Cohen JD. Errors in reward prediction are reflected in the
event-related brain potential. Neuroreport. 2003; 14:2481–2484. [PubMed: 14663214]

Holroyd CB, Pakzad-Vaezi KL, Krigolson OE. The feedback correct–related positivity: Sensitivity of
the event-related brain potential to unexpected positive feedback. Psychophysiology. 2008;
45:688–697. [PubMed: 18513364]

Ichikawa et al. Page 14

Int J Psychophysiol. Author manuscript; available in PMC 2011 December 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Kirkpatrick S, Gelatt CD, Vecchi MP. Optimization by Simulated Annealing. Science. 1983; 220:671–
680. [PubMed: 17813860]

Knutson B, Wimmer GE. Splitting the difference: how does the brain code reward episodes. Ann N Y
Acad Sci. 2007; 1104:54–69. [PubMed: 17416922]

Kotani Y, Hiraku S, Suda K, Aihara Y. Effect of positive and negative emotion on stimulus-preceding
negativity prior to feedback stimuli. Psychophysiology. 2001; 38:873–878. [PubMed: 12240663]

Krigolson OE, Pierce LJ, Holroyd CB, Tanaka JW. Learning to become an expert: reinforcement
learning and the acquisition of perceptual expertise. J Cogn Neurosci. 2009; 21:1834–1841.
[PubMed: 18823237]

Luu P, Tucker DM, Derryberry D, Reed M, Poulsen C. Electrophysiological responses to errors and
feedback in the process of action regulation. Psychol Sci. 2003; 14:47–53. [PubMed: 12564753]

Masaki H, Takeuchi S, Gehring WJ, Takasawa N, Yamazaki K. Affective-motivational influences on
feedback-related ERPs in a gambling task. Brain Res. 2006; 1105:110–121. [PubMed: 16483556]

Montague PR, Hyman SE, Cohen JD. Computational roles for dopamine in behavioral control. Nature.
2004; 431:760–767. [PubMed: 15483596]

Moser JS, Simons RF. The neural consequences of flip-flopping: the feedback-related negativity and
salience of reward prediction. Psychophysiology. 2009; 46:313–320. [PubMed: 19207198]

Nieuwenhuis S, Ridderinkhof KR, Talsma D, Coles MG, Holroyd CB, Kok A, van der Molen MW. A
computational account of altered error processing in older age: dopamine and the error-related
negativity. Cogn Affect Behav Neurosci. 2002; 2:19–36. [PubMed: 12452582]

Ohira H, Ichikawa N, Nomura M, Isowa T, Kimura K, Kanayama N, Fukuyama S, Shinoda J, Yamada
J. Brain and autonomic association accompanying stochastic decision making. NeuroImage. 2010;
49:1024–1037. [PubMed: 19647796]

Olvet DM, Hajcak G. The stability of error-related brain activity with increasing trials.
Psychophysiology. 2009; 46:957–961. [PubMed: 19558398]

Ruchsow M, Grothe J, Spitzer M, Kiefer M. Human anterior cingulate cortex is activated by negative
feedback: evidence from event-related potentials in a guessing task. Neurosci Lett. 2002; 325:203–
206. [PubMed: 12044656]

Samejima K, Doya K. Multiple representations of belief states and action values in corticobasal
ganglia loops. Ann N Y Acad Sci. 2007; 1104:213–228. [PubMed: 17435124]

Samejima, K.; Doya, K. Estimating Internal Variables of a Decision Maker’s Brain: A Model-Based
Approach for Neuroscience; ICONIP; Kitakyushu. 2008. p. 596-603.

Samejima K, Ueda Y, Doya K, Kimura M. Representation of action-specific reward values in the
striatum. Science. 2005; 310:1337–1340. [PubMed: 16311337]

Santesso DL, Dillon DG, Birk JL, Holmes AJ, Goetz E, Bogdan R, Pizzagalli DA. Individual
differences in reinforcement learning: behavioral, electrophysiological, and neuroimaging
correlates. Neuroimage. 2008; 42:807–816. [PubMed: 18595740]

Schultz W. Predictive reward signal of dopamine neurons. J Neurophysiol. 1998; 80:1–27. [PubMed:
9658025]

Schultz W. Getting formal with dopamine and reward. Neuron. 2002; 36:241–263. [PubMed:
12383780]

Schultz W. Behavioral theories and the neurophysiology of reward. Annu Rev Psychol. 2006; 57:87–
115. [PubMed: 16318590]

Seymour B, Daw N, Dayan P, Singer T, Dolan R. Differential encoding of losses and gains in the
human striatum. J Neurosci. 2007; 27:4826–4831. [PubMed: 17475790]

Siegle GJ, Ichikawa N, Steinhauer S. Blink before and after you think: blinks occur prior to and
following cognitive load indexed by pupillary responses. Psychophysiology. 2008; 45:679–687.
[PubMed: 18665867]

Taylor SF, Stern ER, Gehring WJ. Neural systems for error monitoring: recent findings and theoretical
perspectives. Neuroscientist. 2007; 13:160–172. [PubMed: 17404376]

Ullsperger M, von Cramon DY. Error monitoring using external feedback: specific roles of the
habenular complex, the reward system, and the cingulate motor area revealed by functional
magnetic resonance imaging. J Neurosci. 2003; 23:4308–4314. [PubMed: 12764119]

Ichikawa et al. Page 15

Int J Psychophysiol. Author manuscript; available in PMC 2011 December 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Yasuda A, Sato A, Miyawaki K, Kumano H, Kuboki T. Error-related negativity reflects detection of
negative reward prediction error. Neuroreport. 2004; 15:2561–2565. [PubMed: 15538196]

Yeung N, Holroyd CB, Cohen JD. ERP correlates of feedback and reward processing in the presence
and absence of response choice. Cereb Cortex. 2005; 15:535–544. [PubMed: 15319308]

Ichikawa et al. Page 16

Int J Psychophysiol. Author manuscript; available in PMC 2011 December 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Highlights

• FRN was associated with both subjective and model-estimated RPEs.

• FRN was not associated with the time course of learning.

• Subjective RPE was correlated with model-estimated RPE.
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Figure 1.
Conceptual and experimental time course of the task. (A) Reinforcement learning task: Time
course of a single trial. (B) Concept of this study. We used two different ways to make
“hidden variable” observable. We asked participants to rate their subjective reward
prediction in the experiment, and then we estimated the predicted reward value of selected
option (Qs) from the history of choice and reward by using a computational model of
reinforcement learning. We hypothesized that the model-estimated (objective) reward
prediction would be associated with the subjective ratings on reward prediction.
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Figure 2.
(A, B, and C) Behavioral results averaged per 10 trials in the Learnable (80/20 %) and
Unlearnable (50/50 %) conditions. (A) Choice rate of option1. (B) Subjectively perceived
reward prediction in each trial. (C) Model-estimated value of reward prediction. (D and E)
Correlation plots of response bias (average of choice rate) in the last third session and each
reward predictions between subjects. (D) Subjective reward prediction in the Learnable
condition (r = .35, p < .10) and Unlearnable condition (n.s.). (E) Model-estimated reward
prediction in Learnable condition (r = .96, p < .001) and Unlearnable condition (r = .41, p
< .05).
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Figure 3.
Model-estimated values and fittings to behavioral data in the Learnable condition (80/20 %).
(A) An example of the time course of model estimated probability of option1 (P1) and
smoothed actual choice of option1 (r = .69; single subject). (B) An example of the time
course of model estimated predicted value of choice of selected option (Qs) and smoothed
subjective ratings on reward prediction (r = .55; single subject). (C) An example of the time
course of model estimated learning rate (single subject).
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Figure 4.
Feedback-locked, grand-averaged ERPs at Fz, Cz, and Pz in the Learnable condition (80/20
%, n = 24). Significant condition-related differences at each time point was highlighted over
the x-axis (p < .05, see text for detail) and significant time periods at the contiguous
threshold (p < .05) was marked as “*”. A dotted black line shows a difference wave between
two conditions for each figure (a solid black line minus a thin gray line). (A) ERPs elicited
by given feedback type in conventional method. Negative feedback (+ 0 yen; a solid black
line) versus positive feedback (+ 10 yen; a thin gray line). (B) ERPs elicited by time course
effect. Early negative feedback trials in the first third session (a solid black line) versus Late
negative feedback trials in the last third session (a thin gray line). (C) ERPs elicited by
subjective reward prediction error (subjRPE). High prediction error (trials in the highest
third; a solid black line) versus low prediction error (trials in the lowest third; a thin gray
line) with negative feedback. (D) ERPs elicited by model-estimated reward prediction error
(modelRPE). High prediction error (trials in the highest third; a solid black line) versus low
prediction error (trials in the lowest third; a thin gray line) with negative feedback.
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Figure 5.
Feedback-locked, grand-averaged ERPs at Fz, Cz, and Pz in Unlearnable condition (50/50
%, n = 23). In Unlearnable condition, subjective ratings on reward prediction and model-
estimated reward prediction didn’t vary enough to assess the difference (see Figure 2D, 2E)
and there was no significant difference observed in Figure 5C and 5D. Significant condition-
related differences at each time point was highlighted over the x-axis (p < .05, see text for
detail) and significant time periods at the contiguous threshold (p < .05) was marked as “*”.
A dotted black line shows a difference wave between two conditions for each figure (a solid
black line minus a thin gray line). (A) ERPs elicited by given feedback type in conventional
method. Negative feedback (+ 0 yen; a solid black line) versus positive feedback (+ 10 yen;
a thin gray line). (B) ERPs elicited by time course effect. Early negative feedback trials in
the first third session (a solid black line) versus Late negative feedback trials in the last third
session (a thin gray line). (C) ERPs elicited by subjective reward prediction error (subjRPE).
High prediction error (trials in the highest third; a solid black line) versus low prediction
error (trials in the lowest third; a thin gray line) with negative feedback. (D) ERPs elicited
by model-estimated reward prediction error (modelRPE). High prediction error (trials in the
highest third; a solid black line) versus low prediction error (trials in the lowest third; a thin
gray line) with negative feedback.
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Figure 6.
(A) Scatter plots of FRN and RPEs (subjective, model-estimated) between subjects in the
Learnable condition (n = 24). Left: Subjective RPE assessed by subjective ratings on reward
prediction (r = .33, p < .05). Right: Model-estimated RPE assessed by a computational
reinforcement learning model (r = .41, p < .005). (B) Examples of scatter plot from two
single subjects. Left: Subjective RPE and FRN (upper: subject1, r = .88; lower: subject2, r
= .67). Right: Model-estimated RPE and FRN (upper: subject1, r = .96; lower: subject2, r = .
85).
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