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Abstract
Most spiking neurons are divided into functional compartments: a dendritic input region, a soma, a
site of action potential initiation, an axon trunk and its collaterals for propagation of action
potentials, and distal arborizations and terminals carrying the output synapses. The axon trunk and
lower order branches are probably the most neglected and are often assumed to do nothing more
than faithfully conducting action potentials. Nevertheless, there are numerous reports of complex
membrane properties in non-synaptic axonal regions, owing to the presence of a multitude of
different ion channels. Many different types of sodium and potassium channels have been
described in axons, as well as calcium transients and hyperpolarization-activated inward currents.
The complex time- and voltage-dependence resulting from the properties of ion channels can lead
to activity-dependent changes in spike shape and resting potential, affecting the temporal fidelity
of spike conduction. Neural coding can be altered by activity-dependent changes in conduction
velocity, spike failures, and ectopic spike initiation. This is true under normal physiological
conditions, and relevant for a number of neuropathies that lead to abnormal excitability. In
addition, a growing number of studies show that the axon trunk can express receptors to
glutamate, GABA, acetylcholine or biogenic amines, changing the relative contribution of some
channels to axonal excitability and therefore rendering the contribution of this compartment to
neural coding conditional on the presence of neuromodulators. Long-term regulatory processes,
both during development and in the context of activity-dependent plasticity may also affect axonal
properties to an underappreciated extent.

1. Introduction
Most axons perform three tasks that are crucial for neuronal communication over distances
that are prohibitive for passive electrotonic spread of electrical potentials: action potential
initiation, propagation, and action potential-mediated transmitter release (Fig. 1A). At the
proximal axon, either the hillock or the axon initial segment (AIS), analog signals are
converted into digital ones. The mostly graded responses to synaptic input are shaped to
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different degrees by complex passive and active dendrite properties (Gulledge et al., 2005;
London and Hausser, 2005; Magee, 2000; Sidiropoulou et al., 2006; Spruston, 2008), and
translated into a temporal pattern of all-or-none regenerative action potentials (“spikes”, Fig.
1B). Spikes initiated at proximal sites are then propagated along the axon trunk and branches
towards distal presynaptic sites, where depolarization results in transmitter release. The
process of impulse propagation adds considerable delay to the information flow, depending
on axon length and conduction velocity (Fig. 1C).

A large body of work on axons has focused on the contribution of different voltage-gated
ion channels to the initiation of spikes (Baranauskas, 2007; Bean, 2007; Clark et al., 2009),
and recent studies have analyzed in detail the functional basis and morphological site of this
process in different neuron types (Khaliq and Raman, 2006; Kole et al., 2008; Kress et al.,
2008; Lorincz and Nusser, 2008; Meeks and Mennerick, 2007; Shu et al., 2007a). There also
has been considerable interest in the dynamics of spike-mediated presynaptic depolarization.
For example, activity-dependent changes in spike shape potentially have a significant effect
on presynaptic calcium influx and therefore transmitter release (Brody and Yue, 2000;
Brown and Randall, 2009; Geiger and Jonas, 2000; Juusola et al., 2007; Ma and Koester,
1995; Sasaki et al., 2011). Such activity-dependent dynamics and presynaptic modulation
essentially mean that spikes arriving at the presynaptic terminal are not pure “all-or-none”
signals anymore, and that coding is a mix of analog and digital components.

Importantly, activity-dependent changes in excitability are not restricted to distal or
proximal axonal sites but also occur along the axonal path, i.e. in the “axon trunk” or “axon
proper”. Before John Eccles pioneered intracellular recordings from central neurons and the
study of synapses (Brock et al., 1952; Burke, 2006; Eccles, 1964) and for some time after,
electrophysiology was dominated by the study of peripheral axons. Because of the
experimental accessibility of large axons in peripheral nerve, particularly in invertebrates
and lower vertebrates, the basic understanding of neuronal excitability was derived from
axons. Interestingly, the study of spike conduction during repetitive activation for a long
time represented the only way to gauge the dynamics of neural communication. Based on
these studies, it has long been known that repetitive activity can change conduction
velocities and alter spike patterns (Bullock, 1951; Swadlow et al., 1980; Swadlow and
Waxman, 1976), and can even lead to spike failures (Barron and Matthews, 1935; Krnjevic
and Miledi, 1959) or ectopic spike initiation (Standaert, 1963, 1964; Toennies, 1938) (Fig.
1D). Therefore, the process of spike propagation itself can significantly contribute to the
patterning of neuronal communication. Whereas for a long time this was either ignored or
considered a biological limit of temporal fidelity (Swadlow et al., 1980), non-synaptic
axonal membrane has recently become a site of renewed interest (Debanne, 2004; Debanne
et al., 2011; Kress and Mennerick, 2009; Segev and Schneidman, 1999; Sidiropoulou et al.,
2006). Advances in electrophysiological and molecular techniques have allowed greater
insight into the properties and function of axons, even small central ones, and have resulted
in the changed view that the axon trunk and branches potentially contribute to the short-term
dynamics of neuronal communication and increase the computational capabilities of the
neuron.

Here we discuss the possible functional consequences of changes in spike propagation from
a physiological perspective. Rather than giving an exhaustive account of different types of
ion channels and membrane properties across different axons, and of the molecular
underpinnings of axonal specializations, we focus on different aspects of temporal fidelity
and activity-dependent changes. Apart from the short-term dynamics of spike propagation
that arise mostly from complex complements of ion channels with different time- and
voltage-dependences, we also discuss larger time-scale effects. First, there is good evidence
from a range of different systems showing that non-synaptic axonal membrane can be
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endowed with receptors to GABA, acetylcholine, or monoamines. Therefore, axonal
properties may be affected by neuromodulators in similar ways to somato-dendritic cell
compartments and the proximal axon, and thus render spike propagation conditional on
neuromodulatory state. Second, long-term regulatory mechanisms affecting axon
morphology and intrinsic membrane properties, as in the context of growth and activity-
dependent intrinsic plasticity, may play an important role in determining the dynamics of
spike propagation. We discuss experimental evidence for these different aspects of spike
propagation from the perspective of morphological diversity and differences in coding
strategy that different neurons utilize.

2. Diversity of axons
The vast diversity of neurons within and across species is also reflected in axonal
morphology, mode of signal propagation, dynamic range of activity, and complement of ion
channels. The delay in communication between neurons that is introduced by spike
propagation, and the dynamic changes of this delay, depend on the intricate interplay
between axon structure and excitability, and on the type of activity that is propagated. In this
section, we will first describe the structural and functional diversity of axons, and then
review the diversity of ion channels found in axonal membrane. Readers of the literature on
axons, and of published work touching upon axons in passing, will notice that there is a lack
of consistent terminology. When the presence of a physiological property or an ion channel
or receptor is described, it is not always clear at first glance if the term axon refers to the
proximal axon in the context of spike initiation, the “axon proper” or trunk, or to terminal
branches or even presynaptic sites alone. Here we will use the term axon for trunk and
branches in the context of propagation, unless explicitly stated otherwise.

2.1. Structural and functional diversity of axons
Before considering the dynamics of spike propagation, one has to consider the absolute
delay that is introduced by the process of propagation. Delay in itself may be an important
part of network computational capacity (Carr and Konishi, 1988; Izhikevich, 2006; Karino
et al., 2011), and is carefully regulated in some cases to ensure consistent latencies and
synchrony across projections over different distances (Budd et al., 2010; Govind and Lang,
1976a; Salami et al., 2003; Stanford, 1987; Sugihara et al., 1993). The extent to which
activity-dependent changes in propagation can alter the temporal structure of spike patterns
depends to some degree on the mean total delay, so ultimately on conduction velocity and
axonal length.

2.1.1. Axon diameters and conduction velocity—Conduction velocity depends on
biophysical parameters like membrane capacitance and resistance, axial resistance, density
of voltage-gated ion channels, and on diameter (Colquhoun and Ritchie, 1972; Del Castillo
and Moore, 1959; Hodgkin, 1939, 1954; Katz, 1947; Renganathan et al., 2001; Waxman,
1975). The passive spread of current ahead of the active site depolarizes adjacent axon
regions, and this process is governed by the length constant of the axon and the time
constant of its membrane (Hodgkin and Rushton, 1946; Rall, 1969). Over how large a
distance this passive spread can depolarize the membrane to threshold is determined by the
length constant, which in turn depends on diameter, specific membrane resistance, and axial
resistance. The time constant describes how much the capacitance delays full depolarization.
According to these relationships, axons with large length constants and small time constants
are propagating impulses rapidly. The specific membrane properties can be quite different
across axons of different neurons, and they can be radically different between unmyelinated
and myelinated axons. However, within each group they are consistent enough to result in a
strong correlation between conduction velocity and diameter. For given specific membrane
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properties in unmyelinated axons, velocity is proportional to the square root of the axon
diameter (Hodgkin, 1954), meaning that large diameter axons propagate impulses rapidly.
Diameters of unmyelinated axons vary from just below a millimeter to significantly less than
a micrometer. The squid giant axon can be hundreds of micrometers in diameter (Young,
1936)(Fig. 2A, left panel) and has for this reason been the first experimental preparation that
allowed intracellular recording (Hodgkin and Huxley, 1939). At the other end of the
spectrum, many mammalian central axons have diameters of around 100 nm, with even
thinner collaterals and terminals (Westrum and Blackstad, 1962) (Fig. 2A, right panel). The
squid giant axon displays conduction velocities between 10 and 25 m/s over the temperature
range that the animals are exposed to seasonally (Rosenthal and Bezanilla, 2000). Peripheral
crustacean axons of ~1-10 μm diameter display conduction velocities between 1 and 10 m/s
over the same temperature range (Young et al., 2006). At the other end of the spectrum,
mammalian mossy fiber axons show conduction velocities of less than 0.3 m/s (Kress et al.,
2008), and conduction velocities of slow cutaneous C-fibers are also below 1 m/s (Weidner
et al., 1999).

Whereas impulse conduction in unmyelinated axons is continuous, myelinated axons show
saltatory conduction (Bostock and Sears, 1978; Huxley and Stampfli, 1949; Stampfli, 1954).
The myelin sheath increases resistance and lowers capacitance, and therefore increases the
length constant and decreases the time constant. The sheath is periodically interrupted by the
Nodes of Ranvier, regions with a high density of voltage-gated ion channels, particularly
sodium channels which regenerate the spike. Channel density in the internodal membrane is
low, which also increases resistance. As passive voltage spread between nodes is almost
instantaneous (only slightly slowed by capacitance), impulses jump from node to node,
effectively increasing conduction velocity. Conduction velocity increases linearly with
diameter in myelinated axons, which above a certain diameter are substantially faster than
unmyelinated axons of the same size (Arbuthnott et al., 1980; Ritchie, 1982; Rushton, 1951;
Waxman, 1980). While conduction velocity in small myelinated fibers is moderate, axons of
α- motor neurons and type 1a and 1b sensory neurons with diameters of up to 20 μm can
propagate spikes at up to 120 m/s (Gasser and Erlanger, 1927; Manzano et al., 2008), and
spikes in some central cortico-spinal axons can reach similar speeds (Evarts, 1965;
Takahashi, 1965). Myelination is often considered a hallmark of the vertebrate nervous
system, but in fact has convergently evolved in annelids and arthropods (Hartline and
Colman, 2007; Roots, 2008). In Penaeus shrimps, saltatory conduction in myelinated axons
is almost twice as fast as in the fastest vertebrate axons, with velocities around 200 m/s
(Kusano, 1966; Xu and Terakawa, 1999).

2.1.2. Axon length and conduction delay—Many mammalian cortical neurons have
axons extending only a few hundred micrometers, and axons of local interneurons in small
invertebrates can be even smaller. In contrast, the axons of descending neurons in the spinal
cord and of motor and sensory neurons innervating muscles and skin in the distal extremities
can be more than a meter long (Fig. 2B). The variability of axon diameters, conduction
velocities, and axon lengths results in vastly different total conduction delays between
initiation site and presynaptic regions. Local neurons and fast projection neurons with
myelinated axons can have axonal conduction delays in the sub-millisecond range (Bartos et
al., 2002; Evarts, 1965; Takahashi, 1965), whereas even some central projections with axons
several centimeters long can show delays of tens of milliseconds or more (Aston-Jones et
al., 1985a; Faiers and Mogenson, 1976). Across mammalian species with vastly different
brain sizes, and therefore different axonal projection distances, the degree of myelination
and the statistical distribution of axon diameters point toward evolutionary trade-offs in
construction costs, metabolic costs, spatial constraints, conduction delay, and temporal
precision (Wang, 2008; Wang et al., 2008). Small unmyelinated axons are costly in terms of
metabolic rate because they require a continuous distribution of channel and pump
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molecules. They conduct slowly and show less temporal precision during repetitive firing.
On the other hand, they do not take up much space and do not require costly production of
myelin in surrounding glial cells. Large myelinated axons and their associated glial cells are
costly in construction and take up limited available space. On the other hand, their metabolic
cost is low, and they conduct rapidly and therefore with more precision. Mammalian species
with large brains have a disproportionally larger number of large myelinated axons,
presumably to keep total conduction delays short and spike timing precise.

2.1.3. Axonal branching and diameter changes—Neurons also differ vastly in the
complexity of axonal trees, and in the detailed structure of axonal compartments.
Geometrical inhomogeneities, above all branch points, have a significant effect on signal
propagation. Impedance mismatch between axon sections with different diameters can cause
changes in conduction velocity, spike failures, and spike reflection (Debanne, 2004; Manor
et al., 1991; Segev and Schneidman, 1999; Swadlow et al., 1980) (discussed in section 3.2.).
Some neurons have relatively simple axonal morphology, whereas others can arborize
extensively, showing hundreds of branch points (Antonini et al., 1998; Ishizuka et al., 1990;
Li et al., 1994; Major et al., 1994). Many cortical axons form en passant boutons (Shepherd
et al., 2002), varicosities along the axonal path which from the perspective of spike
conduction represent abrupt changes in diameter. Some central axons also have terminaux
boutons, spine-like structures that may serve to minimize axonal length and avoid
zigzagging of axonal paths (Anderson and Martin, 2001).

2.1.4. Patterns of activity—Perhaps most significant for propagation fidelity, the
temporal patterns of spikes can differ substantially across different neurons. Some neurons
are fast-adapting and normally only fire single spikes (Fig. 2C, upper panel). Obviously, any
short-term activity-dependent dynamics in the axon membrane of such a neuron is irrelevant
as long as the interval between successive events is longer than the recovery time of
membrane excitability. However, most neurons fire repetitively, producing trains of spikes
or regular bursts (Fig. 2C, middle panel). Many neurons even show different modes of
activity at different times, probably related to different network states or modes of activation
(Grace and Bunney, 1984a, b; Kao et al., 2008; Le Franc and Le Masson, 2010; Neiman et
al., 2007). The instantaneous frequency during repetitive activity is usually not higher than a
few hundred Hz, limited by the refractory period of the axon, as sodium channel inactivation
and elevated potassium conductance following each spike usually prevent spiking for
several milliseconds. However, axons in the auditory pathway of gerbils (Scott et al., 2007)
and axons in the pacemaker nucleus of weakly electric fish (Moortgat et al., 1998) can
sustain firing frequencies of more than 1 kHz. Some specialized mechanoreceptors in
copepod crustaceans can even fire at frequencies greater than 5 kHz (Fields and Weissburg,
2004)(Fig. 2C, lower panel).

2.1.5. Deviations from canonical neuron compartmentalization—The schematic
representation of neuron compartmentalization into dendrites, soma, and axon, and
information flow through these compartments in this order, does of course not do justice to
the diversity of neuron morphology. Good examples for neurons not following this pattern
are the pseudo-unipolar sensory neurons of the dorsal root ganglia (Fig. 2B) with their spike-
conducting distal and proximal processes (Devor, 1999). In addition, not all neurons have a
clear morphological division into dendrites and axon. In arthropods and other invertebrates,
most central neurons are unipolar, i.e. both dendrites and axons stem from a single primary
neurite that leaves the cell body. In some cases, pre- and postsynaptic sites are intermingled,
even when a longer axon is present (Watson and Burrows, 1983). In other neurons, there is
some separation into input and output branches (Lohr et al., 2002). There also are numerous
examples of neurons with multiple spike initiation zones in different segments of the
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nervous system. These features make it clear that many neurons do not always operate as a
single unit that integrates, computes and transmits information, but may be more accurately
described as consisting of multiple functional signaling units (Clarac and Cattaert, 1999).

Finally, it should be noted that not all neurons use all-or-none impulse conduction as their
only mode of signal transmission. In fact, some neurons do not utilize impulse conduction at
all, as they are electrotonically compact enough to release transmitter only as a graded
function of membrane potential (Roberts and Bush, 1981). Most of these are small local
neurons, like the retinal bipolar cells (Werblin and Dowling, 1969), but even some
crustacean proprioceptors with relatively long peripheral axons are non-spiking (DiCaprio,
2003; Ripley et al., 1968). Other neurons, like those in the crustacean stomatogastric
ganglion, use both graded and impulse-mediated forms of synaptic communication
(Graubard et al., 1980, 1983; Raper, 1979). In cortical axons, it was recently discovered that
graded potentials can propagate over long distances and influence spike-mediated synaptic
transmission, effectively adding an analog component to digital signaling (Alle and Geiger,
2008; Kress and Mennerick, 2009).

2.2. Diversity of axonal voltage-gated ion channels
The classic literature describes spike initiation and propagation in unmyelinated invertebrate
axons on the basis of minimal complements of voltage-gated ion channels, giving rise to a
fast sodium and a delayed rectifier potassium current in the squid giant axon (Hodgkin and
Huxley, 1952) (Fig. 3A), and an additional transient potassium current (“A-current”) in crab
walking leg axons (Connor, 1975; Connor et al., 1977). It is now clear that many axons,
including vertebrate and invertebrate, central and peripheral, myelinated and unmyelinated,
posses a significantly more complex complement of ion channels, with diverse time- and
voltage-dependences of their gating properties (Fig. 3B). Animals as phylogenetically
distant from us as jellyfish can have axonal ion channel complements giving rise to calcium,
sodium, and multiple potassium currents (Meech and Mackie, 1993). Still, the consequences
for spike propagation are poorly understood in most cases. We do not intend to give an
exhaustive account of which types of ion channels have been found in which axon. Rather,
we will give some examples to illustrate the diversity and set the stage for a discussion in the
following sections of the roles that some of them play in the context of activity-dependent
changes in spike conduction.

Where does our knowledge of axonal ion channels come from? Many axons are small and
not easily accessible for physiological studies, and detailed immunohistochemical studies of
subcellular ion channel distributions are still rare (Lujan, 2010). However, large peripheral
myelinated axons have relatively early proven to be amenable to direct electrophysiological
analysis (Baker et al., 1987; Kocsis and Waxman, 1987; Vogel and Schwarz, 1995;
Waxman et al., 1995; Waxman and Ritchie, 1993). A multitude of different ion channels or
currents with characteristic spatial distributions in relation to the Nodes of Ranvier have
been found (Fig. 3C), and their contribution to spike conduction continues to be of great
interest because of the role they play in a number of peripheral neuropathies (Krishnan et al.,
2009). The same is true for ion channels in spinal axons in the context of demyelination and
injury (Nashmi and Fehlings, 2001). Much less is known for small peripheral unmyelinated
axons and axons in the brain. In peripheral unmyelinated axons, evidence for the presence of
many ion channels is often indirectly derived from the effect that pharmacological
substances have on extracellularly recorded spike conduction and excitability (Moalem-
Taylor et al., 2007). In cortical neurons and elsewhere in the brain, the spatial distribution of
ion channels is very cell type-specific. Despite the fact that there have been some advances
in the localization and targeting of channels with immunohistochemical methods (Lujan,
2010; Vacher et al., 2008), there still is a dearth of information about many ion channels,
including their presence or absence in axons (Lorincz and Nusser, 2008; Nusser, 2009), and
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the effect that they have on the dynamics of spike propagation. Direct patch-clamp
recordings from small central axons and terminals are a relatively recent achievement
(Bischofberger et al., 2006; Geiger and Jonas, 2000; Shu et al., 2006).

Overall, it is not clear to which degree any of the findings regarding the presence and
subcellular localization of ion channels can be generalized. Nusser (2009) pointed out, with
respect to central neurons, that experimental results about the subcellular distribution of ion
channels in one “model” cell are often erroneously thought to hold for all or many cell types.
This caveat is particularly important as it is now evident that the diversity of cell types in the
brain far exceeds classical categorizations (Diaz, 2009; Sugino et al., 2006). To which
degree such diversity is also present in axonal ion channel complements is unknown. In the
peripheral nervous system, axons are often only categorized into myelinated and
unmyelinated, sensory and motor. There are some accounts of differences in
electrophysiological properties between amphibian, human, and other mammalian
myelinated axons (Bowe et al., 1987; Reid et al., 1999), and some explicit statements about
differences in motor versus sensory axons (Kiernan et al., 2004), or even about differences
across different axons of the same general classification (Obreja et al., 2010; Weidner et al.,
1999). However, how idiosyncratic findings may be for the particular nerve, axon, or animal
species that served as an experimental model, is often undetermined.

Apart from the difficulty in recording from axons, in some neurons studying the impact of
specific ionic currents on spike conduction is complicated by another problem. Particularly
in neurons with shorter axons, functional compartmentalization is not always easy to assess.
If the neuron is electrotonically compact, it can be difficult to determine if the functional
role of a channel or current (or other axonal membrane property) lies predominantly in spike
initiation, spike propagation, or regulation of presynaptic depolarization, and it may
influence the electrical behavior across different compartments (Alle and Geiger, 2008;
Paradiso and Wu, 2009; Shah et al., 2008; Shu et al., 2007a). In addition, the presence of en
passant synapses in many neurons means that propagation and presynaptic depolarization
are not fully anatomically separated.

The question why many axons possess a complement of ionic conductances that may exceed
the minimal set necessary to conduct spikes is discussed in the following sections. However,
it is important to note that the presence of specific ion channels in specific cell
compartments is highly regulated. If a neuron expresses a particular ion channel, this
channel is not just distributed throughout the whole cell but follows an exquisitely regulated
molecular compartmentalization. This is particularly evident in myelinated axons, where
specific ion channel clustering at node, juxtaparanode and internode is achieved through
multiple targeting and barrier mechanisms (Poliak and Peles, 2003; Rosenbluth, 2009), but
is also true for other neuronal compartments (Lai and Jan, 2006; Lasiecka et al., 2009;
Rasband, 2010). Therefore, the presence of specific ion channels in axons should be
interpreted as precise targeting, as opposed to a “sloppy” expression pattern resulting in the
presence of channels in compartments where their functional role is secondary. This view is
consistent with the differential subcellular distribution of currents within one cell type and
across different cell types (Vacher et al., 2008). Furthermore, similar ionic currents are
actually often produced by different channel isoforms or splice variants in different cell
compartments. For example, hippocampal axons from different neuron types show
predominantly the Nav1.2 isoform of voltage-gated sodium channels in their axons, while
the Nav1.1 isoform is restricted to soma and dendrites (Gong et al., 1999). In cortical
pyramidal cells, Nav1.2 and Nav1.6 are differentially distributed along the axon initial
segment (Hu et al., 2009). Different splice variants of Kv3.1 potassium channels can be
differentially targeted to either somatodendritic or axonal cell compartments (Ozaita et al.,
2002).
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2.2.1. Voltage-gated sodium channels—Obviously, fast and inactivating sodium
currents are present in almost all axons, as their properties are responsible for the
regenerative nature of spikes. In mammals (and other vertebrates), these channels are
formed by different α-subunits in different cell compartments and cell types (Krishnan et al.,
2009; Vacher et al., 2008). Each α-subunit consists of four homologous domains (pseudo-
subunits) that form the pore, so there is no heteromerization as in HCN and potassium
channels (see sections 2.2.2 and 2.2.3). All voltage-gated sodium channels cloned so far
belong to a single subfamily of genes giving rise to 9 or 10 different isoforms (Catterall et
al., 2005a). In mammalian central neurons, unmyelinated axons often express Nav1.2
channels along their path, whereas the nodal sodium currents in myelinated axons are
typically due to Nav1.6 channels (Vacher et al., 2008). Different isoforms account for
different gating properties (Smith and Goldin, 1998). The inactivation and recovery from
inactivation of sodium channels critically determine axonal excitability during high
frequency repetitive firing. For example, recovery from inactivation is faster in Nav1.6
compared to Nav1.7 channels. Across mouse dorsal root ganglion neurons, large myelinated
fibers display much higher firing frequencies than small unmyelinated ones. This has been
linked to differential expression of these channel isoforms (Herzog et al., 2003). However,
physiological properties depend on the interaction of potentially many different voltage-
gated ion channels. Therefore, the functional consequences of differential distribution of
isoforms for propagation are not well understood.

In many axons, a small percentage (1-2%) of axonal sodium current is gated differently in
that it activates at more hyperpolarized membrane potentials and inactivates slowly (Baker
and Bostock, 1997; Stys et al., 1993; Tokuno et al., 2003). This persistent sodium current is
important for subthreshold excitability and repetitive firing (Bostock and Rothwell, 1997;
French et al., 1990; McIntyre et al., 2002). In some neurons, both transient and persistent
currents stem from the same gene (e.g., Nav1.6) and are both blocked by tetrodotoxin, but it
is not clear if they represent distinct channel populations or a uniform population in which
individual channels can switch between gating modes (Alzheimer et al., 1993; Kiernan et
al., 2003; Magistretti et al., 1999; Taddese and Bean, 2002). Tetrodotoxin-resistant Nav1.8
and Nav1.9 channels also produce slowly inactivating currents and are found for example in
peripheral and trigeminal axons (Black and Waxman, 2002; Coggeshall et al., 2004;
Jeftinija, 1994; Quasthoff et al., 1995). In addition, some sodium channels can produce
small “resurgent” currents during the time of recovery from inactivation (Bean, 2005). This
behavior is associated with accelerated recovery from inactivation and thought to play a role
in allowing rapid repetitive firing, but their functional significance for axonal spike
propagation is unknown.

In contrast to mammals, invertebrates usually only have one or a few genes which encode
voltage-gated sodium channels (Goldin, 2002; Loughney et al., 1989). Diversity of currents
with different gating properties, including persistent ones, seems to predominantly stem
from extensive alternative splicing (Dai et al., 2010; Lin et al., 2009).

2.2.2. Voltage-gated potassium channels—Axonal voltage-gated potassium channels
are critical for excitability. To which aspect of spike propagation they contribute depends on
voltage-dependence and kinetics, and how these properties are matched to the inactivation
and de-inactivation properties of sodium channels (Alle et al., 2009; Baranauskas, 2007;
Sengupta et al., 2010). Fast activation properties are important for the repolarization of
spikes, which in turn influences the excitability during repetitive firing. Slow activation and
deactivation properties determine after-potentials and therefore are also important in
activity-dependent excitability changes. In addition, how much a potassium channel
contributes to activity-dependent changes in spike shape and conduction velocity depends on
if and how fast it inactivates. Apart from the classical sustained delayed rectifier currents
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(Hodgkin and Huxley, 1952) and transient (fast activating and inactivating) A-currents
(Connor, 1975; Connor et al., 1977), a large number of intermediate types exist, and their
pharmacology is inconsistent. Furthermore, there are axonal potassium currents significantly
slower than the classical delayed rectifier (Baker et al., 1987; Kocsis et al., 1987). This
diversity of potassium channel properties is partly due to the fact that they are members of a
diverse gene family (Coetzee et al., 1999; Lujan, 2010). In addition, their pore is formed by
four real subunits that can assemble into heteromeric channels. Molecular identification of
the four prototypical voltage-gated potassium channels was first achieved in Drosophila.
The vertebrate nomenclature for gene families is according to the sequence homology with
the fly single gene orthologues: Kv1 (Shaker), Kv2 (Shab), Kv3 (Shaw), and Kv4 (Shal)
(Gutman et al., 2005). In addition, Kv7 codes for channels that give rise to slow sustained
(M-type) currents.

Kv1 channels can produce either sustained (Kv1.1, Kv1.2, Kv1.3, Kv1.5, Kv1.6) or transient
(Kv1.4) currents, and heteromerization within the family as well as assembly with different
auxiliary subunits can produce a wide variety of gating properties, including delayed
rectifier and A-type currents (Rettig et al., 1994; Trimmer and Rhodes, 2004). Kv1.1, Kv1.2
and Kv1.4 are widely expressed in mammalian axons, where they often are co-localized and
form heteromeric complexes (Rhodes et al., 1997; Trimmer and Rhodes, 2004; Wang et al.,
1993), the combinations of which can be very cell-type specific (Veh et al., 1995). The
juxtaparanodal fast potassium currents in myelinated axons, important for limiting re-
excitation (Benoit and Dubois, 1986; Brau et al., 1990; Corrette et al., 1991; Dubois, 1982;
Kocsis et al., 1987; Kocsis et al., 1982b), are mostly due to Kv1.1 and Kv1.2 subunits
(Nashmi et al., 2000; Rasband and Trimmer, 2001; Utsunomiya et al., 2008; Wang et al.,
1993). Transient Kv1 currents are usually not as rapidly inactivating as the classical A-
currents, but in cortical axons even relatively slow inactivation properties of Kv1 channels
can cause changes in spike shapes during repetitive activation (Shu et al., 2007b).

Kv2 channels are usually restricted to proximal cell compartments (Du et al., 1998; Vacher
et al., 2008), but Kv3 and Kv4 channels are found in axons. The fast nodal delayed rectifier
type current in central myelinated axons is usually due to Kv3.1 channels, more specifically
the splice variant Kv3.1b (Devaux et al., 2003), and Kv3.4 is often associated with Kv1
channels in unmyelinated central axons, possibly forming heteromers (Laube et al., 1996).
Rapidly inactivating Kv4.3 channels can be found in unmyelinated axons (Buniel et al.,
2008). Kv7 channels are found both in unmyelinated axons (Buniel et al., 2008; Vervaeke et
al., 2006), and at the node in myelinated axons (Devaux et al., 2004), where they produce
slow (M-type) currents (Baker et al., 1987; Dubois, 1981; Eng et al., 1988; Schwarz et al.,
2006).

Surprisingly little is known about potassium current diversity in invertebrate axons. It is
noteworthy though that different channel types may be targeted to different cell
compartments with similar specificity as in vertebrates. The A-current found in some
crustacean motor axon trunks (Ballo and Bucher, 2009; Connor, 1975) may be of different
origin than transient potassium currents in proximal cell compartments and in terminals. In a
stomatogastric neuron, antibody staining against Shal and Shaker channels revealed that
Shal is targeted to proximal compartments and axon terminals, while Shaker was exclusively
found along the path of the axon in the motor nerve (Baro et al., 2000). The same axons also
express both Shab and Shaw channels (French et al., 2004). A similar preferred distribution
of Shaker over Shal in axons may be present in many insect neurons (Wicher et al., 2001).

There also is some evidence for axonal calcium-activated potassium currents of the large
conductance BK type. These channels are gated by both calcium elevations and
depolarization and contribute to repolarization and after-hyperpolarization (Lee and Cui,
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2010; Sah and Faber, 2002). They were directly characterized with patch-clamp recordings
in myelinated peripheral axons of frog (Jonas et al., 1991; Koh et al., 1994b) and rat
(Safronov et al., 1993). There also is evidence from electrophysiological and calcium
imaging experiments for their presence in some myelinated and unmyelinated central axons
(Bielefeldt and Jackson, 1993; Callewaert et al., 1996; Lev-Ram and Grinvald, 1987;
Muschol et al., 2003), and immunohistochemistry shows some staining in non-synaptic
axonal membrane (Knaus et al., 1996; Misonou et al., 2006). Their functional impact should
critically depend on the presence of appreciable calcium transients, but it is not clear how
widespread those are among different types of axons (see section 2.2.4.).

In addition, there is evidence for sodium-dependent potassium channels in axons. The
current was first described in the nodal region of frog peripheral myelinated axons, where it
significantly contributes to after-hyperpolarizing potentials following moderate numbers of
spikes (Koh et al., 1994a; Poulter et al., 1995). Later, two genes were identified in mammals
(Bhattacharjee and Kaczmarek, 2005), one of which encodes a channel found in many
central axons, particularly in brainstem and vestibular nucleus neurons (Bhattacharjee et al.,
2002). Both calcium- and sodium-activated potassium currents are present in invertebrates,
and their contribution to spike shape has been studied in insect neuron somata (Wicher et al.,
2006), but little is known about a possible presence and function in axons.

2.2.3. HCN channels—Many axons display inward rectification because they express
hyperpolarization-activated cyclic nucleotide-gated channels. In mammals, there are four
genes, called HCN1-4, which encode subunits that can form homo- or heterotetrameric
channels with distinct gating properties (Biel et al., 2009; Robinson and Siegelbaum, 2003;
Wahl-Schott and Biel, 2009). In invertebrates, extensive splicing of a single gene gives rise
to multiple potential transcripts of HCN homologs (Dai et al., 2010; Gisselmann et al.,
2005; Marx et al., 1999; Ouyang et al., 2007). HCN channels and their invertebrate
homologs are permeable to both sodium and potassium and have fairly unique gating
properties. The current they give rise to (Ih) shows a reverse voltage-dependence of
activation, being partly activated at resting membrane potential and increasing activation
upon hyperpolarization. Therefore, it confers inwardly rectifying properties which play
important role in balancing axonal hyperpolarization caused by potassium conductances and
sodium/potassium-ATPase activity (Baginskas et al., 2009; Baker et al., 1987; Ballo and
Bucher, 2009; Ballo et al., 2010; Grafe et al., 1997; Kiernan et al., 2004; Soleng et al.,
2003; Tomlinson et al., 2010).

In the mammalian brain, HCN channel distribution is very cell-type specific.
Immunohistochemistry revealed the presence in axons of some neurons, whereas in other
axons HCN channels are missing or restricted to distal (albeit often pre-terminal)
compartments (Notomi and Shigemoto, 2004; Nusser, 2009). However, Ih is prominent in
the “axon proper” in myelinated optic nerve fibers (Eng et al., 1990), in myelinated and
unmyelinated peripheral fibers (Baker et al., 1987; Birch et al., 1991; Grafe et al., 1997;
Poulter et al., 1993; Takigawa et al., 1998; Tomlinson et al., 2010), and has also been found
in crustacean axons (Ballo and Bucher, 2009; Ballo et al., 2010).

2.2.4. Voltage-gated calcium channels—There is some evidence for voltage-gated
calcium channels in axons. Obviously, they are present at presynaptic sites where they
control calcium influx and subsequent calcium-dependent transmitter release. In non-
synaptic axonal membrane, the role they play for excitability and spike propagation is less
clear. Like in sodium channels, the pore-forming part of calcium channels consists of single
subunits (α1). These are encoded by 3 families of genes in mammals (Catterall, 2000;
Catterall et al., 2005b; Dolphin, 2009) which match the original classification of calcium
currents by gating properties and pharmacology. Cav1 and Cav2 channels are high voltage-
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activated (Cav1 = L-type; Cav2 = P/Q-, N-, and R-type), whereas Cav3 channels are low
voltage-activated (T-type). In invertebrates, pharmacology, gating properties, and sequence
information do not perfectly match mammalian channels, but allow at least the classification
in L-type, and non-L-type (Jeziorski et al., 2000).

Information about the role calcium channels may play for axonal excitability is ambiguous
for two reasons. First, they can be expressed postnatally but early enough that their role may
be predominantly in regulating intracellular calcium concentrations critical for growth. For
example, calcium channels are expressed in some axons with incomplete myelination: P-
type channels in Purkinje cell axons (Callewaert et al., 1996), and N-type channels in optic
nerve axons (Sun and Chiu, 1999). Interestingly, N-type channels in optic nerve axons also
appear in demyelination disease models (Gadjanski et al., 2009). Second, even in the adult,
axonal calcium channels may be predominantly involved in intracellular calcium signaling
in some cases and not play a large role in directly determining excitability. Activity-
dependent calcium influx in adult myelinated rat optic nerve axons was first detected by
calcium imaging (Lev-Ram and Grinvald, 1987), and it was later shown that L-type calcium
channels are present (Brown et al., 2001; Fern et al., 1995a). Calcium influx is not restricted
to nodes but homogeneous along the axon (Zhang et al., 2006). Channels do not appear to be
of sufficient density to contribute more than subtly to spiking or normal excitability, so their
role may be mostly regulatory (Brown, 2003).

However, in other cases calcium channels appear to contribute significantly to excitability.
In some unmyelinated peripheral axons, propagated calcium spikes can be observed when
sodium currents are blocked and potassium currents are reduced (Elliott et al., 1989; Jackson
et al., 2001; Mayer et al., 1999; Quasthoff et al., 1995; Wächtler et al., 1998). In a
crustacean stomatogastric motor axon, L-type calcium channels convey bistable membrane
behavior in the motor nerve, as a brief electrical stimulation can lead to self-sustained tonic
firing for tens of seconds (Le et al., 2006). Antibody staining in the stomatogastric nervous
system showed both L-type and P/Q-type channels in peripheral nerve axons (French et al.,
2002). Calcium channels may also play an important role in determining excitability in en
passant synapses or varicosities during repetitive activation. In distal axons of hypothalamic
peptidergic neurons in the neurohypophysis, calcium channel-dependent activation of
calcium-dependent potassium channels and subsequent partial membrane inactivation in
secretory varicosities has been suggested to cause spike failures and slow spike conduction
in an activity-dependent manner (Bielefeldt and Jackson, 1993; Muschol et al., 2003).

There also is evidence for L-type channels in non-synaptic axonal membrane in spinal dorsal
column white matter (Ouardouz et al., 2003), hippocampal neurons (Tippens et al., 2008),
and Leech Retzius and Leydig neurons (Beck et al., 2001; Lohr et al., 2001). Therefore,
voltage-gated calcium channels may be fairly common in non-synaptic axonal membrane,
but little is known about their functional roles.

2.2.5. Other ion channels, pumps, and exchangers—As stated above, we did not
intend to give a complete account of ion channels in axons. However, we want to point out
that it is by no means clear that axonal expression of ion channels is usually limited to the
canonical types described here. For example, transient receptor potential (TRPC) channels
are expressed in axons of cultured hippocampal neurons (Strubing et al., 2001). In some
myelinated axons, both ATP-sensitive potassium channels (Jonas et al., 1991), and voltage-
independent potassium channels with unique (flickering) opening properties (Koh et al.,
1992; Reid et al., 1999; Safronov et al., 1993) have been found. There also is accumulating
evidence that voltage-gated chloride channels play a role in controlling neuronal excitability
(Rinke et al., 2010), and such channels can be present in peripheral axons (Strupp and Grafe,
1991; Wu and Shrager, 1994).
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Apart from ionic conductances, ion pumps and exchangers can also play a significant part in
activity-dependent changes in axonal excitability. Particularly important is the sodium/
potassium-ATPase (Na+/K+-pump) which was first isolated from crustacean leg nerves
(Skou, 1957). It uses hydrolysis of ATP to pump three sodium ions to the extracellular side
for every two potassium ions pumped into the axon, and therefore causes a net deficit of
positive charge (Baker et al., 1969; Skou, 1988). In addition to the role of its electrogenic
properties for maintaining the resting potential, its sodium-dependence makes it an
important contributor to transient changes in membrane potential. The massive influx of
sodium during repetitive spiking activates the pump which in turn causes prolonged after-
hyperpolarization and an increase in activation threshold (Bostock and Grafe, 1985; Gordon
et al., 1990).

3. Short-term dynamics of spike propagation
The gating properties of ion channels endow non-synaptic axonal membrane with a voltage-
and time-dependence that renders spike propagation dependent on the history of activity. In
addition, geometrical factors can slow down or speed up spike propagation. At the extremes
of changes in excitability and conduction velocity, spike propagation can fail in the axon or
single propagated spikes can elicit repetitive activity. In this section, we will first describe
how the properties of voltage-gated ion channels and other ionic mechanisms can change
axonal excitability and spike propagation. We will then review how non-uniform axonal
structure and excitability affect spike propagation. Finally, we will discuss what these
phenomena may mean with respect to neural coding.

3.1. Activity-dependent changes in axon excitability and conduction velocity
In a hypothetical axon with uniform geometry and ion channel distribution or, in the case of
myelinated axons, uniform repetitions of the same spatial pattern of membrane properties,
changes in conduction velocity during repetitive activity are solely due to spikes traveling
through regions of altered membrane excitability left in the wake of preceding spikes. As
described in section 2.2., the complement of voltage-gated ion channels in axonal membrane
can be quite complex, including channels with substantially different voltage-dependences
and time constants associated with activation and inactivation (Fig. 3B). Therefore,
conduction velocity can be a highly nonlinear function of spike frequency and history, not
well correlated with membrane potential or spike shape. In addition, spike velocity changes
with propagation distance as a function of changing spike intervals.

3.1.1. The recovery cycle of axonal excitability—It was recognized early that during
repetitive activation nerves undergo absolute and relative refractory periods of decreased
excitability and conduction velocity. Detailed studies of excitability changes also showed
that under some conditions there can be periods of supernormal excitability (Adrian, 1920),
but these were for some time erroneously thought to represent experimental artifacts
(Graham and Lorente de No, 1938). Finally, there can be a period of prolonged decrease in
excitability, termed the subnormal period. Collectively, this oscillatory sequence of
excitability changes is termed the recovery cycle. One of the first systematic and carefully
controlled investigations of activity-dependent changes in spike conduction was performed
by Bullock (1951). He measured the change in excitability and conduction velocity in
earthworm lateral giant axons and frog sciatic A-fibers with repeated stimuli: a conditioning
pulse followed by a test pulse at different intervals (Fig. 4A). He found that at intervals of a
few milliseconds, excitability and conduction velocity of the spike in response to the test
pulse were reduced, but with larger intervals excitability and conduction velocity were
increased. This supernormal period extended to intervals of more than 100 milliseconds, and
was even greater when more than one conditioning stimulus was used. Importantly, the time
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courses of activity-dependent changes in excitability and conduction velocity were similar.
In frog myelinated sciatic fibers, excitability was later tested for longer time intervals and
with a number of different conditioning stimulus regimes (Raymond, 1979). When axons
were conditioned with short high-frequency stimulation or lower-frequency stimulation
sustained over several minutes, the refractory period and subsequent supernormal period
was followed by a long-lasting subnormal period of increased threshold (Fig. 4B).

In rabbit corpus callosum neurons, changes in stimulation threshold and conduction velocity
have been tested with soma recordings and antidromic axon stimulations (Swadlow, 1974;
Swadlow et al., 1980; Swadlow and Waxman, 1975, 1976). Similar sequences of refractory,
supernormal, and subnormal periods were observed. As in Bullock's experiments with
earthworm axons, changes in excitability and conduction delay closely followed the same
time course. It was also found that the duration of the supernormal period depended on the
control conduction velocity. Fast conducting axons recovered more rapidly from
supernormality. Interestingly, the duration of the supernormal period appeared to be a
continuous function of the control conduction velocity when data from both myelinated and
unmyelinated axons were plotted concomitantly, suggesting that there was no systematic
difference in excitability changes between axons with continuous or saltatory conduction.

Activity-dependent changes in excitability, including supernormal and late subnormal
conduction, were also studied in other central axons, like the efferent fibers of basal
ganglion neurons (Kocsis and VanderMaelen, 1979), Schaffer collaterals (Soleng et al.,
2004; Wigstrom and Gustafsson, 1981), cerebellar parallel fibers (Gardner-Medwin, 1972;
Kocsis et al., 1983), and optical nerve fibers (George et al., 1984; Oozeer et al., 2006).
Today, the dynamics of excitability and spike conduction are extensively used in the study
of peripheral nerves. The good agreement between changes in stimulation thresholds and
conduction delays imply that the same ionic mechanisms underlie changes in excitability
and conduction velocity. In the literature, both terms are often used interchangeably or at
least under the assumption that changes in one parameter are similar to changes in the other.
In studies of human peripheral nerves, threshold measurements are now common because
they are more sensitive to certain aspects of pathological changes (Bostock et al., 1998). A
systematic analysis of changes in human axon excitability was first performed on the median
nerve, showing refractory and supernormal phases similar to those in animal models, with
some differences between different fiber types (Gilliatt and Willison, 1963; Stohr, 1981).
Such excitability studies still play an important role in the study of the human peripheral
nervous system and its pathological states. Although non-invasive by nature, and therefore
with no cellular electrophysiological access, gauging nerve excitability with measurements
of stimulation threshold and conduction velocity allows many inferences about ionic
mechanisms, dysregulation of ion channels, and demyelination (Bostock et al., 1998;
Bostock and Rothwell, 1997; Burke et al., 2001; Krishnan et al., 2009). In animal model
systems, where at least in some cases direct access for the measurement of axonal membrane
properties is possible, the relationships between the properties of specific ionic
conductances, excitability, and membrane potential have been studied in some detail.

3.1.2. Ionic mechanisms underlying the recovery cycle—The mechanisms
underlying the different phases of the recovery cycle have been reviewed extensively, most
recently by Krishnan et al. (2009) in the context of neurological disorders. They are best
understood in peripheral myelinated axons, but also studied in detail in unmyelinated
peripheral axons (Weidner et al., 2002). There are some quantitative differences between
motor and sensory fibers (e.g. Kiernan, 2004), C-fibers of different sensory modalities
(Bostock et al., 2003; Campero et al., 2004; Obreja et al., 2010; Serra et al., 1999; Weidner
et al., 2000), and peripheral versus optic nerve axons (Oozeer et al., 2006). The diversity of
ion channels suggests that ionic mechanisms may differ across different axon types, but in
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general there is good agreement about at least some of the activity-dependent changes in
excitability and conduction velocity.

The period of reduced excitability and conduction velocity immediately following a spike is
relatively straightforward to explain. According to the ionic theory of spike initiation and
propagation by Hodgkin and Huxley (1952), which includes only fast sodium and delayed
rectifier potassium conductances, the absolute refractory period following a spike peak is
due to the inactivated state of sodium channels and the elevated potassium conductance. No
spikes can be elicited during this period. This phenomenon is important because it ensures
the unidirectional propagation of spikes under normal circumstances. During the relative
refractory period, axonal excitability is still decreased while sodium channels are recovering
from inactivation and potassium channels are deactivating. The threshold for spike initiation
is higher and the conduction velocity therefore slowed.

Supernormal and subsequent subnormal conduction are less straightforward to explain. Even
relatively simple axon models including only Hodgkin-Huxley conductances and cable
equations generate this oscillatory sequence of supernormal-subnormal swings to some
degree (Miller and Rinzel, 1981; Moradmand and Goldfinger, 1995), likely associated with
passive capacitive effects. However, in most axons changes in excitability are due to distinct
ionic mechanisms that are not part of the Hodgkin-Huxley model. In frog sciatic nerve, it
was noticed early that the supernormal period may be associated with a depolarizing after-
potential (Gasser and Erlanger, 1930), later described in detail for myelinated frog and rat
axons (Bowe et al., 1987). Originally, it was thought that the main mechanism is an increase
in extracellular potassium concentration (Bowe et al., 1987; Gilliatt and Willison, 1963;
Kocsis and VanderMaelen, 1979; Malenka et al., 1983; Swadlow and Waxman, 1976).
However, a substantial contribution to depolarization comes from passive capacitive
charging of the internodal membrane of myelinated axons (Barrett and Barrett, 1982; Blight,
1985; Blight and Someya, 1985; David et al., 1995). A similar passive mechanism has been
proposed for unmyelinated peripheral and central axons (Bostock et al., 2003; Soleng et al.,
2004; Weidner et al., 2002). In addition, persistent (or potentially “resurgent”) sodium
currents can play an important role (Bostock and Rothwell, 1997; Burke et al., 1998;
McIntyre et al., 2002; Stys et al., 1993). Peripheral nerves can also show a “paradoxical”
hyperexcitability following long high-frequency activation in peripheral nerve that can lead
to ectopic spike initiation (Bostock and Bergmans, 1994; Bostock et al., 1998; Kiernan et
al., 1997). This phenomenon is thought to arise from a depolarization caused by
accumulation of extracellular potassium.

Subnormal excitability can also be due to several underlying mechanisms. The subnormal
period following a single spike can arise from a hyperpolarization caused by slow potassium
currents (Baker et al., 1987; Lin et al., 2000; Schwarz et al., 2006; Stys and Waxman, 1994;
Taylor et al., 1992), and repetitive activation can lead to accumulation of this effect (Burke
et al., 2001; Burke et al., 1995; Miller et al., 1995). The sequence of depolarizing and
hyperpolarizing after-potentials in a myelinated axon can be seen in Fig. 5A and B, and the
associated changes in excitability in a model of the myelinated axon are depicted in Fig. 5C.
The after-hyperpolarization in this model (McIntyre et al., 2002) was due only to potassium
conductances such as described above. However, higher frequency activation often leads to
a more prolonged after-hyperpolarization of different origin. It is due to the sodium-
dependence of the Na+/K+-pump and can last many minutes (Fig. 4B). Particularly in
smaller axons, repetitive activity leads to a substantial change in intracellular sodium
concentration, and subsequent activation of the pump. Because the pump exchanges three
sodium ions for two potassium ions, strong activation leads to hyperpolarization. There is
ample evidence for this type of hyperpolarization for many different types of axons,
including invertebrate and vertebrate, myelinated and unmyelinated (Baker, 2000; Barrett
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and Barrett, 1982; Bostock and Bergmans, 1994; Gordon et al., 1990; Kiernan et al., 2004;
Moldovan and Krarup, 2006; Robert and Jirounek, 1998; Scuri et al., 2007; Vagg et al.,
1998; Van Essen, 1973).

3.1.3. After-potentials and activity-dependent changes in spike shape—Despite
the fact that changes in excitability and conduction velocity are often well correlated with
changes in membrane potential, this relationship is complex in many cases. In general, the
presence of multiple conductances with diverse time- and voltage-dependences of activation
and inactivation leads to substantial nonlinearities that can make it very difficult and non-
intuitive to map conductances to membrane behavior (Taylor et al., 2009). In the context of
spike propagation, every aspect of changes in membrane potential, excitability, and
conduction velocity is shaped by the contribution of multiple, often functionally opposing
conductances. There are two types of changes in voltage trajectory that can be observed. The
existence of depolarizing and hyperpolarizing after-potentials means that consecutive spikes
are fired from different membrane potentials. In addition, the spike shape itself, i.e. its
amplitude and duration, can change.

The inactivation of sodium channels on its own has an effect on spike shape during
repetitive activity, in that spikes propagating in the relative refractory period have reduced
amplitudes. Spike amplitude reduction due to sodium channel inactivation has been
observed in a number of systems, but has mostly been discussed in the context of spike
failures at branch points (Brody and Yue, 2000; Grossman et al., 1979a, b; see section 3.2.),
or with respect to synaptic depression caused by a reduction of presynaptic depolarization
(He et al., 2002). In Hodgkin-Huxley type model axons, conduction velocity is positively
correlated with spike amplitude, and spike amplitude decreases with decreasing spike
intervals (Moradmand and Goldfinger, 1995; Fig. 6A and B). It should be noted that two
related mechanisms underlie the slowing of conduction by sodium channel inactivation:
spike threshold is increased, and the reduced spike amplitude limits the distance over which
adjacent regions can be depolarized to threshold.

The voltage-dependence of sodium channel inactivation and de-inactivation illustrates the
ambiguous effects that membrane potential can have on axonal excitability. A brief
subthreshold depolarization brings the membrane closer to the activation threshold of
sodium channels and therefore closer to spike threshold. In consequence, depolarization by
impulses can spread farther and conduction velocity is increased, as seen in the supernormal
conduction associated with after-depolarization. On the other hand, a more sustained
subthreshold depolarization will inactivate sodium channels. In consequence, fewer sodium
channels are available for activation and conduction velocity will be decreased. In
unmyelinated axons innervating the rat cranial meninges, sodium channel inactivation
slowed spike conduction during sustained low frequency stimulations (De Col et al., 2008).
Interestingly, block of the Na+/K+-pump increased this effect. The pump is often held
responsible for the pronounced slowing of conduction in unmyelinated axons, but blocking
it can also lead to depolarization and subsequent sodium channel inactivation. Slow
depolarization during repetitive activity also leads to sodium channel inactivation and
reduced spike amplitudes in crustacean axons (Grossman et al., 1979a) and hippocampal
axons (Brody and Yue, 2000; He et al., 2002; Meeks and Mennerick, 2004).

Hyperpolarization moves the membrane potential further away from the activation threshold
of sodium channels and slows impulse conduction, as seen in the subnormal conduction
associated with after-hyperpolarization. On the other hand, hyperpolarization causes
removal of inactivation and renders more sodium channels available for activation, therefore
increasing conduction velocity. Graded presynaptic hyperpolarization leads to increased
spike amplitudes at the squid giant synapse (Hagiwara and Tasaki, 1958) and at autaptic
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contacts in cultured hippocampal neurons (Thio and Yamada, 2004). In a crustacean
stomatogastric axon, depolarizing current injection during ongoing bursting activity reduces
spike amplitude and increases the frequency-dependent reduction of amplitude, whereas
hyperpolarizing current injection increases spike amplitude and reduces the frequency-
dependent reduction of amplitude (Ballo and Bucher, 2009; Fig. 6E). The inactivation
properties of sodium channels are also thought to explain changes in the recovery cycle of
peripheral unmyelinated axons in rats and humans in response to sustained depolarization
and hyperpolarization by chemical mediators (Moalem-Taylor et al., 2007). Here,
depolarization leads to increased conduction velocity for a conditioning compound spike,
but to a loss of supernormal conduction in subsequent test spikes. Hyperpolarization leads to
overall slowing but to an extension of the supernormal period.

The role that potassium currents play for conduction velocity and excitability can also be
ambiguous. Slow potassium currents, like those produced by Kv7 channels, mainly play a
role during repetitive activity. They cause hyperpolarization and limit the duration of the
supernormal phase. Again, the effect of this hyperpolarization can be ambiguous. While
hyperpolarization leads to subnormal conduction, it promotes removal of inactivation from
sodium channels. Consequently, block of Kv7 channels can lead to increased sodium
channel inactivation in rat hippocampal axons and reduce spike amplitudes (Vervaeke et al.,
2006). The functional contribution of fast potassium channels to excitability depends largely
on how their activation and de-activation properties are matched to the inactivation and de-
inactivation of sodium channels (Alle et al., 2009; Baranauskas, 2007; Sengupta et al.,
2010). In the classical Hodgkin-Huxley model, they have a number of effects. Their opening
upon depolarization speeds up spike repolarization and therefore limits inactivation of
sodium channels. Their relatively slow deactivation produces an after-hyperpolarization that
accelerates the removal of inactivation from sodium channels. These two processes reduce
the refractory period and therefore limit slowing of spike conduction. On the other hand,
delayed deactivation and the fact that a portion of channels are open at resting membrane
potential decreases excitability and slows spike conduction. In myelinated axons, the role of
fast potassium currents is controversial. They are small at the node, and the juxtaparanodal
Kv1 channels are sometimes thought to contribute little to repolarization, but to have their
main function in limiting re-excitation (Chiu et al., 1979; Mert, 2006; Oozeer et al., 2006).
For example, they limit after-depolarization in rat sciatic nerve (Baker et al., 1987).
However, fast potassium channels contribute to spike repolarization in peripheral rat and
lizard axons, as specific blockers increase spike duration (Baker et al., 1987; David et al.,
1995; Eng et al., 1988; Kocsis et al., 1987). Optical nerve axons and other central axons also
show a distinct increase in spike duration when Kv1 channels are blocked (Geiger and Jonas,
2000; Gordon et al., 1988; Shu et al., 2007b). Because some of these channels produce
inactivating A-type or D-type currents, their contribution to repolarization and re-excitation
changes during repetitive activity. For example, A-current inactivation during repetitive
firing is thought to underlie supernormal conduction in crustacean axons (Stockbridge and
Yamoah, 1990). Potassium channel inactivation progressively increases spike duration, for
example in layer 5 pyramidal axons (Shu et al., 2007b), crustacean stomatogastric motor
axons (Ballo and Bucher, 2009), and mossy fibers (Geiger and Jonas, 2000; Fig. 6C and D).
Again, the effect on excitability is ambiguous. On the one hand, potassium channel
inactivation increases excitability as diminished outward currents reduce the amount of
current necessary to reach spike threshold. On the other hand, prolonged spike duration
increases sodium channel inactivation during repetitive activity. Because of the voltage-
dependence of A-current inactivation, the magnitude of changes in spike duration during
repetitive activation is also dependent on membrane potential. During sustained
depolarization, inactivation rapidly leads to prolonged spike duration with little subsequent
change, while sustained hyperpolarization accelerates initial spike repolarization which then
slows down substantially during successive spikes (Ballo and Bucher, 2009; Fig. 6E).
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During higher frequency spiking, prolonged repolarization times can also contribute to
summation, with the consequence that successive spikes are fired from more depolarized
membrane potentials (Ballo and Bucher, 2009; Fig. 8).

In the context of repetitive activation, the function of fast potassium currents in limiting re-
excitation usually dominates over the function in limiting sodium channel inactivation.
Therefore, blocking potassium currents usually leads to hyperexcitability. For example,
block of Kv1 channels can lead to distal axonal spike initiation in a number of axons (Baker
et al., 1987; Kocsis et al., 1987; Palani et al., 2010; Shu et al., 2007b). An interesting case in
this respect is the presence of fast Kv3 channels at the node of myelinated axons. The
contribution of such channels to repetitive activity has been studied with somatic recordings
in fast spiking central neurons in the context of spike initiation (Baranauskas, 2007; Bean,
2007; Erisir et al., 1999). They behave differently than the classical delayed rectifier
currents in a number of ways. Most importantly, they have a steep voltage-dependence,
activate at relatively depolarized potentials, and their deactivation is very fast.
Consequently, they do not significantly contribute to the excitability after the spike, but
mainly help the rapid repolarization of the spike, which limits the refractory period.
Therefore, blocking Kv3 channels has the somewhat counter-intuitive effect of reducing re-
excitability.

In general, spike shape critically depends on which types of potassium channels a neuron
expresses, and neurons with short spike durations are usually able to sustain higher spike
frequencies (Bean, 2007). On the other hand, recent studies have shown that the waveform
of a single spike can be quite robust to differences in temporal overlap between sodium and
fast potassium currents, as long as appropriate single conductance levels are maintained
(Alle et al., 2009; Sengupta et al., 2010). These studies focused on energy expenditure of
single spikes, under the premise that large temporal overlap between opposing sodium and
fast potassium conductances results in the need for larger sodium currents to generate a
spike, and subsequently to increased ATP hydrolysis by the Na+/K+-pump. The
consequences for repetitive activation have not been studied but the results demonstrate that
in the presence of currents with opposing signs, voltage trajectory is a poor predictor of
conductance. This is important in the context of spike conduction velocity because the
axonal length constant is dependent on total conductance (the inverse of input resistance). In
the context of repetitive activity, the presence of balancing or opposing ionic mechanisms
can also mean that total conductance changes are not well reflected in the voltage trajectory.
A good example for this may be the balance between after-hyperpolarization and inward
rectification through Ih. As hyperpolarization increases, inwardly rectifying channels open
and limit further hyperpolarization. This is associated with a decrease in late subnormal
excitability in peripheral axons (Baker et al., 1987; Grafe et al., 1997; Moalem-Taylor et al.,
2007; Robert and Jirounek, 1998; Takigawa et al., 1998). Ih also reduces spike slowing and
conduction failures in unmyelinated central axons (Baginskas et al., 2009; Soleng et al.,
2003), and balances activity-dependent hyperpolarization in crustacean axons (Ballo and
Bucher, 2009; Ballo et al., 2010; Beaumont et al., 2002; Beaumont and Zucker, 2000). The
more pronounced late subexcitability in human motor axons compared to cutaneous
afferents is thought to arise from a smaller inward rectification through Ih (Kiernan et al.,
2004). The function of Ih in balancing hyperpolarization suggests that inward rectification
improves the temporal fidelity of spike conduction. However, the opposing action of after-
hyperpolarization and inward rectification means that the change in total conductance is
disproportionate to the actual change in membrane potential. In other words, very different
underlying membrane resistance can underlie similar membrane potentials, and therefore
result in very different conduction velocities. We are not aware of a case where such a
relationship has been explicitly investigated, but it is intriguing that Ih is important in
determining the steady-state interburst membrane potential in rhythmically active crustacean
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axons (Ballo and Bucher, 2009; Ballo et al., 2010), and shifts the entire recovery cycle in
human c-fibers (Moalem-Taylor et al., 2007).

The changes in excitability and membrane potentials discussed so far result from axonal
spiking activity and therefore only play a role during repetitive activity. However, recent
work has shown that in some axons fluctuations in membrane potential are due to synaptic
or modulatory input. Direct effects from axo-axonal synapses or paracrine release of
modulators are discussed in section 4, but there can also be passive spread of sub-threshold
potentials from proximal sites over relatively long distances. Recent work on mammalian
central neurons shows that even in small diameter axons passive spread of synaptic
potentials from dendritic and somatic inputs bridge hundreds of micrometers or more and
influence the efficacy of spike-mediated transmission at presynaptic sites (Alle and Geiger,
2006, 2008; Kress and Mennerick, 2009). In addition, fluctuations of membrane potential
generated in terminals can spread antidromically to influence spike initiation (Paradiso and
Wu, 2009). These results are of course most interesting in the context of presynaptic
depolarization and the integration of analog and digital signaling components. However,
they also illustrate that in some axons, sub-threshold membrane potential fluctuations
generated by barrages of proximal synaptic inputs can spread through a substantial portion
of the axon. Therefore, they may also influence conduction velocities and delays.

3.1.4. Spatial variation of activity-dependent changes in excitability—It is
important to note that activity-dependent changes in conduction velocity are a function of
local excitability changes at any given site that is traversed by propagating spikes.
Therefore, there is a spatial component to temporal precision. If conduction velocity is
different between consecutive spikes, the interval between the spikes changes along the axon
and the excitability of the axon at the time of the second spike is different at different
locations. The temporal precision of spike conduction for given local excitability changes
depends on the mean absolute velocity and the length of the axon. To some degree, the same
percent change in velocity will have a bigger effect in longer or more slowly conducting
axons. However, conduction delay does not change linearly with distance. If the second
spike travels more slowly than the first, the interval between both will increase along the
axon, potentially until it is large enough for both spikes to be conducted at the same speed. If
the second spike is faster than the first, it eventually approaches the refractory region left in
the wake of the first and starts slowing down, so the interval at which both travel stabilizes.
In a long enough axon, this means that smaller variations in spike initiation can be
compensated during propagation, and pairs of spikes can be locked into a specific interval.
A theoretical demonstration of this principle can be seen in Figure 7A and B, obtained from
a Hodgkin Huxley-type long axon model (Moradmand and Goldfinger, 1995). This model
shows the usual triphasic change in conduction velocity when pairs of spikes are elicited at
different intervals and delay is measured at a fixed distance (Fig. 7A). Figure 7B shows the
change in interval over the length of the axon for different stimulus intervals. When the
second spike is elicited during the relative refractory period at the stimulation site,
conduction velocity is reduced and the interval increases asymptotically to a maximum with
axonal distance. When the second spike is elicited during the earlier part of the supernormal
period, conduction velocity is increased and interval decreases with axonal distance,
converging on the same value as the ones from stimulations during the relative refractory
period. This means that for a small range of intervals generated at a spike initiation site,
intervals of spikes arriving at presynaptic sites can be equalized. Such equalization has been
observed in antidromic stimulations of efferent visual cortical neurons in the rabbit and
termed “impulse entrainment” (Kocsis et al., 1979). Figure 7C shows that in this system
varying stimulus intervals had no effect on the spike intervals recorded over the distance
from thalamus to cortex. Similar entrainment towards intervals that are close to the duration
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of the relative refractory period has been demonstrated in human C-fibers (Weidner et al.,
2002).

Another aspect of the spatial component of excitability changes is that in neurons with more
than one integrative site, spike-mediated interactions occur across compartments. In the
lobster stomatogastric nervous system, a motor neuron controlling esophageal muscles has
three spike initiation zones, one in the unpaired ganglion that the soma resides in, and one in
each of a bilateral pair of ganglia that the axon traverses before it exits through motor
nerves. Synaptic inputs in the bilateral pair of ganglia serve two functions. They elicit
rhythmic motor activity and rhythmically inhibit conduction of tonic spiking generated in
the unpaired ganglion (Nagy et al., 1981). This inhibitory effect may be exerted by
excitability changes following each rhythmic burst instead of resulting from direct inhibitory
synaptic inputs. Similarly, the spike initiation zones in multi-segmental leech heart
interneurons are usually suppressed by bursts generated in the “dominant” ganglion
(Calabrese, 1980). Spike initiation and propagation can also be suppressed by antidromic
propagation of spikes. Different terminals of the same C-fiber that integrate sensory input
can influence each other. Spikes initiated in one terminal arbor can be propagated both
orthodromically towards the central nervous system, and antidromically into adjacent arbors
where they may block spike initiation or conduction (Weidner et al., 2003). Over longer
distances, presynaptic inputs at axon terminals can elicit spikes that back-propagate and
inhibit activity, a phenomenon very common in both vertebrate and invertebrate neurons
(Cattaert and Bevengut, 2002; Pinault, 1995).

3.1.5. Frequency- and history-dependence of conduction velocity during
complex spike patterns—Most of the excitability changes discussed so far have been
studied in the conceptual framework of how a “conditioning” spike or train of spikes affects
the initiation and conduction of a subsequent “test” spike. However, this framework is
insufficient to understand the fluctuations of conduction velocity that occur when a neuron
produces spike trains of more or less complex temporal structure. Obviously, if spike
intervals are sufficiently large for the axonal membrane to return to the initial state,
consecutive spikes will have identical conduction delays. Therefore, changes in spike delay
depend on neuronal activity that is sufficiently repetitive, and on the time constants of
membrane properties underlying these dynamics. Relatively fast processes at a time scale
similar to spike intervals will render conduction velocity dependent on spike frequency.
Relatively slow processes at a time scale of multiple spike intervals will in addition render
conduction velocity dependent on the history of spiking, i.e. on the preceding pattern of
spikes, further back in time than just the last interval.

Potentially, even when only the dynamics arising from the interactions of voltage-gated
currents are considered, history-dependence may involve rather large time scales. Such
larger time scale processes are not just resulting from slow activation or inactivation
properties of some voltage-gated ion channels, which are usually limited to hundreds of
milliseconds or a few seconds. Rather, during repetitive spiking they depend on the changed
initial conditions at the time of each spike. Repeated activation at intervals smaller than the
recovery time leads to cumulative effects. For example, consider the original description of
sodium channel gating during spikes in the squid giant axon (Hodgkin and Huxley, 1952).
Sodium channels activate and inactivate, and then recover from inactivation within some 4
ms after the onset of the spike. If another spike occurs within the relative refractory period,
say after an interval of 3 ms, fewer sodium channels are available for activation because
more channels still have closed inactivation gates. The second spike therefore starts under
changed initial conditions, which has consequences for the following refractory period. A
third spike with the same interspike interval will now start at conditions different from both
the first and the second, as even fewer sodium channels are available (see Fig. 6A). With
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repeated activation, changes in propagation therefore occur over time scales significantly
larger than the largest time constant of any channel gating process. Furthermore, the changes
in voltage trajectory (e.g., reduced spike amplitude) mean that activation, inactivation and
removal of inactivation are affected differently by each spike, leading to non-monotonic
changes in conduction velocity (Elphick et al., 1990; Miller and Rinzel, 1981; Moradmand
and Goldfinger, 1995). Intrinsic properties of neurons in general arise from multiple
interacting time- and voltage-dependent processes. Complex combinations of such processes
can make neuronal firing very dependent on the history of activity, potentially at a time
scale exceeding the largest time constant present in any separate underlying process (Drew
and Abbott, 2006; Gilboa et al., 2005; Tal et al., 2001). Considering that spike propagation
in probably all cases involves interactions between different ionic conductances displaying
gating properties with several different time constants, and in addition may be influenced by
other processes such as summating pump currents or intracellular calcium dynamics, it is
likely that many axons show substantial history-dependence of conduction velocity.

The history-dependence of conduction velocity means that in a given axon with given
membrane dynamics the types of changes imposed by propagation depend critically on the
pattern of activity. A simple aspect of this has already been discussed, as it is apparent from
many examples that the relative strength and duration of each part of the recovery cycle is
dependent on the conditioning stimulus, i.e. different between a single conditioning stimulus
and trains of stimuli of different duration and frequency (e.g., Raymond, 1979; Kiernan et
al., 1997; see Fig. 4B). However, in order to understand the contribution of activity-
dependent changes in conduction velocity to the shaping of temporal patterns, one has to
consider to which degree the conduction delay of each of the spikes in a pattern is affected.
In other words, the more interesting question is how the temporal structure, i.e. the pattern of
intervals in a train of impulses, is altered by the process of propagation. The problem in
many cases is that the dynamic range of naturally occurring spike patterns is not known. In
the absence of a good approximation of “natural” temporal patterns, attempts have been
made to theoretically explore the extent and sign of temporal dispersion in response to
different sustained spike frequencies (Miller and Rinzel, 1981), or to trains with a
randomized (Poisson-like) frequency distribution (Moradmand and Goldfinger, 1995). In
these models based only on cable theory and Hodgkin-Huxley type ionic conductances, it
was found that intervals and temporal structure changes can be substantial and are dependent
on mean frequency.

One of the few cases where the extent of changes in delay has been shown for realistic
“natural” activity in a biological axon comes from the lobster stomatogastric nervous system
(Ballo and Bucher, 2009). This model system reliably produces regular rhythmic patterns in
vitro that closely resemble in vivo activity (Marder and Bucher, 2007). The pyloric dilator
(PD) neurons in the lobster continuously burst with a duty cycle of ~35% at periods around
1s, and each burst consists of ~20 spikes (Ballo and Bucher, 2009). The interspike interval
structure is parabolic, i.e. it shows increasing instantaneous spike frequencies towards the
middle of the burst, peaking at around 70 Hz, and decreasing frequencies towards the end.
Intracellular recordings of the axon in the motor nerve show a number of changes in voltage
trajectory over the course of a single burst (Fig. 8A and B). Spike amplitude is diminished as
a function of frequency, and spike duration increases over the course of a single burst (see
also Fig. 6E). In addition, the slow spike repolarization causes summation which results in
each spike being fired from a different membrane potential. Conduction delays recorded
between proximal and distal recording sites at several centimeters distance show a complex
pattern of changes that are not clearly correlated with instantaneous frequencies or any of
the changes in voltage trajectory (Fig. 8B). These nonlinearities are apparent in single
bursts, but are also due to changes occurring at slower time scales changes which are not
apparent during steady-state ongoing activity. When centrally generated activity is blocked,
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the baseline membrane potential slowly depolarizes with a time constant of several hundred
seconds (Fig. 8C), an effect that can be reversed when the distal axon is stimulated with a
realistic pattern. Therefore, the extent to which conduction delay changes over the course of
a single burst probably also depends on the frequency and strength of ongoing bursting
activity.

In the lobster axon described, the functional consequences of the substantial changes in the
interval structure of spikes within each burst are unknown. One of the few cases where
activity-dependent changes in conduction delays have explicitly been considered part of the
coding strategy is the signaling of human C-fibers (Weidner et al., 2002). During repetitive
activation, C-fibers hyperpolarize and conduction velocity progressively slows. However,
slowing of conduction does not mean that all intervals increase during propagation. C-fibers
often fire in bursts, and the overall activity level determines how changes in excitability and
conduction affect the smaller scale temporal structure. Weidner et al. (2002) stimulated
fibers with trains of 4 stimuli at high frequency (20 or 50 Hz) and varied the repetition rate
of these trains, i.e. they elicited patterns with varying burst frequencies but constant burst
duration and intraburst spike frequency (Fig.9). Compared to initial conditions, overall
conduction velocity was always slowed. However, the relative change in conduction
velocity between spikes within one burst changed dramatically depending on the overall
activity level, i.e. on burst frequency. At low repetition rates, intervals increased, i.e.
intraburst frequency decreased. At higher repetition rates, intervals decreased, as
consecutive spikes within each burst slowed less than initial ones. This “relative
supernormality” led to a several-fold increase in intraburst spike frequency, apparently
approaching the point where impulse locking would occur over the propagation distance.
The process of propagation therefore enhances the contrast between different levels of
overall activity. This effect may be important for coding, as overall activity levels in C-
fibers can change dramatically, for example in response to inflammatory mediators.

3.2. The effects of non-uniform membrane properties on spike propagation
So far, we have only considered phenomena that result from activity-dependent changes in
ionic currents which would be relevant even in hypothetical axons with uniform morphology
and channel distribution. Real axons often have properties far from uniform, as diameters
can change along the path and at branch points, and ion channel complements can be
different between proximal and distal sites. In theory, excitability changes during
propagation of repetitive firing activity in a uniform axon only affect the distribution of
intervals in a spike pattern. Once elicited, a spike may travel at changing velocity through
regions of altered excitability left in the wake of preceding spikes, but it will neither fail nor
elicit additional spikes. This results from the fact that both speeding and slowing can
maximally alter spike intervals over the propagation distance to the point in the recovery
cycle where velocity becomes equal to the preceding spike, as described in section 3.1.4. In
contrast, non-uniform membrane properties can lead to activity-independent slowing and
speeding, and can produce both spike failures and ectopic spike initiation. These activity-
independent properties can interact with activity-dependent changes in excitability to
produce complex filtering of spike patterns.

3.2.1. Non-uniform channel distribution and noise—One way the excitability of an
axon can change along its path is if the complement and densities of ion channels are
different in different sections. Ion channel complements clearly can be very different
between the spike-initiating proximal axon, the “axon proper”, and terminal arborizations or
presynaptic membrane (Lujan, 2010; Nusser, 2009; Vacher et al., 2008). However, the
extent to which ion channel densities can change along non-synaptic axonal membrane is
generally not well known. There are some examples of spike failures in the proximal axon
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that must be due to differences in excitability between initiation site and propagating part.
For example, during Purkinje cell bursting elicited by climbing fiber input, generally only
the first and last spike are propagated (Khaliq and Raman, 2005; Monsivais et al., 2005).
Bursting activity elicited in the proximal part of climbing fibers can also lead to occasional
spike failures within the primary axon (Mathy et al., 2009). Particularly interesting examples
of non-uniform ion channel distribution are the en passant varicosities found on many
mammalian central axons (Fig. 10A). Apart from the effects of diameter changes that are
discussed below, these presynaptic specializations are likely to have a different complement
of ionic conductances than the adjacent non-synaptic axonal membrane because they are
sites of calcium-mediated transmitter release. For axons of hypothalamic neurons with
varicosities in the neurohypophysis, Muschol et al. (2003) proposed a model of “stuttering
conduction” (Fig. 10B). Calcium influx and subsequent activation of calcium-dependent
potassium currents lead to an activity-dependent loss of excitability that is confined to
varicosities (Bielefeldt and Jackson, 1993). During repetitive activation, spikes may invade
the varicosity passively but can be actively propagated after they passed it. Therefore, the
delay imposed by propagation through varicosities is dependent on spike history and can
lead to substantial changes in delay and consequently to temporal dispersion.

Even axons with uniform geometry and ion channel distribution can show non-uniform
electrical properties while a spike is propagated. This is due to thermal and channel noise
that can produce fluctuations of excitability both in time and in space, which has been
explored theoretically in different model axons (Faisal and Laughlin, 2007; Kuriscak et al.,
2002). Noise has only a minor impact in larger axons, but Faisal and Laughlin (2007) found
distinct mechanisms degrading the reliability of spike propagation in models of thin axons.
First, noise-induced variability in channel openings during the spike can gradually affect
velocity. Second, noise-induced spontaneous openings of whole clusters of channels ahead
of the spike can make the spike leap ahead in discrete jumps, a phenomenon termed
“stochastic micro-saltatory propagation”. A small number of spike failures and ectopic spike
initiation have also been observed in these models.

3.2.2. Impedance mismatch—Spike conduction can also be affected by morphological
inhomogeneities. The theoretical effects of non-uniform geometry such as branch points or
diameter changes on spike propagation have been first explored according to cable theory by
Rall and Goldstein (Goldstein and Rall, 1974; Rall, 1959), and later in the context of spike
conduction through complex axonal trees (Manor et al., 1991). This work has been reviewed
in detail elsewhere (Debanne, 2004; Segev and Schneidman, 1999; Swadlow et al., 1980).
When a spike approaches an axon region of different diameter, conduction velocity can be
increased or decreased depending on the sign of the associated impedance change. An
increase in diameter (i.e. a decrease in impedance) means that the current ahead of the spike
causes a smaller depolarization and therefore increases the time to reach threshold. This
“current sink” slows propagation towards the point where the diameter changes. Once this
point is traversed, of course, the current generated by each spike in the axon with increased
diameter is larger and therefore velocity is increased. Conversely, a decrease in diameter
speeds up conduction towards the point of impedance increase, and subsequently
propagation is slowed in the smaller diameter section. Gradual changes in diameter also
change conduction velocity. For example, a continuously increasing diameter leads to a
gradual increase in conduction velocity, but velocity at any given point is smaller than it
would be in a uniform axon with an equivalent diameter.

Special cases of impedance change are branch points. Propagation through a branch point
depends on the “3/2 power rule” (Rall, 1959) which describes the geometric ratio (GR)
between the diameters of the daughter branches (d1 and d2) and the diameter of the parent
branch (dp). This ratio is defined as: GR = (d1

3/2 + d2
3/2) / dp

3/2. If GR = 1, for example if
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the diameter of each daughter branch is 63% of the parent branch diameter, impedance is
matched and propagation is unperturbed. Conduction velocity is decreased if GR > 1, and
increased if GR < 1. Figure 10C shows the difference in spike propagation through a branch
point for models with uniform specific membrane properties but different geometric ratios
(Manor et al., 1991). With GR = 1, the spike travels with uniform shape and velocity from
parent to daughter branches. With GR = 8, spike shape is distorted at the branch point.
Spikes resume the initial shape in the daughter branches, but are delayed compared to
branch points with GR = 1.

Changes in conduction speed imposed by single changes in diameter or branch points are
usually only on the order of tenths of milliseconds, but the interaction of multiple geometric
inhomogeneities, as found in neurons with complex axonal branching structure and
varicosities in higher order branches, can lead to substantial changes in delay (Manor et al.,
1991). Two effects in this context are noteworthy. First, the lag imposed by an increase in
diameter or a GR > 1 is larger than the lead imposed by the equivalent decrease in diameter
or the reciprocal GR value. This is important because it means that varicosities, i.e. rapid
successive increases and decreases in diameter, slow propagation. Second, if two sites of
geometrical change are electrotonically close, the change in spike velocity is not the linear
sum of the changes that would be imposed by each individual site in isolation. If GR > 1 at
two sites close to each other, the imposed delay is larger than the sum of the individual
delays each site would impose in isolation. If GR < 1 at two sites close to each other, the
increase in velocity is smaller than the sum of the individual increases in velocity. Taken
together, these phenomena mean that the absolute delay imposed by the process of spike
propagation does not just depend on the distance and average diameter, but also on the
number and spatial arrangement of morphological inhomogeneities that a spike has to
traverse on its way to a presynaptic site.

3.2.3. Non-uniform excitability and spike failures—Equally important as imposed
delays, impedance mismatch can lead to a decreased safety factor for propagation, i.e. spikes
can fail at branch points and varicosities (Debanne, 2004; Swadlow et al., 1980; Wall,
1995). Obviously, it would not be advantageous for any neuron if spike failures would occur
indiscriminately, solely on the basis of geometry. However, non-uniform geometry in
conjunction with activity-dependent changes in excitability can cause frequency-dependent
failures or relief of failures. Intermittent spike failures during repetitive activity were first
observed in spinal axons (Barron and Matthews, 1935), and later suggested to occur at
branch points (Krnjevic and Miledi, 1959). Figure 11A shows a model of a branched
myelinated axon in which high-frequency spiking in the parent branch led to intermittent
failures in the daughter branches (Zhou and Chiu, 2001). In this model, spike slowing and
failures were dependent on a number of biophysical parameters. With identical geometry
and ion channel distribution, spike failures were dependent on temperature and frequency
and therefore clearly on excitability changes. In addition, the fidelity of propagation changed
when the length of internodal sections around the branch point or the size of the periaxonal
space between axon membrane and myelin sheath were altered. Importantly, in this model
the reliability of spike propagation was very sensitive to the dynamics of periaxonal
potassium accumulation and clearing.

Experiments conducted on crustacean motor axons suggested early that extracellular
potassium accumulation can play an important role in branch point spike failures. In these
axons, repetitive activation leads to spike failures and subsequent synaptic depression at the
neuromuscular junction (Grossman et al., 1979a, b; Hatt and Smith, 1976; Parnas, 1972;
Smith, 1980). Grossman et al. (1979a) recorded from spiny lobster motor axons close to the
innervated muscles. At this site, the parent axon splits into a larger diameter medial, and a
smaller diameter lateral daughter branch (Fig. 11B). Multiple simultaneous intra- and
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extracellular recordings showed that during repetitive stimulation spike amplitude decreased
in the medial branch and active propagation eventually failed. Failures were also associated
with a slight depolarization of the resting membrane potential. These observations are
consistent with extracellular potassium accumulation and subsequent increased sodium
channel inactivation, suggesting that failures are due to depolarization. Consistent with this
model, hyperpolarization relieved conduction failures in crayfish motor axons (Smith,
1980). In the spiny lobster motor axon, experimentally increasing extracellular potassium
concentration also produced conduction failures (Grossman et al., 1979b). However, in this
case failures occurred in both daughter branches, and not selectively in the larger branch.
According to cable theory, spike failures due to impedance mismatch at an axon branch
point with uniform specific membrane properties always occur in both daughter branches,
independent of their relative sizes (Goldstein and Rall, 1974). Selective spike failures at
branch points therefore cannot be explained by impedance mismatch alone, but require non-
uniform excitability. In the spiny lobster axon, it was suggested that extracellular potassium
accumulation has a smaller effect on the smaller daughter branch (Grossman et al., 1979b).
Because of the larger surface-to-volume ratio in the smaller branch, spiking causes a larger
increase in intracellular sodium concentration, and subsequently a stronger activation of the
Na+/K+ pump. Therefore, potassium clearance from the periaxonal space is faster around the
smaller branch, reducing the probability of spike failures. Consistent with this, block of the
pump led to simultaneous failures in both daughter branches. Potassium accumulation is also
held partly responsible for spike failures in hippocampal axons (Meeks and Mennerick,
2004).

In section 3.1.3., we described the ambiguous effects that changing membrane potential can
have on axon excitability. This ambiguity is also apparent in the context of activity-
dependent spike failures at branch points. While the failures in crustacean axons described
above are due to depolarization, spike failures in other axons are associated with activity-
dependent hyperpolarization. In different types of leech mechanosensory neurons, failures
occur at central branch points due to activity-dependent activation of the Na+/K+ pump
(Baccus et al., 2000; Cataldo et al., 2005; Gu, 1991; Macagno et al., 1987; Scuri et al.,
2007; Van Essen, 1973; Yau, 1976). Spike failures apparently associated with membrane
hyperpolarization have also been found in the neurohypophysis (Bielefeldt and Jackson,
1993), C-fibers in rabbit nodose ganglion (Ducreux et al., 1993), and at bifurcations of
locust neuromodulatory neurons (Heitler and Goodman, 1978). Activity-dependent
hyperpolarization in axons is often balanced by inward rectification through Ih, as discussed
in section 3.1.3. Consistent with this function, block of Ih increased the occurrence of spike
failures in hippocampal pyramidal cell axons (Soleng et al., 2003) and cerebellar parallel
fibers (Baginskas et al., 2009).

The presence of inactivating potassium currents in many axons may also have interesting
consequences for spike failures at branch points. In CA3 pyramidal neurons,
hyperpolarization can lead to spike failures on the basis of removal of potassium channel
inactivation (Debanne et al., 1997; Debanne et al., 1999; Kopysova and Debanne, 1998).
Figure 11C (left set of traces) shows that the synaptic response in postsynaptic CA1 or other
CA3 neurons could fail when a hyperpolarizing pre-step was applied to the soma of the
presynaptic neuron shortly before a spike was elicited by depolarizing current injection.
Because these synapses are known to not show transmission failures, block of synaptic
responses must have resulted from propagation failure. Furthermore, such failures were only
seen in about a third of connections, suggesting that spikes failed in some branches, but not
in others. Failures also occurred when spikes followed a somatic IPSP and were abolished
when A-type potassium channels were blocked. Therefore, failures most likely occurred due
to removal of inactivation from A-type potassium channels by hyperpolarization. Consistent
with this model, during repetitive activation and sustained depolarization only the initial
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spike failed to elicit a postsynaptic response, while subsequent spikes resulted in EPSPs
(Fig. 11C, right set of traces). These results suggest that in some neurons repetitive activity
may be propagated more reliably than isolated spikes. For example, inactivation of A-type
potassium currents by repeated bursting activity may relieve spike failures in some cortical
neurons projecting into the nucleus accumbens, resulting in a potentiation of synaptic
connections (Casassus et al., 2005). It should also be noted that in the experiments on CA3
neurons (Debanne et al., 1997), the latency between a hyperpolarizing potential and a
subsequent spike had a large effect on total delay, suggesting that in these neurons the
background of synaptically-induced membrane potential fluctuations significantly affects
the temporal patterns of spikes even in the absence of failures (see section 3.1.3.).

Spike failures can also occur as a result of direct synaptic or modulatory input to axons.
These phenomena are discussed in section 4.

3.2.4. Ectopic spike initiation and spike reflection—The term “ectopic” signifies
that spikes can be initiated at sites other than the axon initial segment or hillock. It is most
commonly used to describe cases in which pathological conditions lead to hyperexcitability
of the axon, but may also play a role during normal neuronal signaling. There are different
modes of ectopic spike initiation. First, ectopic spike initiation may follow a normally
propagated spike, increasing the spike rate or prolonging repetitive activity. Second, ectopic
spike initiation may spontaneously occur in the axon, even in the absence of propagation of
proximally elicited spikes. Third, spikes may be initiated in the axon in response to synaptic
or modulatory input, making the axon a site of additional signal integration.

One of the first systematic studies of ectopic spike initiation was performed by Toennies,
who reported “reflex discharge” after stimulating the cat saphenous nerve, which contains
mostly axons from dorsal root ganglion sensory neurons (Toennies, 1938). An afferent
volley generated in response to distal nerve stimulation was followed by potentials traveling
antidromically back to the recording site. In motor axons, ectopic spike initiation was
observed in cat soleus nerve (Standaert, 1963, 1964). Here, post-tetanic potentiation of
muscle responses was found to be due to repetitive spiking initiated in the motor axon
terminals in response to a single stimulus. Similar post-tetanic hyperexcitability has been
found in human motor axons (Bostock and Bergmans, 1994).

There are only a few cases in which spontaneous ectopic spike initiation can be assigned a
clear physiological function. In some cases, axonal membrane properties may allow
spontaneous ectopic spike initiation, but this activity is usually suppressed by proximally
generated activity. In the leech, heartbeat is controlled mostly neurogenically by motor
neurons that receive rhythmic drive from a multisegmental central pattern generating
network (Kristan et al., 2005). When centrally generated activity in motor neurons is
suppressed, the axons in the peripheral nerves can generate bursting activity (Maranto and
Calabrese, 1983). In the lobster stomatogastric nervous system, a motor axon can
spontaneously generate tonic spiking or bursting activity in the absence of centrally
generated activity (Ballo and Bucher, 2009; Bucher et al., 2003). This activity results from a
spike threshold close to the resting membrane potential and slow ionic mechanisms.
Presumably, the depolarization is induced by Ih and bursting is generated by a functional
antagonism between Ih and a slow after-hyperpolarization. Spike initiation in both examples
from leech and lobster only occurs when centrally generated activity is experimentally
suppressed and therefore may only reflect the intrinsic membrane properties of the axon
rather than representing a biologically relevant form of neural activity. In this respect, it is
interesting to ask which mechanisms are normally responsible for limiting excitability to
prevent ectopic spike initiation. Both pathological dysregulation of ion channels and their
pharmacological block can give insight into this problem. In the long unmyelinated Schaffer
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collateral axons in hippocampus CA3, block of Kv1 potassium channels with 4-AP results in
the conversion of single spikes into bursts (Palani et al., 2010) (Fig. 12A and B). Similarly,
the dysregulation and altered spatial organization of potassium channels in particular can be
responsible for ectopic spike initiation, e.g. in demyelination diseases or as a result of injury
(Poliak and Peles, 2003; Stephanova, 1990). However, many mechanisms can contribute to
pathological hyperexcitability, including up-regulation of Ih or persistent sodium currents
(Baker, 2000; Jiang et al., 2008; Krishnan et al., 2009; Luo et al., 2007; Vucic and Kiernan,
2006).

There are other examples where a biological function of ectopic axonal spike initiation is
plausible. Some animals can autotomize (voluntarily self-amputate) limbs or tails to escape
the grip of a predator. In some cases, the severed appendage generates rhythmic movements,
presumably to distract the predator. In stick insects, this rhythmic movement is generated by
the axon of a leg flexor motor neuron. Experimental axotomy at the normal site of autotomy
in the leg generates long-lasting and regular rhythmic bursting, suggesting a complement of
ionic conductances similar to those found in central compartments of rhythmically active
neurons (Schmidt and Grund, 2003). A subset of CA1 hippocampal and neocortical
inhibitory interneurons has recently been shown to generate persistent spiking initiated in
the distal axons in response to long lasting somatodendritic activation (Sheffield et al.,
2011). When these neurons were stimulated either with realistic activation patterns or
repeated tonic current injection into the soma, eventually the distal axons generated minute-
long ectopic spiking. The axon here appears to act as a slow integrator of neural activity, as
hundreds of proximally evoked spikes were required to elicit ectopic spiking. Figure 12C
shows the persistent unstimulated spiking following repeated 1 second long depolarizing
somatic current injections. Figure 12 D shows that it was not dependent on somatic
depolarization. When the soma was hyperpolarized during antidromic axon stimulation,
spikes failed to actively invade the soma but persistent spiking after stimulation was still
elicited. The ionic mechanism underlying this slow axonal integration has yet to be
described, but spiking persisted in the presence of GABA and glutamate receptor blockers
and was therefore not dependent on chemical synaptic interactions. However, there is some
evidence that it may depend on distal axonal electrical coupling. This kind of distally
generated activity uncouples neurons from their usual circuit function and may either be
protective during seizure development, or have important implications for the generation of
cortical oscillations and memory storage (Connors and Ahmed, 2011).

Autonomous axonal spiking in mammalian central axons has been reported for a range of
pathological conditions (reviewed in Pinault, 1995). It is common in cortical axons or
thalamocortical projections during seizure activity. Distal or presynaptic axonal spike
initiation appears to result mostly from synaptic interactions of axon terminals. Orthodromic
and antidromic activity influence each other in a complex manner, as propagated spikes
induce local excitability changes in distant compartments. In some cases, ectopic axonal
spike initiation may occur to some degree under non-pathological conditions in
thalamocortical axons and CA1 pyramidal cell axons (Papatheodoropoulos, 2008; Pinault,
1990, 1995; Pinault and Pumain, 1989), but the functional significance of such activity is not
well understood.

Another way that additional spikes can be produced in the axon is through reverse
propagation (reflection). Reflection can occur at branch points when a spike is close to
failure (Goldstein and Rall, 1974). If the delay imposed by the branch point exceeds the
refractory period, a second spike can be elicited that travels antidromically. It is unknown
how common this phenomenon is in vertebrate neurons, but it has been studied in detail in
leech mechanosensory neurons, particularly in pressure-sensitive (P-) neurons (Baccus,
1998; Baccus et al., 2000). These cells have their soma in the central nervous system and
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send out a thick primary axon to their major receptive field in the skin. A thinner collateral
branches from the main axon in the central nervous system and projects to a minor receptive
field in the skin. Spikes elicited at the terminals of the minor receptive field reach different
presynaptic sites before and after invading the larger primary axon and evoke EPSPs in
different postsynaptic neurons. Repetitive activity leads to slight hyperpolarization and can
cause the spike to fail to invade the larger diameter branch. In this case only the postsynaptic
neurons contacted by the thin collateral branch propagating the spike before it reaches the
larger branch show a postsynaptic response. However, with slightly less hyperpolarization,
spikes can be reflected. In this case, presynaptic sites on the side before the thin branch
connects with the larger branch get depolarized from the initial spike and with very little
delay by a second spike that was reflected from the central branch point and reaches the
presynaptic site antidromically. In consequence, the postsynaptic cells contacted at this site
show a much larger EPSP.

3.3. Synchronization by ephaptic interactions and electrical coupling
Communication between neurons is not necessarily only achieved by chemical synaptic
transmission. More rapidly, activity in one or a group of neurons can influence neighboring
neurons through electrical coupling, changes in extracellular ion concentrations, and very
local changes in extracellular potentials as well as fairly widespread changes in extracellular
field potentials (Jefferys, 1995). Particularly the effects arising from changes in extracellular
potentials are not well understood, and their functional implications have been studied
mostly theoretically (Anastassiou et al., 2010; Holt and Koch, 1999), or in the context of
massive pathological firing, e.g. during epileptiform activity (Jefferys, 1995). In axons,
activity-dependent changes in excitability can be due to impulse propagation in neighboring
axons. In the classic experiments on crab leg axons by Katz and Schmitt, a propagated
impulse in one axon caused a biphasic change in excitability in an adjacent axon, first a
reduction and then an increase (Katz and Schmitt, 1940, 1942). This effect was due to a
subthreshold depolarization induced by a small extracellular potential. Such interactions
were briefly thereafter named “ephaptic” (Arvanitaki, 1942), from the Greek for “to touch
on”, as opposed to “synaptic”, from the Greek for “to clasp together”. They also occur in
vertebrate nerves (Kocsis et al., 1982a). Neighboring axons can to some degree be
synchronized by ephaptic interactions. In Katz and Schmitt's experiments, a spike that
followed briefly after a spike in the adjacent axon was accelerated, and synchronous spikes
in both axons were slowed.

Interestingly, synchronization may also be achieved by neuron-glia interactions (Fields,
2008a; Yamazaki et al., 2007). Oligodendrocytes in the hippocampus depolarize in response
to axonal activity, and this depolarization in turn increases axonal conduction velocity by an
unknown mechanism. Because single oligodendrocytes can myelinate ~20 axons, glial
depolarization may represent a powerful way to synchronize activity across bundles of
myelinated axons.

Finally, synchronization across axons may be achieved by electrical coupling. Fast “ripple”
oscillations in the hippocampus are due to synchronous firing of principal cells. This
synchrony is not dependent on chemical synaptic transmission but due to gap-junctional
coupling of proximal axons (Schmitz et al., 2001; Traub et al., 2002). Recordings from these
neurons actually show small amplitude “spikelets” which are sensitive to tetrodotoxin and
gap-junctional blockers, and therefore likely to represent spikes in adjacent axons. Similarly,
fast cerebellar oscillations are mediated by gap-junctional coupling between proximal
Purkinje cell axons (Middleton et al., 2008; Traub et al., 2008). The obvious advantage of
this kind of synchronization is that the frequency of oscillations (up to 200 Hz in
hippocampus, and ~75 Hz in cerebellum) may be too high to achieve synchronization by
chemical synaptic interactions. It is not clear if electrical coupling also helps to synchronize
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activity at more distal sites, but there is some evidence from hippocampal interneurons that
electrical coupling may underlie coordinated ectopic axonal spike initiation at higher order
axon branches (Sheffield et al., 2011).

3.4. Potential consequences of activity-dependent changes in propagation for neural
coding

The functional impact of changes in spike propagation has only been investigated in a few
instances, for obvious reasons. Ideally, such an assessment requires that axons are accessible
to the study of membrane properties, that they allow simultaneous recordings from different
sites to measure conduction delays, and that the physiological range of activity is known.
The latter is particularly important as the theoretical consequences that different axonal
properties can have for neural coding depend on spike patterns, coding strategy, and overall
conduction delay. Information may be coded in the rate of spikes, in the temporal pattern of
interspike intervals, or in bursts, sometimes in parallel within the same activity pattern, or
multiplexing information transfer at different time scales (Friedrich et al., 2004; Oswald et
al., 2004; Panzeri et al., 2010).

3.4.1. Temporal coding—Temporal coding means that information is contained in the
interspike intervals, spike latencies, or phase of firing (Cessac et al., 2010; Lestienne, 2001;
Panzeri et al., 2010; Theunissen and Miller, 1995). Temporal coding may be affected by the
changes in interspike intervals during propagation from spike initiation site to presynaptic
sites that occur when conduction velocity changes in an activity-dependent manner during
repetitive firing. In the absence of more extreme consequences of changes in axonal
excitability, like spike failures or ectopic spike initiation, the overall rate of firing is not
affected, but the precise temporal structure of activity is altered. The impact that changes in
axonal propagation can have therefore depends on the absolute change in conduction delay
and the temporal precision of the code, i.e. the coarsest temporal resolution sufficient for
decoding. In sensory systems, this precision can vary between the sub-millisecond range and
tens of milliseconds (Panzeri et al., 2010).

To which degree temporal dispersion of spike patterns during axonal conduction impacts
temporal coding schemes is generally not known and largely ignored, but the theoretical
implications have been recognized early (George, 1977; Miller and Rinzel, 1981). The
diversity of axonal properties described above suggests that in some cases changes in
conduction delay may not matter because they remain within the temporal precision of the
code, whereas in others changes in conduction delay may exceed the temporal precision and
therefore contribute to the code.

3.4.2. Rate coding—In systems with an encoding time window larger than the interspike
intervals present, information transfer depends on the rate of spikes (Panzeri et al., 2010;
Theunissen and Miller, 1995). In this case, changes during propagation that affect the
precise temporal structure of spike intervals may be unimportant, but changes in overall
spike rate due to spike failures or ectopic spike initiation, or changes in spike rate at
intermediate time windows induced by supernormal or subnormal propagation (Fig. 9), still
matter. There are several contexts in which such phenomena may play an important role.
The critical frequencies that an axon allows to be conducted in a 1:1 manner limit the total
rate with which a neuron can communicate, independently of the spike initiation process. If
repetitive activity leads to spike failures, for example because of sodium channel
inactivation, the axon acts as a low-pass filter, limiting signal transmission at higher
frequencies. If repetitive activation decreases the probability of spike failure, for example
because of potassium channel inactivation, the axon acts as a band pass filter, additionally
limiting signal transmission at low frequencies. Ectopic spike initiation can increase spike
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rate independent of synaptic integration. In this case, the axon can act as an amplifier, either
increasing spike frequency or prolonging spiking. However, if ectopic spike initiation is
suppressed by activity initiated in the proximal axon (so that it predominantly plays a role
during phases of weak synaptic activation), the axon basically acts as an equalizing filter
that can compensate changes in spike rate to some degree and ensure minimal tonic activity.

3.4.3. Synaptic dynamics—Presynaptic calcium dynamics, postsynaptic receptor
activation, and signal summation, and therefore short-term synaptic dynamics, are critically
dependent on the temporal relationship between consecutive spikes. In fact, the dynamics of
these processes are probably determining the different integration time windows underlying
temporal and rate coding strategies. However, another aspect of synaptic integration could
be affected by changes in axonal conduction delay, namely the temporal relationship of
convergent synaptic input from different presynaptic neurons. In some cases, differential
axonal propagation delay is important in coincidence detection, for example in the
processing of interaural time difference during sound localization (Carr and Konishi, 1988;
Joris and Yin, 2007; Karino et al., 2011). In others, the temporal relationship between pre-
and postsynaptic firing determines the sign of synaptic plasticity (Bi and Poo, 1998). It is not
well understood how such spike timing-dependent forms of plasticity operate in the context
of repetitive activity and across different synapses. It is notable that computational principles
relying on the synchrony or other temporal relationships between spikes from different
neurons converging on the same postsynaptic cell have to be viewed in the context of
potentially very different conduction delays. The grouping of synchronous inputs can rely on
these delays in a computationally significant manner (Izhikevich, 2006). Therefore, activity-
dependent changes in propagation delay that alter the temporal relationship of parallel inputs
from different presynaptic neurons potentially affect long-term synaptic plasticity (Bakkum
et al., 2008).

Synaptic efficacy and dynamics may also be affected by spike failures at a shorter time scale
(Debanne et al., 1997; Debanne et al., 1999). If spike failures occur not in the main trunk of
the axons but selectively at branch points, they do not necessarily affect the temporal code
or rate. Instead, if the functional synaptic connection to a postsynaptic cell is distributed
over contact sites located in different axon branches, spike failures at branch points may
cause consecutive spikes to activate different numbers of presynaptic sites. Alternatively,
selective spike failures at branch points may differentially affect different postsynaptic
neurons if there is a spatial segregation of specific contact sites in the axonal tree (Debanne
et al., 1997; Grossman et al., 1979a).

4. Synaptic and neuromodulatory effects on axons
So far, we have mostly discussed changes in spike propagation arising from morphological
inhomogeneities and the dynamics of voltage-gated ion channels. In this section, we are
describing evidence from a range of different systems for synaptic and neuromodulatory
effects on axonal properties. Presynaptic integration of inputs, i.e. distinct excitatory and
inhibitory synaptic responses in axon terminals close to or at presynaptic sites, is a common
phenomenon (Dudel and Kuffler, 1961; Pinault, 1995). Such inputs can modulate spike-
mediated presynaptic depolarization or gate the arrival of presynaptic spikes at terminals. In
addition, it has long been known that neurotransmitter receptors are expressed in myelinated
and unmyelinated peripheral and central axons at some distance from terminal arborizations
(Kocsis and Sakatani, 1995).

Early evidence of axonal modulation was found mainly for ionotropic receptors like
GABAA and nicotinic acetylcholine receptors (nAChRs). Activation of ionotropic receptors
leads to a direct increase in conductance which can result in shunting or in changes in axonal
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membrane potential that in turn affect the contribution of different voltage-gated ion
channels to excitability. There is also increasing evidence of such interactions for axonal
glutamate receptors in the cortex. Both AMPA and kainate receptors are found on
presynaptic axons (Kamiya, 2002; Schenk and Matteoli, 2004), and glutamate-mediated
depolarization affects spike shape, calcium influx and subsequent transmitter release
(Kamiya, 2002). Recently, the role of AMPA receptor-mediated depolarization has been
studied in detail in hippocampal CA3 pyramidal neurons (Sasaki et al., 2011). Here,
astrocytes release glutamate and the axonal depolarization leads to inactivation of A-type
potassium currents, which in turn leads to prolonged spike duration. The broadened spike
triggers larger calcium elevations in presynaptic boutons and strengthens synaptic
transmission to postsynaptic neurons. However, the astrocyte-mediated signaling affects
fairly long stretches of the axon, including several en passant boutons, and is therefore
likely to also affect spike propagation.

In addition, axons can be modulated by metabotropic pathways. Neuromodulators acting
through metabotropic receptors can alter intrinsic properties of neurons by changing the
gating properties of voltage-gated ion channels (Harris-Warrick et al., 1998; Levitan, 1994;
Marder and Thirumalai, 2002). This includes phosphorylation-dependent changes in gating
properties of voltage-gated sodium channels which have long been thought not to be
modulated (Bevan and Storey, 2002; Cantrell and Catterall, 2001; Carr et al., 2003).

The presence of neuromodulatory effects on axonal excitability means that the short-term
dynamics of spike propagation itself may be conditional on modulatory state. The fidelity of
spike conduction may therefore not only be dependent on spike frequency and history, but
also be modified by signaling from other cells. Neuromodulators can stem from hormonal,
synaptic, or paracrine release by other neurons or glial cells.

Among the earliest evidence for axonal targeting by chemical transmission was the
presynaptic inhibition and shunting by presynaptic afferent depolarizations that are well
described in a range of systems (Cattaert et al., 1999; Dudel and Kuffler, 1961; Eccles et al.,
1962; Thompson et al., 1993). In some cases, axo-axonal input occurs close to synaptic
release sites and exerts graded control over the shape of the presynaptic action potentials. In
others, shunting, i.e. the decrease of input resistance associated with opening of ion
channels, prevents active invasion of axon terminals by spikes (Jackson and Zhang, 1995;
Segev, 1990; Zhang and Jackson, 1993). However, in both cases axo-axonal input occurs
close to the presynaptic sites. In Aplysia, conduction of afferent activity can also be gated by
synaptic input to sites at a considerable distance from output synapses. In the
mechanoafferent bipolar neuron B21, the incoming sensory process splits into a medial
process that connects it to the cell body and a process connecting it to the contralateral
hemisphere of the ganglion. Both processes reliably propagate spikes (Evans et al., 2003;
Evans et al., 2008). However, a third process leaving the soma laterally fails to propagate
spikes at normal resting potentials. Depolarization relieves propagation failures as it allows
spikes to be propagated through the relatively inexcitable soma (Evans et al., 2007).
Interestingly, synaptic output from B21 to motor neurons is also dependent on subthreshold
membrane potential oscillation during motor activity, which changes intracellular calcium
concentration in a graded manner (Ludwar et al., 2009). Together, these mechanisms make
signal transmission dependent on the phase of rhythmic activity.

Whereas in B21 rhythmic gating is achieved by relief of conduction failure, in other cases
rhythmic inhibition of conduction has been observed. A phase-dependent inhibition of spike
propagation during rhythmic activity has been found in mammalian brainstem spindle
afferents. In this case, different axon compartments can show different activity patterns as
only one part of the axon is rhythmically gated during motor activity (Verdier et al., 2003).
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Synaptic or modulatory control of axon excitability can also be functionally excitatory.
Depolarizing input can provide a shunt at presynaptic terminals but also elicit spikes
(Cattaert et al., 1999; Pinault, 1995). Some of the examples of ectopic spike initiation
discussed in section 3.2.4 depend on synaptic interactions between different axon terminals.
In addition, neuromodulation of the axon proper can be sufficient to lead to ectopic spike
initiation.

4.1. Receptors on axons and release from endogenous sources
It is far from clear how widespread the phenomenon of axonal modulation is, and how
diverse the modulators involved are. The discussion of axonal neuromodulation below is
restricted to GABA, acetylcholine, and biogenic amines. These represent some of the best
described examples, but this is not to say that other common neuromodulators, e.g. the vast
array of neuropeptides (Merighi, 2002; Nusbaum et al., 2001; Salio et al., 2006), are not
potential modulators of axonal properties. It is notable that information about spatial
distribution of receptors and presence in axons in particular, is scarce. Receptor distribution
is often described at the level of brain regions and cell types, but information about
subcellular distribution is lacking or not explicit (Nusser, 2009). Receptor immunoreactivity
in tracts and fibers is quite common, but often it is undetermined whether immunoreactivity
corresponds to proteins in axonal membrane or in the cytosol. The latter may mostly
represent transport through the axon. There are also cases in which axons clearly respond to
exogenous application of modulators, but an endogenous source is not known. It is a
common phenomenon in the brain that receptor and transmitter expression are mismatched,
raising the question whether receptor expression is always of functional significance
(Herkenham, 1987). However, it is now widely recognized, particularly for monoamines,
opioids, and peptides, that “volume transmission” through extracellular and cerebrospinal
fluid, i.e. over substantial distances between release sites and receptors, is quite common
(Fuxe et al., 2010). Finally, there are some cases that show clear physiological and
pharmacological effects but are lacking immunohistochemical evidence for the presence of
receptors. This could be mostly due to the limits of antibody detection of low abundance
proteins. However, axonal neuromodulation may not just be a matter of local receptor
expression. In long axons, one would expect that neuromodulatory action requires the
presence of receptors to a neuromodulator, but in shorter axons this may not necessarily be
true. Although changes in concentrations of second messengers like cAMP or calcium can
be very locally restricted (Zaccolo et al., 2002), they can also spread globally through
different cell compartments, or show mixtures of local and global signaling (Nikolaev et al.,
2006; Rich et al., 2001). It is therefore possible that axonal properties may be modulated by
activation of receptors at some distance to the target site. Such cross-compartmental
signaling may be of relevance particularly in small central neurons, where it is hard to study.

Most evidence of axonal neuromodulation comes from peripheral nerves where selective
drug application to axons is straightforward. There are a number of examples from large
unmyelinated axons in invertebrates, and some from peripheral nerves in mammals. Special
cases here are the non-myelinated C-fibers. These neurons respond to a variety of noxious
and inflammatory signals, both physical and chemical. Some of the transduction
mechanisms for chemical mediators (including neuropeptides) can be transferred to axonal
membrane after injury and lead to ectopic spike initiation (Michaelis et al., 1997). However,
recent evidence suggests that both some of the physical stimuli (e.g., heat) and a subset of
chemical mediators can activate axons under normal conditions, suggesting that “ectopic”
spike initiation is part of regular sensory transduction (Hoffmann et al., 2008; Moalem et al.,
2005). These include responses to GABA (Brown and Marsh, 1978), acetylcholine (Armett
and Ritchie, 1960; Lang et al., 2003a), serotonin (5-HT) (Lang et al., 2006), and adenosine/
ATP (Lang et al., 2003b; Lang et al., 2002).
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4.2. GABA
Axonal responses to GABA have first been described in the context of presynaptic inhibition
(Dudel and Kuffler, 1961). Apart from phasic presynaptic inputs, GABA also plays an
important role in tonic modulation of axons through high affinity GABAA receptors (Belelli
et al., 2009; Farrant and Nusser, 2005; Trigo et al., 2008). It has long been known that
GABAA receptors are present and can modulate excitability in peripheral nerve trunks and
spinal axons. In peripheral vagus nerve trunks of adult rats, GABA reduces the amplitude of
compound spikes, associated with a depolarization of the nerve (Brown, 1979; Brown and
Marsh, 1978). In the central nervous system, spinal dorsal column tracts from young rats
with incomplete myelination respond similarly and also show a pronounced slowing of
conduction (Sakatani et al., 1991a). Experiments with re-uptake inhibitors suggest that there
is an endogenous source of GABA (Sakatani et al., 1993). GABA sensitivity is still present
in adult rats, albeit far less pronounced (Sakatani et al., 1991b), suggesting a predominantly
developmental role. It remains unclear, at least in the adult, what the source of GABA may
be, and if it plays a functional role in the adult animal (Kocsis and Sakatani, 1995).
Transient developmental GABA modulation has also been described in the optic nerve.
Here, GABAA-mediated reduction of spike amplitude and slowing of conduction is caused
by GABA release from glial cells (Lim and Ho, 1998; Sakatani et al., 1992; Sakatani et al.,
1994; Sakatani et al., 1991c). In central neurons, activation of perisynaptic and even axonal
receptors at moderate distances to synapses may be activated by “spill-over” from synaptic
release (Kullmann et al., 2005). Some of these receptors may be expressed along most of the
axon and have a significant effect on spike propagation, for example in hippocampal mossy
fibers (Ruiz et al., 2003), where the synapses that mossy fibers form with CA3 neurons may
be modulated by GABA spill-over from interneurons (Alle and Geiger, 2007).

Whereas the GABAA-mediated chloride conductance at postsynaptic sites most often results
in a hyperpolarizing potential, the intracellular chloride concentration appears to be high in
many axons, resulting in a depolarizing response. For example, GABA depolarizes
peripheral myelinated sensory axons, whereas motor axons do not respond (Bhisitkul et al.,
1987; Morris et al., 1983). In primary sensory neurons, it is well established that the
depolarizing response is due to distinct expression patterns of different chloride transporters
(Rocha-Gonzalez et al., 2008). Independent of the sign of the voltage response,
presynaptically the increase in conductance can lead to shunting of spikes and therefore be
functionally inhibitory (Cattaert et al., 1992; Eccles et al., 1962). GABA-mediated spike
failures in terminal branches are for example found in sensory axons in the spinal cord
(Wall, 1995). A GABAA-mediated shunting mechanism has also been proposed for axonal
segments of rat jaw-closer muscle spindle afferents. The rostral and caudal parts of the
axons can show different firing patterns during fictive rhythmic motor activity, with only the
caudal compartment of the central axon showing phasic modulation in time with the motor
pattern (Westberg et al., 2000). This appears to result from GABAA - mediated axo-axonal
synaptic input from interneurons (Verdier et al., 2003).

On the other hand, as mentioned above, presynaptic GABA-mediated depolarization can
lead to ectopic spike initiation. This can have important consequences for the excitability of
proximal cell compartments that receive the antidromically propagated spike (Cattaert et al.,
1999; Pinault, 1995), but may also play a role for orthodromic signaling. Slight
depolarization can increase excitability, depending on the stimulus paradigm used. This is
for example true for GABAA-mediated responses in a subset of unmyelinated peripheral
axons in humans (Carr et al., 2010). Some hippocampal pyramidal cells fire ectopic axonal
spikes during some forms of oscillatory network activity during the phase when proximal
compartments are inhibited (Papatheodoropoulos, 2008). These ectopic spikes are
presumably due to GABA-mediated synaptic interactions. In addition to shunting and spike
initiation, GABA-mediated depolarization can also be sufficient to affect intrinsic voltage-
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gated ion channels. At nerve terminals of the pituitary, GABA-mediated depolarization can
cause spike failures (Jackson and Zhang, 1995; Zhang and Jackson, 1993, 1995). Here, the
shunting mechanism appears to be of only minor importance. Figure 13A shows recordings
obtained with a chloride concentration in the pipette that kept the chloride equilibrium
potential close to the resting potential. In consequence, GABA application caused an
increase in conductance but no change in membrane potential. This increase in conductance
led to an increased current threshold for spike initiation. However, a more dramatic effect
was seen when the chloride equilibrium potential was smaller (more depolarized) than the
resting potential (Fig. 13B). The depolarization resulting from GABA application led to a
decrease in spike amplitude and failures of active responses. This was likely due to sodium
channel inactivation and not to the increase in chloride conductance, as depolarization by
current injection had similar effects.

Optic nerve axons in the neonatal rat also express GABAB receptors. While GABAA
receptors seem to be mostly responsible for the reduction of spike amplitude, GABAB
receptors regulate calcium transients through N-type channels (Sun and Chiu, 1999), and
may play an important protective role in anoxia-induced injury (Fern et al., 1995b).

4.3. Acetylcholine
The presence of nAChRs on axon trunks has been recognized early in the peripheral nervous
system and optic nerves. In rabbit vagus nerve, ACh depolarizes C-fibers, reduces spike
amplitude and substantially slows conduction velocity (Armett and Ritchie, 1960). The
underlying ionic mechanism and pharmacology suggest that effects are due to nAChRs
(Armett and Ritchie, 1961, 1963). In human sural nerve, C-fiber excitability is increased by
ACh during repetitive activation, mediated by specific nAChR subunits (Lang et al., 2003a).
In early postnatal mouse and rat optic nerves, nicotine induces axonal calcium elevation
dependent on extracellular calcium (Zhang et al., 2004). This effect decreases substantially
with increasing age and myelination. Nicotine also reduces compound spike amplitude.
Interestingly, repetitive stimulation leads to a decrease in compound spike amplitude that
can be prevented by blockers of nAChRs, suggesting that axon excitability is modulated by
endogenous ACh in an activity-dependent manner.

In other axons of the central nervous system, the role of nAChRs is less clear. Despite the
fact that they are ligand-gated ion channels and therefore predisposed for fast synaptic
transmission, they seem to predominantly act in a non-synaptic fashion (Lendvai and Vizi,
2008). Cholinergic modulation of cortical circuits often involves targeting of pre- and
perisynaptic sites (Mansvelder et al., 2009). It should be noted that even if receptors are
mostly presynaptic, those synapses are en passant in many cases. Conceivably, spike
propagation through these synaptic sites may also be affected. There is also evidence for
“pre-terminal” receptors (Engelman and MacDermott, 2004; Lena et al., 1993; McGehee
and Role, 1996; McMahon et al., 1994; Zhu et al., 2005). These receptors are on higher
order axon arborizations, but at some distance from presynaptic sites. Activation of these
receptors enhances transmitter release from the terminals but this effect is blocked by TTX.
Therefore, it is likely that ACh controls spike shape and/or active propagation into terminals.
In the rat midbrain, nicotine dramatically increases spontaneous IPSCs mediated by
GABAergic axon terminals in interpeduncular nucleus neurons (Lena et al., 1993). As this
effect is blocked by TTX, cholinergic activation of the terminal axon arborizations appears
to be sufficient for distal ectopic spike initiation. Similarly, high affinity nAChRs on
thalamocortical terminals in prefrontal cortex can elicit ectopic spikes that increase
glutamatergic transmission to postsynaptic neurons (Lambe et al., 2003).

Surprisingly, nAChRs are also found in myelinated axon trunks. Positron emission
tomography with radioactive ligands in humans showed receptors in myelinated axons of
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thalamocortical pathways (Ding et al., 2004). Subsequently, the role of nAChRs in
modulating thalamocortical signaling has been studied in mice, mainly focusing on spike
initiation (Kawai et al., 2007). ACh lowers spike threshold and enhances synchrony of spike
initiation across different neurons. However, ACh responses occur in nodes of the extended
proximal portion of the tract. Therefore, spike propagation may also be affected.

4.4. Amines
Spike propagation in mammalian unmyelinated peripheral fibers can be modulated by
serotonin (5-HT). 5-HT signaling in the periphery is part of inflammatory responses to
degenerative neuropathies, viral infections and ischemia, in which long sections of
peripheral axons can be exposed to such mediators. C-fibers in isolated rat sural nerve
sections respond to 5-HT(3) receptor agonists, and show distinct changes in the dynamics of
post-spike excitability and activity-dependent changes of conduction delay (Lang et al.,
2006) (Fig. 13C). The main effect appears to be a reduction of supernormality, so that spike
intervals change less over distance (Fig. 13D). Frequency of repetitive spiking is a crucial
determinant of pain perception. Interestingly, 5-HT improves temporal fidelity, but as
temporal dispersion may be part of the normal coding strategy and serve to enhance stimulus
contrast (Weidner et al., 2002; Fig. 9), this potentially impairs function. It should be noted
that 5-HT(3) receptors are ionotropic, whereas probably most other examples of amine
modulation involve second messenger signaling and modulation of intrinsic axonal
properties. For example, α-adrenoreceptors appear to reduce voltage-gated calcium currents
in unmyelinated fibers of rat sympathetic nerve trunks (Elliott et al., 1989).

Amine modulation of axons has been described in several neurons in the crustacean
stomatogastric nervous system (STNS). In this system, an anatomically separate ganglion,
the stomatogastric ganglion (STG), contains the central pattern generating circuits (CPGs)
which control rhythmic movements of the posterior foregut (Harris-Warrick et al., 1992;
Marder and Bucher, 2007). The neurons comprising these circuits are modulated by a
multitude of substances released either directly into the neuropil of the STG by descending
projections from more anterior ganglia, or through the circulatory system as neurohormones
(Marder and Bucher, 2007; Nusbaum and Beenhakker, 2002; Stein, 2009). The monoamines
dopamine (DA), 5-HT, and octopamine (OA) all have multiple network targets in the STG,
acting on the gating properties of intrinsic voltage-gated ion channels as well as on synaptic
properties (Ayali and Harris-Warrick, 1999; Harris-Warrick et al., 1998; Marder and
Bucher, 2007; Marder and Thirumalai, 2002). It is now clear that they also directly target the
axons of sensory neurons and modulatory projection neurons, which play an important role
in activating the CPGs, and the motor axons leaving the STG. Consequently, the motor
output is shaped through changes in the firing patterns of individual neurons that occur at
some distance to classical integration sites.

The sites of axon modulation by amines in the crab STNS are shown schematically in Figure
14A. OA activates a central spike initiation zone in a mechanosensory neuron (Daur et al.,
2009). This bipolar neuron, called anterior gastric receptor (AGR), has its cell body close to
the STG and a peripheral projection to a specific set of muscles at which it initiates spikes in
response to contraction. AGR does not make direct connections to neurons in the STG, but
its ascending axon projects to ganglia anterior to the STG where it affects the firing pattern
of descending modulatory neurons. These modulatory neurons in turn shape the motor
patterns generated in the STG. Propagation of spikes elicited in AGR peripherally in
response to muscle contraction suppress spontaneous firing, but in the absence of strong
peripheral activation, a second spike initiation zone situated in the ascending axon is active.
OA increases the rate of spikes generated at this second initiation zone, and this change has
a significant effect on the phasing of the motor patterns generated in the STG.
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The descending axons of a bilateral pair of identified descending modulatory neurons to the
STG, called modulatory commissural neurons 5 (MCN5), also respond to OA (Goaillard et
al., 2004). MCN5 has its cell body in a ganglion anterior to the STG and a long projection
that runs for most of its way through the single input nerve into the STG. This nerve
contains a small (a few hundred micrometers long) anatomical specialization which contains
synaptic structures, at centimeter distance to the STG (Fig. 14A&B). When OA is applied to
this site, additional spikes are initiated in the axon of MCN5. This axonal increase in MCN5
spike frequency in turn increases the cycle frequency of rhythmic activity in the STG. The
effect is functionally distinct from direct actions of OA on the central pattern generating
neurons in the STG. Whereas OA effects on MCN5 firing only change cycle frequency in
the STG, direct modulation of STG neuron properties also affects the relative timing
between STG neurons. Interestingly, the anatomical specialization in the nerve with synaptic
neuropil shows release sites from cells with both clear and dense core vesicles (Fig. 14B)
and contains varicosities that are immunoreactive to a number of neuropeptides (Skiebe and
Ganeshina, 2000), suggesting that axons passing through this site may also be subject to
peptidergic modulation.

Finally, some of the motor axons leaving the STG are modulated by 5-HT or DA. In the crab
STNS, 5-HT modulates a peripheral spike initiation site in the lateral gastric (LG) neuron
(Meyrand et al., 1992). This spike initiation site is situated in the peripheral motor nerve,
0.5-2 cm distal to the STG (Fig. 14A). Central depolarization activates it in the presence of
5-HT, so that after a centrally generated burst the axon continues to fire, albeit at a lower
frequency. Peripherally initiated spikes travel antidromically to the STG but fail to activate
LG output synapses. However, they also travel orthodromically towards different muscles
innervated by LG. All muscles show electrical responses to the lower frequency input by
peripherally generated spikes, but only one of the three muscles tested showed contraction
responses. Interestingly, the source of 5-HT may be sensory neurons signaling contraction of
LG target muscles.

In the lobster STNS, the peripheral axons of a pair of motor neurons, the pyloric dilator (PD)
neurons, are sensitive to DA (Fig. 14C). In the absence of centrally generated activity, low
concentrations (<nM) can elicit peripheral spike initiation (Bucher et al., 2003). This usually
occurs at a specific site, 1-2 cm distal to the STG. However, focal application shows that
almost the entire 4-5 cm of peripheral axons can be activated. There is no specific DA
release targeted to the peripheral nerves but the low concentrations sufficient for activation
match hemolymph concentrations of amines. Therefore, modulation here appears to be
hormonal. The PD axons represent one of the first systems where neuromodulation of
axonal excitability has been investigated directly by measuring the changes in activation
properties of a single current. The depolarizing effect of DA on the axon resting membrane
potential (Fig. 14D) is sensitive to blockers of Ih (Ballo and Bucher, 2009). Both the
signaling pathway and the effect of DA on Ih activation has been studied (Ballo et al., 2010).
Pharmacological experiments showed that DA acts through D1-type receptors and leads to
an increase in cAMP concentration. Voltage-clamp measurements showed an increase in Ih
activation around resting membrane potential, consistent with the cAMP sensitivity of the
channels underlying this current (Fig. 14E). In the light of these findings, it is interesting to
note that Ih in this axon appears to be crucial in balancing slow after-hyperpolarization. This
may have a significant effect on temporal fidelity of spike conduction. In fact, during normal
centrally generated bursting, after-hyperpolarization suppresses DA-activated peripheral
spike initiation, so the DA effect may be more important in controlling conduction delay
than in eliciting additional spikes.

A shift in the balance between slow after-hyperpolarization and Ih has also been observed in
crayfish axon terminals in response to 5-HT (Beaumont et al., 2002; Beaumont and Zucker,
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2000). In this example, the amine modulation plays a role in the context of synaptic
transmission and not in spike propagation. However, amine action on the control of activity-
dependent hyperpolarization may be a common theme. In leech mechanosensory neurons, 5-
HT decreases the occurrence of spike propagation failures, apparently by decreasing
hyperpolarization due to activity of the sodium/potassium-ATPase (Mar and Drapeau, 1996;
Scuri et al., 2007).

5. Long-term regulation of axonal properties
The dynamics of spike conduction described in the preceding sections arise from given sets
of axonal physical properties, and from specific ionic mechanisms and their modulation. At
longer time scales, axonal properties may also be subject to more persistent regulatory
changes that affect axon morphology and the properties or expression levels of membrane
proteins. We abstain from an in-depth discussion of the vast literature on pathological
changes of axonal morphology and excitability in the context of channelopathies,
demyelination, ischemia, and injury. Such changes have recently been reviewed in detail
elsewhere (Krarup and Moldovan, 2009; Krishnan et al., 2009; Mert, 2007; Waxman, 2006).
Instead, we will focus on findings suggesting that axonal properties can be modified
concomitantly with, or in response to, changes in cellular and network function, generally
referred to as neural plasticity.

5.1. Stability and plasticity of conduction velocity
It is now well established for other neuronal compartments that neural plasticity
encompasses diverse phenomena that can occur in response to changes in the environment
sensu lato (Nelson and Turrigiano, 2008). They include activity-dependent as well as
activity-independent mechanisms that change or stabilize morphological parameters,
synaptic properties, and intrinsic excitability of neurons. In theory, there are two aspects of
spike propagation that could be affected. First, the dynamics of spike propagation during
repetitive activity, i.e. the temporal fidelity of axonal conduction, could be changed. In this
scenario, the potential consequences of delay changes, spike failures, and ectopic spike
initiation for neural coding could be altered in a persistent manner. Second, the mean delay
from spike initiation to presynaptic depolarization could be adjusted. This would affect
coding strategies depending on absolute delay or synchrony across different axons. There is
very little data available on the potential long-term regulation of the dynamics of spike
propagation, but plenty of evidence for regulation of mean delay.

Because absolute delay and synchrony across different presynaptic neurons may be an
important aspect of neural coding strategies (Carr and Konishi, 1988; Izhikevich, 2006;
Karino et al., 2011), one would expect delays to be stable and well-regulated in many cases.
Short of actually observing stability of conduction delay over time, a convincing argument
for stability comes from the observation that in some systems different conduction delays
compensate for different axonal path lengths. In a lobster motor neuron, axon branches that
innervate more distal muscle fibers conduct spikes faster to ensure synchronous
depolarization of all fibers (Govind and Lang, 1976a). In other cases, such correlation is also
found across different axons. Variations in conduction velocity compensate for different
axonal path lengths across different retinal ganglion cell axons (Stanford, 1987), across
different Purkinje cell axons (Sugihara et al., 1993), and across different thalamocortical
axons (Salami et al., 2003).

However, there is at least some evidence for plasticity of axonal conduction delay. A few
studies directly investigated long-term changes in spike propagation. In rabbit visual
corticotectal and callosal axons, conduction velocity as well as refractory period and
supernormal conduction were measured over several months with implanted recording and
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stimulation electrodes (Swadlow, 1982, 1985) (Fig. 15A). While the majority of axons
recorded had stable conduction delays, in others delay either continuously increased or
decreased (Fig. 15B). Changes in excitability, measured as stimulation threshold, closely
matched the changes in conduction delays. However, re-excitability (measured as minimum
spike interval and supernormal latency) appeared to be a lot more stable than mean
conduction delay, or at least were not correlated with changes in mean delay (Fig. 15C&D).
Recordings of the same axon at two different sites demonstrated that the changes in
conduction velocity were similar in the proximal and distal regions of the axon, suggesting
uniform changes in the intrinsic properties of the axon trunk.

In networks of cultured cortical neurons, patterned stimulation induced changes in
conduction velocity of extracellularly measured spikes (Bakkum et al., 2008). As in the
experiments with callosal axons described above, conduction velocity increased in some
axons and decreased in others. These changes required activation of the post-synaptic
targets. Spike amplitudes also changed, albeit not monotonically with conduction speed. The
absence of a strict correlation between changes in conduction velocity and spike amplitude
suggests that these modifications of axon function do not only involve changes in channel
densities, but may also be due to changes in morphology.

5.2. Activity-dependent plasticity of intrinsic axonal excitability
The mechanisms potentially underlying changes in conduction velocity could include
modifications of axonal morphology, which we will discuss later, and changes in intrinsic
excitability. Due to the limited experimental accessibility of axons, so far little information
is available on the molecular basis of changes in excitability, but results from other cell
compartments shed some light on the potential regulation of voltage-gated ion channels in
the axon. At least two types of activity-dependent plasticity are usually distinguished. The
terms Hebbian or Hebbian-like plasticity refer to long-term changes underlying the
acquisition and storage of new information at the cellular level. The term homeostatic
plasticity refers to the mechanisms regulating synaptic and intrinsic properties to ensure
long-term stability of neural function.

For a long time, studies of synaptic plasticity were focused on presynaptic changes in
transmitter release, but it is now well established that changes in pre- and postsynaptic
intrinsic excitability play an important role in Hebbian plasticity (Campanac and Debanne,
2007; Debanne et al., 2003; Debanne and Poo, 2010; Zhang and Linden, 2003). In fact, even
in the early descriptions of long-term potentiation of hippocampal synapses, a contribution
of changes in postsynaptic excitability was suggested (Bliss and Lomo, 1973). Although
most studies focused on changes in dendritic voltage-gated ion channels, there are some
examples of axonal contributions. Experimentally induced long-term potentiation in
hippocampal CA1 pyramidal cells can involve both changes in synaptic transmission and
changes in postsynaptic excitability at the level of the axon (Xu et al., 2005). In this case,
the activation and inactivation of the voltage-dependent sodium currents were both shifted to
more hyperpolarized potentials, leading to a decrease in the threshold of the action potential
synergistic with the potentiation of the pure synaptic component. Because currents were
recorded from the soma, it was not clear whether these changes in sodium channel properties
were restricted to the AIS or also expressed in the axon trunk. In cultured hippocampal
neurons, long-term potentiation induced by correlated firing of the pre- and postsynaptic
neurons was associated with a change in excitability of the presynaptic neuron (Ganguly et
al., 2000). This change was mediated by shifts in the voltage-dependence of sodium currents
leading to a decrease in the threshold for spiking and a reduction of interspike interval
variability. The location of the changes in intrinsic excitability was not precisely defined.
However, they appeared to require retrograde signaling from the postsynaptic neuron. This
suggests that the sodium channels involved are located near the synaptic terminal involved

Bucher and Goaillard Page 37

Prog Neurobiol. Author manuscript; available in PMC 2012 September 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



in Hebbian plasticity. In vivo, where the same neuron is sending collaterals to many distinct
postsynaptic targets, such a mechanism may affect only the collateral carrying the
potentiated synapse. This could favor the propagation of action potentials into specific
branches and could for example have a significant influence on spike failures at branch
points, selectively directing action potential traffic to stronger synapses. Changes involving
both spike initiation and spike propagation were investigated following operant conditioning
of spinal reflexes. Rats and monkeys were conditioned to increase or decrease their muscle
response to the stimulation of afferent sensory fibers (H-reflex) (Carp et al., 2001; Carp and
Wolpaw, 1994; Wolpaw and Tennissen, 2001). The physiological changes underlying the
conditioned responses, while involving supraspinal influences, were found to mainly occur
at the level of the intrinsic excitability of motor neurons. The spike threshold recorded at the
soma was increased when the animal learned to decrease its response to the sensory
stimulus. In addition, the conduction velocity was decreased. Therefore, classical learning
paradigms can induce changes in the excitability of the axon, not only at the spike initiation
site, but also in the axon trunk. In Aplysia, the long-term effects of local depolarization were
investigated in the axons of sensory and motor neurons (Weragoda et al., 2004). Transient
local application of high potassium saline centimeters away from the soma induced long-
term hyperexcitability in the axon, similar to changes in excitability after nerve crush. The
action potential threshold was significantly lower in the treated region 24 hours after the 2-
minute treatment, whereas conduction and spike initiation were unchanged in untreated
regions. The change in spike threshold was shown to be dependent on local protein
synthesis, and may involve changes in the expression level of ion channels. This suggests
that the machinery necessary for local regulation of protein expression is present in the axon
trunk, and that long-term changes in axon excitability can occur in response to relatively
brief changes in activity.

Homeostatic plasticity also involves changes in both synaptic properties and in intrinsic
excitability (Davis, 2006; Marder and Goaillard, 2006; Turrigiano, 2011). Imposed
perturbations of activity in many cases lead to a regulation of intrinsic excitability that
restores activity levels. In the study by Swadlow (1985) described in section 5.1, the
dependence of conduction velocity on activity was tested in one animal by enucleation of
one eye and subsequent recordings of contralateral corticotectal axonal activity. In the two
cells monitored after ablation, conduction velocity started increasing 5 days post-ablation,
and reached a new steady-state value after 25-30 days at 110% of the control values
(Swadlow, 1985). This change could be interpreted as homeostatic, i.e. representing an
upregulation of excitability to compensate for loss of visual activation. An interesting case
in this respect is the recent finding of activity-dependent regulation of spike initiation. In
cultured hippocampal neurons, chronic depolarization with high potassium saline induced a
shift of the AIS away from the cell body, which should increase the spike threshold (Grubb
and Burrone, 2010). The shift of the AIS involved multiple molecular components,
including voltage-gated sodium channels, and was reversible when neurons returned to
normal membrane potentials. In neurons involved in sound localization in birds, auditory
input deprivation led to a redistribution of voltage-gated sodium channels that lengthened
the AIS, associated with an increase in excitability and spontaneous activity (Kuba et al.,
2010).

In two studies investigating the changes in excitability associated with homeostatic
plasticity, sodium currents were found to be strongly regulated by changes in activity levels
(Desai et al., 1999; Turrigiano et al., 1994). However, physiological measurements were
made at the soma and therefore could not distinguish between changes affecting only spike
initiation and changes also affecting spike propagation. Other evidence for compensatory
regulation of ion channels in the axons comes from mutant mice. In optic nerves and
elsewhere in the brain, Nav1.6 channels are found in high expression levels at the axon
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initial segment and in the Nodes of Ranvier in mature myelinated axons. During
development, these compartments initially express predominantly Nav1.2 channels, most of
which subsequently get replaced by Nav1.6 channels (Van Wart and Matthews, 2006).
Mutant mice with reduced expression of Nav1.6 channels partially compensate for axonal
dysfunctions by retaining elevated Nav1.2 expression (Vega et al., 2008). However, it is not
known if this compensatory expression can only happen during a critical developmental
period, and if it is dependent on activity. Taken together, these findings suggest that the
expression and properties of sodium channels are strongly regulated in various types of
plasticity. Because of the fundamental importance of sodium currents for spike generation
and propagation, such regulatory processes have the potential to significantly influence the
temporal fidelity of axonal spike conduction, as well as the overall conduction delay.

Studies of the activity-dependent regulation of potassium channels have also mostly been
focused on proximal cell compartments, but at least one study shows a clear effect of
activity on the distribution of channels in the axon trunk (Grosse et al., 2000). In
hippocampal neurons, Kv1 channels at appreciable expression levels appear postnatally, i.e.
relatively late in development. This late expression is regulated by activity. Block of activity
in cultured neurons prevented the axonal expression of some types of Kv1 α-subunits. While
this was shown with immunocytochemical methods, a recent electrophysiological study in
rat hippocampal slices showed that in response to a decrease in network activity, pyramidal
neuron D-type (Kv1.1) current, which is known to be prominently expressed along the axon
in these cells, is downregulated (Cudmore et al., 2010).

Altogether, these studies suggest that conduction velocity can be regulated in an activity-
dependent manner in different behavioral contexts. It should be noted, however, that such
plasticity obviously has some limits. Presumably deleterious changes in conduction velocity
during normal aging imply that activity-dependent plasticity fails to compensate for changes
in axonal excitability. For example, axonal conduction delays in cholinergic projections to
the cortex are increased by 50% in aged squirrel monkeys (Aston-Jones et al., 1985b).
Likewise, the functional impairments occurring during demyelinating diseases shed some
light on the limits of axon plasticity (Krishnan et al., 2009).

5.3. Plasticity of axon morphology
Because of the dependence of axonal conduction velocity on morphological parameters like
diameter, myelin thickness, and internodal length, it is not surprising that changes in these
parameters are utilized to regulate conduction delay. The morphological plasticity of axonal
arborizations has been known for more than 30 years from the pioneering studies on the
effect of monocular deprivation on the connectivity of thalamocortical afferents (Hubel et
al., 1977; Shatz and Stryker, 1978). This manipulation results in a significant decrease of the
total length and number of branching points of thalamocortical axons coming from the
deprived eye (Antonini and Stryker, 1993). The activity-dependence of axon growth has
since been studied extensively at the molecular level (Ibarretxe et al., 2007). However,
monocular deprivation during critical developmental periods has such dramatic
consequences for gross axon morphology and synaptic connectivity that from the point of
view of spike propagation, changes may be rather unselective. It is now also well established
that synaptic plasticity, above all LTP and LTD, is associated with morphological
rearrangements of both the presynaptic and postsynaptic site (Holtmaat and Svoboda, 2009).
Higher order axon branches and terminals can stabilize and grow, or disappear,
concomitantly with strengthening and weakening of synaptic connections (Becker et al.,
2008; De Paola et al., 2006; Gogolla et al., 2007; Stettler et al., 2006). Because such
changes could affect the electrotonic structure of axons, including impedance matching or
mismatching at branch points, consequences for spike propagation are easily conceivable.
However, to our knowledge no studies have addressed this question yet.
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An interesting perspective on the regulation of axon morphology is provided by the
problems posed by growth and development. Depending on species and circuit in question,
adult-like neural function may either be established early, mature slowly, or even be absent
because of an operating mode that is age-specific. However, in most cases development is
associated with dramatic changes in the size of the body, and hence of the nervous system.
The lengths, diameters and intrinsic membrane properties of neural processes in general
have to be increased in a carefully controlled way and at relative rates that either preserve
their electrotonic structure or allow appropriate functional adjustment (Hill et al., 1994;
Olsen et al., 1996). An obvious challenge for axons that comes with an increase in size is the
adjustment of conduction velocity that is necessary if a stable delay of neuronal response is
needed. In other words, if the total conduction delay has to remain stable, an increase in
conduction velocity can compensate for an increase in axon length. In species that grow
continuously, such as lobsters, the body size can increase by a factor of 20 or more between
juvenile and adult stages, although juvenile and adult animals share common behaviors and
produce similar neural activity. In some cases, total conduction delay is not maintained. In
lobster stomatogastric motor axons between juvenile animals and adults, conduction velocity
remains either stable or increases by less than 20% while axon lengths increase by a factor
of four (Bucher et al., 2005). Consequently, conduction delay almost quadruples. In
contrast, lobster giant axons increase substantially in diameter and roughly quadruple their
conduction velocity, presumably to compensate for changes in axon length (Govind and
Lang, 1976b). Similarly, in postnatally growing rat triceps surae motor neurons changes in
conduction velocity compensate well for changes in axon length to achieve stable
conduction delays (Chen et al., 1992). It should be noted, however, that in the absence of
specific information about the importance of absolute delay values for coding, interpretation
of such data can be difficult. In goldfish, Mauthner cell axons of larger animals actually
have smaller diameters and conduction delays (Funch et al., 1981).

In addition to the relationship between axon diameter and conduction velocity, delay can be
regulated by a coordinated increase in diameter and myelination (Buckley et al., 2010;
Franklin and Hinks, 1999). In mammals, where growth is finite, some peripheral nerves still
increase in length by more than four times postnatally. Peripheral sensory axons are
unmyelinated at birth and become myelinated during the first three postnatal weeks (Peters
and Muir, 1959). The stages at which myelination starts and ends largely depend on the
behavioral maturity of the species considered at birth (Szalay, 2001; Tessitore and Brunjes,
1988; Yakovlev and Lecours, 1967). In precocial animals, which are able to feed and walk
at birth, myelination is almost complete at birth. In altricial animals, which are immature at
birth and depend on their mothers to feed, myelination extends late into postnatal life. In
humans, central motor and sensory axons achieve adult conduction delays by the age of two,
while body size keeps substantially increasing afterwards (Eyre et al., 1991). Adjustments
necessary even after the initial myelinating process is completed can be achieved through
changes in myelin thickness and internode spacing that help maintain conduction time
(Friede et al., 1985). This is also evident in adult animals. For example, thalamocortical
projections make use of regional differences in axon myelination to compensate for different
path lengths and ensure similar conduction delays (Salami et al., 2003).

Importantly, a number of studies suggest that myelination is modulated by activity, and that
this coupling likely relies on the sensitivity of glial cells to different signaling molecules
produced by axons (Emery, 2010; Fields, 2008b; Markham and Greenough, 2004). In
postnatal developmental stages, manipulations of visual input, including deprivation,
premature eye-opening, enrichment or impoverishment of visual environment, and length of
day, affect the degree and onset of axon myelination (Gyllensten and Malmfors, 1963;
Juraska and Kopcik, 1988; Sirevaag and Greenough, 1987; Spears et al., 1990; Szeligo and
Leblond, 1977; Tauber et al., 1980). Recent work also suggests that activity-dependent
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modifications of myelination are present in adults and may be involved in learning processes
(Fields, 2010; Zalc and Fields, 2000). Plasticity of myelination can be revealed when
changes in axonal activity are imposed or fiber tracts are lesioned. For example, imposed
hind limb load changes induce changes in myelin thickness and internodal length in different
peripheral nerves, partly associated with changes in conduction velocity (Canu et al., 2009).
Axonal sprouting observed in the hippocampus following lesion of the entorhino-
hippocampal perforant pathway is associated with the recruitment of newly formed
myelinating cells, suggesting that myelination is still plastic in adult animals (Drojdahl et
al., 2010). Whether this plasticity is associated with a recovery of axon function has yet to
be determined.

In humans, functional imaging has been used to directly investigate the relationship between
white matter structure and cognitive function at different developmental stages (Fields,
2008b). These studies have shown that myelination of specific brain regions correlates with
cognitive development in children (Kraft et al., 1980; Mabbott et al., 2006; Nagy et al.,
2004; Pujol et al., 2006), and that differences in white matter structure are correlated with
reading abilities (Klingberg et al., 2000; Niogi and McCandliss, 2006). Several recent
studies used diffusion tensor imaging to analyze the microstructure of white matter in
humans. Changes in the microstructure are mostly interpreted as changes in the degree of
myelination of axons. Manual dexterity, for example in professional pianists, appears to be
correlated with increased myelination in cortical, subcortical, and spinal axons (Bengtsson et
al., 2005; Imfeld et al., 2009; Lindberg et al., 2010). One study even directly assessed the
effect of task learning on white matter microstructure. Changes were found in subjects
learning to juggle after 6 weeks of training and persisted 4 weeks after cessation of training
(Scholz et al., 2009). Such complex sensory-motor tasks depend on precise timing, and
temporal precision of spike propagation may be a critical parameter in this context. These
studies suggest that the cellular mechanisms of learning and memory, including complex
behaviors in the adult, may not just involve changes in synaptic efficacy, but also the tuning
of axonal conduction properties.

6. Concluding remarks
The findings discussed here clearly show that many axons do not faithfully propagate
spikes. Nonlinearities resulting from the gating properties of ion channels and geometric
inhomogeneities, as well as neuromodulation, may alter activity patterns between initiation
and arrival at presynaptic sites. Curiously, reports of activity-dependent changes in
conduction velocity and impulse failures have appeared over the better part of the 20th

century, and some of the potential functional implications have been insightfully discussed
more than 30 years ago (George, 1977; Swadlow et al., 1980). Despite this long-standing
knowledge, the understanding that axons act as conditional rather than faithful conduits of
information is only now entering the common consciousness of cellular neuroscientists. This
may have to do with the fact that the relevance for neural coding and processing is far from
understood. In most cases, we do not even know the magnitude of changes in spike
conduction in the context of biologically relevant patterns of activity. It is likely that the
extent to which the dynamics of axonal spike propagation are truly utilized as part of the
coding strategy is not consistent across different neurons and model systems.

There are different viewpoints on this issue that one might adopt. From one perspective,
activity-dependent changes in conduction velocity can be viewed as a limit of temporal
fidelity. If there is a complex frequency- and history-dependence of spike propagation as
seen in some of the examples discussed above, it may impose constraints on the coding
strategy that the neuron can use. In other words, some neurons may have limited temporal
fidelity of axonal conduction but there is no adaptive disadvantage as long as this is not
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functionally relevant in the computational tasks the neuron is involved in. Why then would
such a neuron express a complex and specific complement of voltage-gated ion channels in
its axonal membrane instead of relying on the minimal set sufficient for spike propagation?
The biophysical properties of an axon are the result of the evolutionary history of the cell
type or lineage, and not necessarily optimized for all aspects of temporal fidelity of spike
propagation. The presence of ion channels that exceed our notion of what the minimal
complement necessary for spike conduction is may have evolved in a different functional
context, or may contribute to different aspects of the same functional context. For example,
the tuning of the axonal complement of different voltage-gated ion channels did not just
evolve in the context of excitability and re-excitability, but was likely also driven towards
minimizing energy expenditure (Alle et al., 2009; Sengupta et al., 2010). In addition, the
ambiguous effects of voltage-gated ionic conductances on excitability mean that their
presence and regulation can be a compromise between beneficial and deleterious effects in
specific functional contexts. For example, Ih can balance excessive hyperpolarization caused
by the Na+/K+-pump and therefore be crucial in preventing spike failures during repetitive
activity (Baginskas et al., 2009; Grafe et al., 1997; Kiernan et al., 2004; Soleng et al., 2003).
On the other hand, it may contribute to a depolarized resting potential in the absence of
proximally initiated spikes and lead to ectopic spike initiation (Ballo and Bucher, 2009).
Accordingly, one might interpret the fact that some axons have excellent temporal fidelity of
propagation as an adaptive specialization. The biophysical properties of some axons may
have specifically evolved in the context of maintaining spike timing precision. For example,
some axons of crustacean proprioceptive afferents, which clearly use temporal coding
schemes, show almost no changes in conduction delay even at fairly high spike frequencies
(DiCaprio et al., 2007). The apparent excess in ion channel types in many axons may also
play a role in the robustness of spike conduction. In a system relying on a minimal number
of components, the loss or dysfunction of any of these components likely impairs
performance dramatically (Barbaric et al., 2007; Kitano, 2004; Marder and Goaillard, 2006).
The presence of functionally overlapping and therefore conceivably partially redundant ion
channels in axons may ensure the preservation of propagation in the case of loss or
dysfunction of a single ion channel type. However, because distinct ion channels rarely are
identical in their gating properties, this may add nonlinearities to the spike propagation
process.

From a different perspective, the dynamics of spike propagation can be viewed as an integral
part of signal transmission. In fact, the usual view of membrane properties in other neuronal
compartments than axons is somewhat “teleological”: The presence of a specific set of
passive properties and ionic conductances determines the electrical behavior and therefore
all of these properties and every type of ion channel are thought to be present for a specific
reason in the context of excitability. Accordingly, changes in spike patterns during
propagation must be interpreted as part of the coding strategy, as long as they occur within
the range of patterns that are generated in vivo (which are often not well known). For
example, if the inactivation of a potassium current leads to decrease in spike failures at
branch points during repetitive activity, postsynaptic activation is enhanced at higher firing
frequencies and this represents a biologically relevant form of non-synaptic short-term
plasticity (Debanne et al., 1999).

We do not hold these two viewpoints as mutually exclusive, but they illustrate that the
interpretation of axonal contribution to neural processing in most cases is difficult in the
absence of a better understanding of realistic activity patterns and general coding strategy. It
is to be expected that the substantial advances in electrophysiological approaches, voltage-
sensitive dye imaging, and molecular mapping of ion channels and receptors will allow a
better understanding of the dynamics of the axonal membrane in many systems in the nearer
future. Together with advances in techniques allowing the recording of realistic activity
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patterns in vivo and over longer time spans, such approaches will facilitate our
understanding of axons as computing devices.

Particularly interesting will be to explore to which degree axons are subject to
neuromodulation and long-term regulatory processes, and therefore involved in neural
plasticity. Taken together, the observations described in section 5 suggest that virtually all
parameters involved in the definition of conduction properties, like the density of ion
channels, myelination, axon diameters and branching patterns, can be modified by activity.
Changes in conduction properties are very rarely taken into account in the theoretical
framework of learning processes and information coding in the brain. However, a significant
part of the computations performed by neuronal networks relies on exquisitely precise
timing that could not be achieved without optimization of conduction properties (Bakkum et
al., 2008; Izhikevich, 2006; Karino et al., 2011). Therefore, learning of complex fine-tuned
behaviors cannot be understood if considering only plasticity of synaptic and
somatodendritic properties of neurons.

Acknowledgments
This work was supported by National Institute of Neurological Disorders and Stroke Grant NS058825 to DB, and
Avenir (Inserm), CG13, and Fondation Fyssen grants to JMG. We thank Drs Farzan Nadim and Dominique
Debanne for helpful discussions.

Abbreviations

5-HT serotonin

ACh acetylcholine

AGR anterior gastric receptor neuron

AIS axon initial segment

AMPA receptor α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor

ATP adenosine-5'-triphosphate

CA cornu ammonis

Cav voltage-gated calcium channel

CPG central pattern generator

DA dopamine

DG dentate gyrus

EPSP excitatory postsynaptic potential

GABA γ-Aminobutyric acid

GR geometric ratio

HCN hyperpolarization-activated cyclic nucleotide-gated channel

IA A-type potassium current

Ih hyperpolarization-activated inward current

IPSP inhibitory postsynaptic potential

Kv voltage-gated potassium channel

LG lateral gastric neuron
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MCN5 modulatory commissural neuron 5

nAChR nicotinic acetylcholine receptor

Nap persistent sodium current

Nat transient sodium current

Nav voltage-gated sodium channel

OA octopamine

PD pyloric dilator neuron

pdn pyloric dilator nerve

STG stomatogastric ganglion

STNS stomatogastric nervous system

TRPC classical transient receptor potential channel
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Highlights

• Across phyla and cell types, axonal complements of voltage-gated ion channels
by far exceed the classic description of spike initiation and propagation in the
squid axon.

• Due to the complexity of ion channel complements and morphological
inhomogeneities of axons, temporal patterns of neuronal activity can change
substantially during propagation from proximal to distal axonal sites.

• Neuromodulators can alter axonal excitability and affect spike propagation.

• Short-term dynamics, neuromodulation, and long-term regulation of axonal
spike conduction may play important roles in neural coding and plasticity in the
brain.
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Fig. 1.
Action potential conduction in axons of spiking neurons. A: Schematic representation of a
neuron with proximal integration of synaptic input and spike initiation. Spikes are
propagated along the axon into distal terminals where depolarization results in transmitter
release. B: Typical spike waveforms obtained from intracellular recordings. C: Schematic of
conduction delay. The propagation time introduces a latency between spike initiation and
postsynaptic responses potentially much larger than the synaptic delay, and very different
across different pairs of neurons. D: Changes of temporal patterns between proximal and
distal recording sites introduced by the process of propagation, including temporal
dispersion, spike failures, and ectopic spike initiation. B is modified from Hodgkin and
Huxley, 1939, and David et al., 1995.
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Fig. 2.
Diversity of axon morphology and neuronal firing patterns. A: Different axon diameters.
The left panel shows a cross section of a squid (Sepioteuthis lessoniana) stellar nerve with
vastly different axon sizes. The right panel shows a small-bouton spinous axon terminal of a
cortico-thalamic neuron from a macaque monkey, filled with a retrograde tracer. B:
Schematic of spinal and dorsal root ganglion neurons. Local interneurons (blue) have fairly
short axons, whereas the axons of sensory (red) and motor (green) neurons can be > 1 m
long. C: Different firing behavior. The upper panel shows a fast-adapting sympathetic
neuron. These neurons often only fire single spikes in response to sustained depolarization,
due to substantial M-type potassium currents and slow after-hyperpolarization. The middle
panel shows a thalamic neuron during spindle oscillation. The lower panel shows the
extreme high-frequency response of a copepod antennal mechanoreceptor to a water jet. A is
modified from Lee et al., 1994, and Miyashita et al., 2007; C is modified from Jones, 1985,
Contreras and Steriade, 1996, and Fields and Weissburg, 2004.
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Fig. 3.
Diversity of ionic currents in axons. A: Fast sodium and delayed rectifier potassium currents
in the squid giant axon, as elicited in response to a depolarizing voltage step. B: Cartoon of
current responses to depolarizing voltage steps in an axon with a more complex complement
of channels which activate and inactivate with very different time constants. C: A range of
different ion channels found in either central or peripheral myelinated axons, distributed
differentially between node, juxtaparanode, and internode. A is modified from Hodgkin and
Huxley, 1952.
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Fig. 4.
Activity-dependent changes in axonal excitability and conduction delay in earthworm and
frog axons. A: Concomitant relative changes of conduction velocity and excitability as a
function of interval between paired pulses in an earthworm axon. Excitability was measured
as the threshold for spike initiation at the stimulus site. At small intervals, conduction
velocity and excitability was reduced. At larger intervals, velocity and excitability was
increased and returned to control values only at intervals greater than 100 ms. B: Triphasic
changes in excitability and their dependence on conditioning regime in frog sciatic axons.
With a single conditioning spike (red), the threshold for the initiation of a second spike was
increased at small intervals (relative refractory period), and decreased at larger intervals
(supernormal period). When the axon was conditioned with 8 impulses at 450 Hz (green),
the supernormal period was increased and followed by a period of slightly increased
threshold (subnormal). The subnormal period was dramatically increased when the axon was
conditioned with 5 Hz (blue) or 20 Hz (magenta) stimulation sustained over 3 minutes. A is
modified from Bullock, 1951; B is modified from Raymond, 1979.
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Fig. 5.
Afterpotentials and activity-dependent changes in axonal excitability. A: Spike recorded
from a myelinated motor axon innervating the diaphragm in the rat. B: Enlarged view of the
voltage range around resting membrane potential and expanded time base of the same trace
shown in A. A depolarizing afterpotential (DAP) is followed by an after-hyperpolarization
(AHP). C: The relationship between afterpotentials and excitability changes in a
computational model of a myelinated axon, calculated for three different axon diameters.
Note that the changes associated with the relative refractory period at short intervals (~2-4
ms) are not reflected in the membrane potential. However, later changes in threshold follow
the DAP and AHP quite well. The difference in DAP between axons of different sizes was
due to the fact that passive capacitive charging depends on diameter. A and B are modified
from David et al., 1995; C is modified from McIntyre et al., 2002.
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Fig. 6.
Changes in spike shape during repetitive activity and changes in baseline membrane
potential A: In a Hodgkin-Huxley type axon model with only fast sodium and delayed
rectifier potassium currents, sodium channel inactivation leads to a reduction in spike
amplitude (red arrows). B: Conduction velocity in the same model is well correlated with
the peak voltage of spikes, in that spikes with reduced amplitude are slower. C: In
hippocampal mossy fibers, inactivation of A-type potassium channels leads to activity-
dependent spike broadening. The overlaid traces shown are from a 50 Hz train. D: The
magnitude of the increase in spike duration in mossy fibers is dependent on stimulation
frequency. E: In a lobster stomatogastric axon, depolarizing and hyperpolarizing current
injections during ongoing burst activity change spike amplitudes, spike durations, and the
dynamics of both. Shown are overlaid spikes from single bursts under each condition.
Depolarizing current injection (left) decreases initial spike amplitude (red bar) and increases
the frequency dependent change in amplitude (green bar), compared to control (middle
panel). Initial spike duration (blue bar) is prolonged compared to control, but increases very
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little over the course of the burst (magenta bar). Hyperpolarizing current injection (right)
increases spike amplitude and decreases frequency-dependent reduction. Initial spike
duration is reduced compared to control but increases substantially over the course of the
burst. A and B are modified from Moradmand and Goldfinger, 1995. C and D are modified
from Geiger and Jonas, 2000. E is modified from Ballo and Bucher, 2009.
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Fig. 7.
Spatial variation and entrainment of intervals between spikes propagated at different
velocities. A: Conduction velocity as a function of stimulus interval in a Hodgkin-Huxley
axon model stimulated with paired pulses. Velocities were calculated from measurements at
a distance of 9 length constants from the stimulation site. The conditioning spike traveled at
a velocity of 6.54 m/s (dashed red line). The second spike was slowed when elicited during
the relative refractory period. With increasing intervals, conduction became first
supernormal and then subnormal (green line). B: When the interstimulus interval was varied
between 5 and 23 ms in the same model axon, the interspike interval changed as a function
of distance from the stimulation site. Over distance, spikes elicited during the relative
refractory period and in the early supernormal period converge on an interval that marks the
transition between refractory and supernormal periods, where the conduction velocities of
conditioning and second spike are identical (blue ellipse). C: Impulse entrainment in a rabbit
efferent visual cortex neuron. Thalamic antidromic stimulation at a distance of 14.9 mm was
used to evoke spikes in cortical extracellular recordings. Recorded spike intervals were a
constant 1.7 ms, despite the fact that stimulus intervals were varied between 0.9 and 2.0 ms
(10 pairs of stimuli as shown in the lower scheme). A and B are modified from Moradmand
and Goldfinger, 1995; C is modified from Kocsis et al.,1979.
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Fig. 8.
Membrane potential, spike shape, and conduction delay in a crustacean stomatogastric axon.
A: Single burst recorded from the pyloric dilator (PD) neuron axon in the motor nerves
during ongoing rhythmic pyloric activity. The intracellular recording is from a relatively
proximal site, ~1 cm from the stomatogastric ganglion; the extracellular recording (lower
panel) is from a distal site close to the motor terminals, ~5 cm from the ganglion. Note the
longer delay to the first spike. The upper panel shows the parabolic instantaneous frequency
over the course of the burst. The intracellular recording shows that spike amplitude
decreases with frequency (orange arrow). In addition, the membrane potential from which
each spike is fired increases with frequency (green arrow). This is due to summation caused
by very slow repolarization times (blue arrow). B: Multiple sweep view triggered from the
intracellularly recorded spikes of the single burst shown in A. Intracellular spikes are shown
superimposed in the bottom panel. Note that spike duration increases over the course of the
burst (purple arrow), contributing to the summation shown in A. Corresponding extracellular
spikes are colored red in the staggered sweeps in the upper panel. The delay from intra- to
extracellular recording site changes dramatically. Note that there is an initial decrease in
conduction delay that is not correlated with the changes in spike shape. C: Apart from the
fast changes in spike shape and membrane potential over the course of a burst, the baseline
membrane potential also changes at a slow time scale in an activity-dependent manner.
When centrally generated activity in the stomatogastric ganglion is blocked, the axon slowly
depolarizes (left panel). When subsequently the motor nerve is stimulated with a realistic
spike pattern, it repolarizes with a similar time course (right panel). A, B, and C are adapted
from Ballo and Bucher, 2009.
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Fig. 9.
“Contrast enhancement” in human C-fibers. A: Peroneal nerve C-fibers were stimulated at
their receptive fields with trains of 4 pulses (intervals: 20 ms) at varying repetition rates and
recorded at knee level. At low repetition rates (red), intervals between spikes increased
during propagation, and at higher repetition rates (green), intervals decreased. B: Plot of the
response latencies at the recording site as a function of successive changes in repetition rate
of the 4-spike trains. Graphs labeled I, II, III, and IV correspond to the first to fourth spikes
within the train shown in A. All latencies were measured with respect to the first stimulus in
the train. Overall, repetitive stimulation slowed conduction compared to the previously
quiescent axon, as can be seen in the progressive increase of latency with repetition rate for
spike I. However, intervals between spikes I, II, III, and IV were first increased and then
decreased with increasing repetition rate. This relative supernormal conduction increased
until spikes became locked into a minimum interval that corresponded to the duration of the
relative refractory period. Red and green bars correspond to the patterns shown in A.
Modified from Weidner et al., 2002.
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Fig. 10.
The effects of non-uniform excitability and geometry. A: three-dimensional confocal
reconstruction of a layer 5 pyramidal cell axon and dendrite in rat somatosensory cortex. B:
Model of activity-dependent inactivation at varicosities in peptidergic neurons of the
neurohypophysis, mediated by calcium-dependent potassium channels. C: The effect of
diameter changes at branch points on spike propagation and delay. A is modified from
Kalisman et al., 2005; B is modified from Muschol et al., 2003; C is modified from Manor
et al., 1991.
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Fig. 11.
Branch point propagation failures. A: Intermittent spike failures at a branch point in a
computational model of a myelinated axon at two different temperatures. B: Selective spike
failure in one of the daughter branches of a spiny lobster motor axon. Traces are from initial
stimulation of the parent axon (control) and after 4.5 s of stimulation at 50 Hz. The top two
traces are intracellular recordings (sites indicated by triangles in the schematic), and the
bottom two traces are extracellular recordings (sites indicated by double lines). Note that
during repetitive activity, the spike has a diminished amplitude in the intracellular recording
of the medial branch, and fails to propagate to the extracellular recording site (black arrow).
C: The role of A-type potassium currents in branch point spike failures in hippocampal
pyramidal axons. Hyperpolarizing presteps in the presynaptic cell eliminated postsynaptic
responses to single spikes elicited at the soma of the presynaptic cell (left traces). When
cells were held at potentials more hyperpolarized than the resting membrane potential
(RMP) and then spikes elicited with sustained depolarizing pulses, only initial spikes failed
to propagate to presynaptic sites. Subsequent spikes elicited postsynaptic responses. A is
modified from Zhou and Chiu, 2001; B is modified from Grossman et al., 1979a; C is
modified from Debanne et al., 1997.
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Fig. 12.
Ectopic spike initiation. A: When rat hippocampal CA3 pyramidal cell somata were
removed by a cut, blocking Kv1 channels with 4-AP induced burst firing in Schaffer
collateral axons in response to a single stimulus. Stimulation and recording sites are
indicated in the schematic of the hippocampus. Traces are from extracellular potentials
recorded from the distal axon. Overlays of 10 repeated stimulations are shown. B: Bursting
only occurred at the branch exposed to 4-AP. In CA3 neurons in “intact” hippocampal
slices, somatic recordings showed single spikes in response to single stimulation of site 1
(S1) and two spikes when 4-AP was delivered at the stimulation site. Stimulating a different
axon collateral (S2) distant to the site of 4-AP application did not evoke repetitive spiking.
Traces are overlays of 3 repeated stimulations. C: In a subset of mouse hippocampal
interneurons, repeated activation by current injection into the soma eventually leads to long-
lasting repetitive spiking generated in the axon. Shown is the response to the 11th 1s soma
stimulation. This effect requires hundreds of evoked spikes but is not dependent on somatic
depolarization. D: Repeated axonal stimulation in the same preparation leads to long-lasting
axonal spike initiation even when the soma is hyperpolarized to the point where antidromic
spikes fail to invade it (insert, stimulus artifacts only). A and B are modified from Palani et
al., 2010. C and D are modified from Sheffield et al., 2011.
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Fig. 13.
Modulation of axon excitability by ionotropic receptors. A and B: GABAA receptor
activation in rat posterior pituitary axon terminals. The chloride equilibrium potential was
manipulated by changing chloride concentration in the patch pipette use for recordings. B:
When the chloride equilibrium potential was close to the resting membrane potential, GABA
did not cause a change in membrane potential, but the increase in chloride conductance
caused a shunting effect. In consequence, the spike threshold was increased. Shown are
overlaid and time-shifted responses to the same current injections of increasing amplitudes
in control and GABA. Spike threshold increased by ~15% in the presence of GABA and
only the two largest current injections elicited a spike. B: When the chloride equilibrium
potential was more depolarized than the resting membrane potential, GABA caused a
sustained depolarization. Due to sodium channel inactivation, this depolarization led to spike
failures. The same effect was seen when terminals were depolarized not by GABA
application but current injection through the pipette. C and D: Activation of 5-HT(3)
receptors reduces temporal dispersion in rat C-fibers. C: Extracelluar recordings of
stimulated compound spikes in rat sural nerve. In control, repeated paired stimulations lead
to supernormal conduction of the 2nd spike, which is observed as a reduced latency between
stimulus and peak. Supernormality is reduced in the presence of m-chlorophenylbiguanide
(mCPBG), a 5-HT(3) receptor agonist. D: Calculated effect of 5-HT(3) receptor activation
on the change in interspike interval during conduction along the nerve. Intervals are less
reduced in the presence of the agonist. A and B are modified from Zhang and Jackson, 1995;
C and D are modified from Lang et al., 2006.
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Fig. 14.
“Ectopic” spike initiation elicited by biogenic amines in the stomatogastric nervous system.
A: Schematic of the stomatogastric nervous system of the crab, Cancer borealis. The axons
of an ascending sensory neuron (anterior gastric receptor, AGR), and a descending
modulatory neuron (modulatory commissural neuron 5, MCN5) pass through a nerve region
that contains synaptic release sites. Octopamine application to this site elicits additional
spikes in both axons. 5-HT application to a motor nerve elicits sustained firing in response
to centrally generated bursts in the axon of a motor neuron (lateral gastric neuron, LG).
CoG: commissural ganglion; STG: stomatogastric ganglion; ion: inferior esophageal nerve;
son: superior esophageal nerve; stn: stomatogastric nerve, dgn: dorsal gastric nerve. B:
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Synaptic release sites at the stn-son junction (the site of octopamine modulation shown in
A). The upper panels are confocal images of this nerve regions stained for synaptotagmin
(red) to visualize release sites. Neurobiotin-filled axons are shown in green. The lower panel
is an electron micrograph of the same region showing synaptic release sites of large
terminals containing both clear and dense core vesicles. C: Schematic of the stomatogastric
nervous system of the lobster, Homarus americanus. The peripheral axons of a motor
neuron in the stomatogastric ganglion (pyoric dilator, PD) express receptors to dopamine. D:
Intracellular recording from the PD neuron axon in the motor nerve show that in the absence
of centrally generated activity, dopamine depolarizes the membrane and leads to peripheral
spike initiation. E: Steady-state activation curves of Ih from voltage-clamp experiments in
the PD axon. The dopamine effect is due to direct cAMP-mediated modulation of Ih.
Dopamine reduces the maximal conductance, but changes the voltage-dependence so that
conductance is increased at biologically relevant membrane potentials. A summarizes
findings from Meyrand et al., 1992, Goaillard et al., 2004, and Daur et al., 2009. B is
modified from Goaillard et al., 2004. C summarizes findings from Bucher et al., 2003. D is
modified from Ballo and Bucher, 2009. E is modified from Ballo et al., 2010.
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Fig. 15.
Long-term changes in axonal excitability. A: Stimulation and recording of rabbit callosal
axons Shown on the left are superimposed recording traces from electrodes implanted into
superficial cortical layers near the border of visual areas I and II. Stimulation electrodes
were implanted into the corpus callosum. Conduction delay was measured as the latency
from axon stimulation (blue arrowhead) to the antidromic spike (red circle). Excitability
changes were measured with paired stimulations. At intervals of several milliseconds,
conduction was supernormal (note that the spike interval is smaller than the stimulus
interval). In addition, the minimum stimulus interval was determined that allowed initiation
and propagation of the second spike. B: Over several months, antidromic latency in some
axons remained stable (cell 1), in others either decreased (cell 2) or increased (cell 3). C&D:
Supernormal latency and minimum interval remained relatively stable, or at least did not
appear to change systematically with antidromic latency. Modified from Swadlow, 1982.
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